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Abstract—The paper addresses a Hierarchical Decode and
Forward (HDF) strategy in the wireless 2-Way Relay Channel 2-
WRC). This strategy uses a Hierarchical eXclusive Code (HXEL
that allows full decoding of the hierarchical symbols at the
relay. The HXC represents two data sources only through the
exclusive law and requires side information on the complem#ary
data at the destination (which naturally holds for the 2-WRC).
The HDF strategy has the advantage over classical MAC stage
relaying with joint decoding that its rate region extends bgond
the classical MAC region. We present a layered design of the
HXC codebook which uses an arbitrary outer state-of-the-ar
capacity approaching code (e.g. LDPC) and an inner layer
with an exclusive symbol alphabet. We provide basic theorem
showing that this scheme forms an HXC and we also evaluate
its alphabet constrained rate regions. The rate regions degd
on the relative channel phase parameters. Some channel rdian
leads to catastrophic violation of the exclusive law. Howear these
values appear only in a limited range of phases and have only
mild impact on the mean capacity for some component symbol
constellations.

I. INTRODUCTION
A. Background And Motivation

In [2], the authors construct various relaying schemes with
complex field NC. The operation on the relay however requires
individual decoding of incoming MAC phase symbols, i.e.
the NC is built on top of the classical PHY layer technique.
This has number of drawbacks and only limited optimality. An
optimal solution is a direct signal space domain code swighe

B. Goals of this Paper and Contributions

We present a relaying strategy for the 2-Way Relay Chan-
nel (2-WRC) (also known as TWRC) based on Hierarchical
eXclusive Code (HXC) relay processing. Hierarchical relay
processing handles hierarchical data symbols which uhique
represent the individual data from source A and B only by
providing side information on the complementary data at the
final destination. We call this strategy a Hierarchical Do
and Forward (HDF) strategy. A reason for using the name
hierarchical is that the relay decodes symbols hierarchically
composed from the original two source symbols. The relay
does not care about these individual symbols and treats them
as one container. In a more complicated network topolody, th

Multi-node and multi-source wireless communication sce-encapsulation would occur in hierarchical levels.

narios are currently under intensive investigation in tee r

An advantage of the hierarchical relay processing is its

search community. Generally, these can be seen as similgfgher achievable rate region, extending outside the egfion
to the Network Coding (NC) paradigm [1]. NC operatesof the classical MAC channel that would correspond to iraivi

with a discrete (typical binary) alphabet over losslessrdie

ual data stream decoding at the relay. A direct synthesigeof t

channels. It is in fact an operation on data rather than ORroper hierarchical exclusive code suitable for such pssicgy
the channel codewords. NC has great pOtentIal n Substara'ppears to be too Comp|ex_ Our paper offers a tractable low

tially increasing the throughput of complicated commutiara

networks. An extension of these principles into the wirgles
(signal space) domain is however non-trivial. Some attempt
have been carried out using a simple concatenation of NC and

a single-link physical layer modulation and coding teclueiq
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complexity solution.
The paper provides the following results and contributions

1) We propose #ayeredhierarchical exclusive code design
which combines a hierarchical inner symbol mapping
layer and an outer ordinary single-user-link capacity
approaching code (e.g. LDPC or turbo code).

2) We provide basic theorems showing that the layered
scheme forms dierarchical exclusive code

3) We analyze the alphabet limitethievable rate region

for the hierarchical MAC stage of the relaying and

compare it to the alphabet limited and unconstrained cut-
set bound capacity limits.

We analyze the impact of ttghannel parameter values

on the above stated capacities. In this paper the param-

eters of interest are the channel fading coefficients.

4)



C. Related Work a tool to prove the achievability of the general Gaussian
alphabet unconstrained channel rates. In [14], it is shdwah t
the joint bi-directional achievable rate #lg(3 + SNR) for
Feal valued lattice 2-WRC codes.

The authors of [16] address the scenario of Detect and
Forward (symbol level detection at the relay, no codeword de
followed by [7] and [8]. The authors of [7] and [8] provide coding) combined Wlth discrete NC. They reveal tha_t norline

) : . o C maps can provide better throughput than the linear maps
lattice based code construction using the principles of [9 . : : . :
. . . nder the low signal to noise ratio regime. The nonlinear map
but do not investigate the impact of the channel parameters, . -
. . ) ?]elps to overcome unreliable symbol decisions at the relay.
The lattice based constructions have a drawback in overa
A . . Papers [6], [4] appear to be the closest related works. The
complexity since they treat both exclusivity law and capaci L o
: . : . _papers treat the problem of designing the optimized cdastel
approaching code performance in one complicated de5|th. . . .
. - Ztion exclusive mapping regions for the relay. The authodke ta
The lattice based approach also treats the problem in o o :
e pair-wise error probability (and hence free distance) a

rather conceptual and abstract manner in comparison wit Lo ;
. ; . e optimization target. They reach the conclusion thatieun
the practically implementable alphabet and code consbmst e o . . .
a specific channel state, the minimal exclusive mapping fail

treated in this paper. Nevertheless, the lattice basedappr , : .
) ) : : : : to comply with the exclusive law (or gives poor performance
provides a direct connection to the pure information-te&or . , :
in that region of the channel states). They suggest a salutio

investigations. A number of results related to the distelu . ; )
coding and processing are available. Some authors ([10 ased on adaptive change of the mapping regions and also
9 P 9 : llowing extended (higher cardinality) exclusive mappihge

[11]) approach a similar set of problems by a strategy calle
) . ; work however leaves a number of unsolved or open problems
Compute and Forward which relies again on structured codes

with a lattice based code construction ([9]). To the bestwf o anq a_llso. adopts a _number of ad-hoc as;umptlons. (1) The
N : optimization target is theer-symbolfree distance and the
knowledge, these are the only significant previous works on

the 2-WRC respecting a true signal space nature of wireles%ptlmlzatlon does not respect multiplicity of the distasicEhe

communications for the hierarchical relay processing.réhe procedure is thus in fact strongly constrained to the undode

are also some other weakly related works using simply gose (2) The problem of the cardinality of the exclusive

traditional form of NC on top of the standard physical Iayermggﬁgg (g; ;.T]ee g:%hit tsrgitzdaég %Cels;rc])fte?n arrlr?ojgs-ht?sce
technique (like classical 2-source MAC), e.g. [12]. | P bping

extended (non-minimal) mapping prevents the usage of the

The authors of [13] address the problem of 2-WRC PhySicalbuter code layered design.

layer Network Coding design. They restrict themselves to Our paper treats the above stated points in a different way.

a binary .BPSK alphabet and m°?t importantly by the non-(l) We treat the problem in terms of the achievable rate regio
parametric chanpel (no phase rotation). They encode tiresou for coded communications. We develop a layered channel
nodes by the binary Repeat and Accumulate code and the&)ding theorem allowing under precisely given conditioms t

th_ey coqstruct a Factor_(_sraph SPA baseq decoder for Virtua@.{pply standard channel coding. (2) We systematically define
arithmetically superpositioned relay received symbolee T the relay exclusive mappings as minimal, extended and clas-

fac_t((j)r ctzneck node fo[jlthe accur_nulat?r otl;]tpudt_ IS Intco:\pl)mt#ate ical and we show how these affect individual parts of the
Inside the corresponding mappings for the discrete vetwor ystem. (3) We evaluate true soft-output channel entropies

Coded relay output symbol. This structure however Stronglyrhis leads to the achievable rate regions that can be closely

deper_1ds on the non-parametric channel assumption ('ttaﬁecapproached with current state-of-the-art codes (turbcd®Cp
the virtual accumulator factor node update rules) and th

.?4) We show that the layered code design is possible for the
usage of the repeater as the outer stage. The overall mﬁumminimal mapping and allows the use of a common outer code

schemg of [13] IS I|m.|ted by thg alphabet (in this case _BPSKMith inner exclusive alphabet. The resulting scheme preduc
constrained hierarchical capacity, whereas our layeraijde a correct exclusive end-to-end code

provides a generic procedure for achieving the same target
with an explicit rate region calculation.

The authors of [14] approach the problem of the code design
for 2-WRC along the same lines as [7] and [8] using the lattice We consider a wireless 2-WRC system (Fig. 1) which has
based design. It stands on the principles of [9] modified for3 physically separated nodes (source S, relay R, destmnatio
the modulo sum of nested lattices. The design is not finitdd) supporting two way communication through a common
alphabet limited. On the other hand, the lattice based agpro shared relay R. The source for data A is co-located with
makes the inclusion of the joint multisource-relay channethe destination for data B and vice-versa. The transmitted
parameters extremely difficult. The modulo-lattice opersg  data (signal) of the source serves as Complementary Side-
would collapse under variable channel parameters. A pesiti Information (C-Sl) for the destination of theeverse link
feature of the lattice approach is that it provides, at leasthence the name Complementary). The system is wireless and
theoretically (but see also [15] for some recent develogg)en all transmitted and received symbols are signal space sgmbo

Limited code design and capacity region results are availab
for the simplest possible scenario of the 2-WRC. The author
of [3], [4], [5], [6] essentially follow the symbol-wise hie
archical exclusive constellation optimization. Anothefated
area is lattice code based hierarchical code construdtias.

Il. SYSTEM MODEL AND DEFINITIONS



MAC phase

> < It equivalently represents the parametric channel withhbot

links parametrized according to flat fading assumed to be
constant over the frame. It is obtained by a proper common
c-sl rescaling of the true channel = hasa +hgss +w by 1/hp

and denoting = X' /ha, h=hg/ha, w=W /ha, ha,hg,h € C~.

\ < - > / The received signal of the equivalent channel at the relay is
phase

X=U+WwW (2)
Figure 1. 2WRC with C-SI.
where the circularly symmetric complex Gaussian noise has

the variances? per complex dimension.
The channel model is linear frequency-flat with Additive \¢hi The Signal-to-Noise Ratio (SNR) is defined as the ratio of
Gaussian Noise (AWGN). The signal transmission is halfthe real base-band symbol energy of one source (e.g. A, to
duplex (the co-located transmitter (Tx) and receiver (Re) a have a fair comparison for reference cases) to the noiserpowe
not allowed to operate simultaneously). The operation ii6 sp spectrum density ratig = (&s,/2) /Now. Assuming orthonor-
into a Multiple Access (MAC) and a Broadcast (BC) phasemal basis signal space complex envelope representatidreof t
The system is symmetric in its topology. This allows us toAWGN, we haveo? = 2No, and thusy = E [||sA||2} /o2,
investigate it from the perspective of the data flow A withadat
B being only a nuisance parameter. All conclusions drawn fob BC Phase
A should then be equally applicable to B. All receivers are
assumed to have channel state information. As in some other The relay receives the signal and processes it using a
papers ([6], [4]) the channels A-R and R-B are assumed tblierarchical Decode and Forward (HDF) strategy. More detai
be symmetric. In the asymmetric case, the throughput woulWill be given in the next section. The output codeword and its

be given by the worse channel bottleneck. We do not howeveiode symbols arer and cr. These. are mapped into signal
pursue this case in this paper. space channel symbolse o7r and signal space codewords

with the codeboolk € ér and broadcast to destinations A and
B. At node B (the destination for data A), the received signal
A. MAC Phase space symbols are
Now, we define all formal details. Subscripts A and B de- YA = V+Wa 3)
notes the variables associated with node A and B respegtivel ] ) )
Source data messages atg dg and they are composed of where the complex C|rc.ularly.symmetr|c AWGM hfas vari-
data symbolgia,dg € % = {0,1,...,Mq — 1}, with alphabet anceg? per complex dlmenS|on.. Wg denote the S|gna_1I space
cardinality | 74| = M. For notational simplicity, we omit the symbols at the node A (a _destlnatlon for data B) similarly
sequence number indices of individual symbols. Source nodé = V+Ws. The SNR is defined ag = E [Iv[[?] /ok. Phase
codewords ar@a,cg with code symbolsca, Cg € %, || = rotations of individual gains of_R-DA and R-DB channels_
Mc. The encoding operation is performed by the encoder§annot affect the throughput regions. We assume a symmetric
%éa, € With codebooksa € €a and cg € 3. A signal space Cas€ for the R-DA and R-DB links.
representation (with anrthonormalbasis) of the transmitted
channel symbols isy = s(ca), S8 =S(Cg), Sa, S8 € 9% C CN. I11. L AYERED HIERARCHICAL EXxcLUSIVE CODEBOOK
We assume a common channel symbol mapggr). A signal DESIGN
space representation of the overall coded frams (sa) and A. Network Coded Modulation

sg(cs). All vectorsda,ds,ca,Cs have size equal to the frame ] )
(codeword) length. Network Coded Modulation (NCM) is the network struc-

We use a slightly relaxed notation for the symbol and thdure aware modl_JIation apd coding. Each node, either source
codebook sets and the corresponding mapping and encodiff§ "€!ay. transmits the signal that can be processed in the
operations. The notation uses the same letter symbol in twi-MaiNINg receving hodes pgrf(_)rmmg various joint re@'
different contexts. This simplifies the reader’'s appréciraof strategies (e.g. HDF) and utilizing all complementary side
the relatively large number of codebooks/alphabets iradlv information available at destinations. The NCM term itself
As an example, the codebook (the set of all codewords) i§2S introduced in our earlier works [17], [18], [19]) dermte

denoted by# and it is optionally supplemented by a subscripta particullar joint design of the multi-source codebook \Ju_hic
corresponding to the particular codeword. The notagiei) (1) has signal-space codewords (hence the term "Modulgtion

denotes a codeword corresponding to the data irmpus and (2) which respects the network structure and the pasitio

similar notation holds for symbol alphabets, denoted.dsy of the nodes involved in communication including other side
and corresponding mapping operatiosi. ). ’ information the nodes might have available (hence the term

The useful part of the received signal at the relay is ‘.‘Network qued”). The knowledge o-f t_he network gtructure
is an essential part of NCM design (similarly as Trellis Cabde
u=sp+hss. (1) Modulation uses the knowledge of the trellis structure).



B. Hierarchical Decode and Forward Strategy case puts minimurnthroughputrequirements on the BC chan-

1) Exclusive Law: The HDF strategy is based on relay nel at the pric_e of re_quiring per_fecF C—S_I at the destinatisih
processing which fully decodes the Hierarchical Data (HD)codebooks with a hlgher (_:ardlnallty will be called Extended
messageiag(da,dg) and sends out the corresponding code-HXC (E-HXC) or Non-Minimal-HXC.
word v = v(dag) which represents the original data messages .
da anddg only through theexclusive law[4] C. Layered HXC Design for Perfect C-SlI

, , 1) Error Correcting and Hierarchical Exclusive Mapper

V(dag(da,dg)) # v (dag(da,dg)) , Vda 7# da, (4) Layers: It is evident that a direct design of the HXC codebook

V(dag(da,dg)) # v (das(da,dg)), Vdg #ds.  (5) %k providing the mappiny (dag(da,ds)) is highly complex.
The hierarchical data are a joint representation of the datAn alternative approach is a layered design where the inner
from both sources such that it uniquely represents one daf@Yer (closer to the channel symbols) provides éxelusivity
source given full knowledge of the other one. Assuming thaPTOPertywhereas the outer layer provides the error correcting
the destination node B has perfect C-SI on the node’s owfkClassical channel coding) functionality. The outer lagede
datads it can then decode the messae (and similarly for ~ ¢an be an arbitrary state-of-the-art capacity approactunig,
node A). Datadg will be calledcomplementarglata from the ~ €-9- turbo c0(_je or LDPC. The dividing line between _the layers
perspective of the datds operations. The exclusive law at €a" take various forms. Both layers can have various levels
the signal space codeword level implies the same for the HI9T internal structure (memory) and various levels of error

messages correctir_wg capability._ _ _ _ o
The simplest case is that in which the inner layer is simply a
da(da,ds) # dag(da,ds), Vda # dj, (6)  signal space channel symbol memoryless mapper. An alphabet
dag(da,ds) # dag(dj,ds), Vdp # dg. (7)  memoryless mapper
A code (codebook) satisfying the above criteria is called a Ca = Z¢(Ca,Cs) (8)

Hierarchical eXclusive Code (HXC). Note that the mappingysilling the exclusive law will be called Hierarchical eX-

may in principle be linear or non-linear [16]. We will denote ¢, gjve  Alphabet (HXA). The outer layer then carries all
the mapping satisfying the exclusive law by the operatofhe capacity achieving (error correcting) responsibilithe

2 (sr0)- ) . ) layered system model is shown in Fig. 2.
The hierarchical data can be viewed as network coded 2) Symbol-wise Relay HDF Processinghere is also an

data streams. But notice an important difference. When wegitional advantage of the layered design. The exclusive
simply concatenate independently the NC and then the channgyoperty at the symbol level allows a simple determination o
coding, the data generated at the relay are obtained byyjointihe softper-symbolmeasure decoding metric for hierarchical
decoding both individual streams from A and B. The NCgympols at the relay. It can either be directly used by the
mainly serves for the BC stage transmission. The MAC phasg relay decoder or properly source encoded and sent on a
is classical joint decoding. In our hierarchical approatis t per.symbol basis without decoding. The latter has the major
does not happen. The hierarchical data are directly Oma'”eadvantage of lowering the latency of the relay processiig. T

from the received signalignal spacebservations without the  opic of per-symbobnly relay processing is out of this paper’s
necessity of individual source data decoding. The MAC Stag%cope.

encoding must be such that the observation at the relay ellow 3) Layered Design:The layered design relies on the fol-
HXC mapping to the hierarchical data, which may then begwing two lemmas. Source nodes have a common codebook
encoded intov. In other words, alongside themplete signal ¢, — &, — ¢

path (MAC and BC), the codingnust always be HX@v.r.t. Lemma 1 (Coding distributes over the exclusive law):

the hierarchical data. o Assume arbitrarylinear one-to-one code mappings with a
2) Relay Hierarchical Codebook Cardinalityn order for  common codebook

the exclusive law to hold, the relay hierarchical codeboatk c
dinality must satisfy|%r| > max|%al,|%s|). This guarantees Ca=¢(da), 08 =¢(ds), Cag=¢'(das) ©)
the invertibility of the mapping from the hierarchical syalb wheredp,dg,dag € GF(M™) andca,Cs,Cag € GF(Mﬁ), fi>n.
and the C-SI. On the other hand, the cardinality is upperThen, there exist twaninimal exclusive mappings (for data
bounded by all possiblélx and dg message combinations and codewords)

6Rr| < |6al|€B|. The lower bound case requires perfect C-
|SI (|)n t|he |<|:oanIementary data at the destination. The upper dag = Zd(da,ds), Cag = Zc(Ca,Cs) (10)
bound is in fact a classical MAC channel with joint decodingsuch that the following holds

of both data messages at the relay and requiceS-SI. Any

situation in between those two extreme cases requiresaparti ¢ (Za(da,dp)) = Zc(¢(da), % (ds)). (1)
C-SI at the destination. This means that encoding hierarchical data is the same as
The HXC having the minimal cardinality|4g] = individually encoding the original A and B data and then

max(|%al,|6s|) will be called Minimal-HXC (M-HXC). This  constructing a hierarchical codeword from the result.
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Figure 2. The system model for layered HXC design.

Proof: The minimal hierarchical exclusive mapping for 2) The symbol-by-symbol inner layer mapper has an exclu-

the two data or codewords on @G#") and GRM") respec- sive mapping w.r.t. the useful signal at the relay
tively with a common alphabet si2d can always be done by
addition on (with a side effect of being a symbol-by-symbol Cag = Zc(Ca; Ca) (19)
operation) whereu(ca,cg) = .4,(cag). The useful signal can have
Z4(da,dg) = da@ds, 2e(Ca,Ce) =CadCa.  (12) multiple instances corresponding to one hierarchical
symbol. Thee,(cag) is generally ssetor a multi-symbol
The @ operation is symbol-wise over data or code symbol class
¢ (Zd(da,dp)) = € (da® ds) Ra = Rs = Rag < | (CaB; X). (16)
=% (da) ®€(d) LA
— 2.(%(da), € (ds)) (13) Then the relay H-MAC stage decod@yg output isdag = dag
e Al BJJ and the H-BC stage output fulfills the exclusive law
[ |
Corollary 1: A direct consequence of the code distributive V= Zv(da,ds). a7)
law is the ability to decode hierarchical data from the hiera Proof: Lemma 2 impliescag = Z¢(Ca, Cg). This together

chical codeword. This is exactly what the HDF relay does. \yith Lemma 1 givescag = % (dag). The hierarchical code
Lemma 2 (Exclusive law decomposition over symbols): symbols are observed at the relay %y .7 (cag) +W. Pro-
Assume that the symbol mapping obeys the exclusive law fo!?iding that the code information rate on the symbels does
each individual symbol. Then the exclusive law holds algo fo ot exceed (cag;X) the H-MAC stage relay decodéiag can
the complete codeword decode the symbolsiag reliably and thusdag = dag. The
ca = 2¢(Ca,C8) = Cag= Zc(Ca,Ca). (14) datadag represents the minimal exclusive r_nzflpping and thus
fully represents both data streardg,dg providing the C-SI
Proof: Codewords differca # ¢, if they differ in at least i available. This gives a rectangular rate region (16). The
one symbolca # cy. Then the exclusive symbolsag must  rate is achievable since it is known from the literature that
differ cag # Chg and thus alsaag differs cap # Cpg. Hence  there existlinear capacity approaching single-source single-
the GF addition construction of the exclusive codeword mayestination codes. Under the assumption that the individua
be done on a symbol-by-symbol basis. B source code symbols,cg are uniformly distributed and the
We design the layered HXC based on these two lemmas. Th@apping is minimal, the distribution afag is also uniform.
MAC and BC phases of the HDF strategy will be denotedrne H-BC relay encoder encodes this information in a one-to-
Hierarchical-MAC (H-MAC) and Hierarchical-BC (H-BC). gne manner intw = v(dag) which gives (17). m
They operate, unlike classical MAC/BC, withierarchical  The theorem states that we can achieve capacity by using
symbols/codewords at the re_lay. The goal is to ensure tleat ”brdinary capacity approaching codes on top of HXA symbols
relay output obeys the exclusive law w.r.t. data 2v(da,ds)-  and the only bottleneck is the finite cardinality of the H-MAC
The relay symbol space outputis uniquely given bycr, 0N channel hierarchical symbols. A graphical demonstratibn o
a symbol-by-symbol basig = WR(C_R)- _ the theorem is in Fig. 3.
Theorem 1 (Layered HXC Designfssume the following: It is useful to realize that the exclusivity requirements ar
1) There is a common outer layer codebo@k =  important only on datala,dg and codeword leveta,cs. The
%'(da),ce = ¢'(dg) for source nodes A and B, and the symbol space mapping itself doemt necessarily need to
data forms aminimal' hierarchical exclusive mapping produce disjoint sets7,(cag) N -#u(Cyg) = 0, for Cag # Chp.
dag = Zd(da,ds). A non-zero intersection would of course decrease the value
N _ . , , [ (cag;x) but (16) should still hold. The zero set/class overlap
Note that the requirement for a minimal mapping prevents tayered

approach from being applied to the mapping of [6], since fame channel 1SN faCtJUSt an eXCIUS'\”ty mapping extension for setm(by)l
states this requires a non-minimal mapping (5-ary for QP8#ces). class output).



outer code layer Hierarchical eXclusive Alphabet layer

In a special caseof a minimal exclusive code (M-HXC)

Ra S ﬁ'@'ﬁ;@ﬁfg‘;‘flﬁ,@?,ﬁi and uniformly distributea, s, the hierarchical symbols have
D o J{ A R (a0 ) Pr{cA_B} = 1/ 3¢, 05 Pe(Ca,Ca,Ca) = 1/Mc and the conditional
L O]o - PDF is simply
| |
S | ! 1
~ e RO p(X|cag) = - > Pw(X—u(Cca,ca)). (21)
D’ . . . > € ca,c8: 2c(ca,C8)=CaB
Hierarchical eXclusive Alphabet Ra = (Cag; X)

We sum only over such pairg, cg that are compliant with the
given hierarchical symbatag. There areM. such uniformly
probable cases for minimal exclusive code and equal cardi-
nality symbols. An alternative notation of the result witret
indicator function is

Figure 3. Layered HXC Design theorem graphical demonstrati

4) Equal Information Rates and Uniform-Input Capacity:
For the present, we assume equal data information Rites p(xlcas) = T > Pw(X—U(Ca,Ca)) Fc(Ca,Ca,CrB).  (22)
Rs with common shared codebook and mappers. A solution Mc S
of the asymmetric case is not dealt with here.

The mutual informatior (cag; X) is not a capacity in a strict
sense since we do not maximize over the input distribution
We will however assume that this distribution is given and it
is a uniform distribution of a discrete channel input. Thidl w
be called auniform-input (alphabet constrained) capacitife
denote that by lette€ but the uniform-input assumption must
be kept in mind.

It is important to realize that the decoding metricrist
simply a distance, even in the simplest case of the Gaussian
¢thannel and minimal HXC. The signal space 2-source code-
book u(ca,cg) thus cannot be generally optimized with the
distance criterion (compare this to [6]). In the case of edtzl
mapping, the expression (20) is even more complicated due to
the necessity of respecting particutay,cg mapping oncag.

. _ . . _ IV. THROUGHPUTRATE REGION
D. Relay Hierarchical Decoding with Soft HXA Metric and A. Hierarchical MAC Rate Region

Common Codebook ] ] )
1) Hierarchical Mutual Information: It follows from the

Thelsoft-outpu'F H-MAC reLathemO(r:i]l_Jlafor prOduﬁ_eSh the| ayered HXC Design theorem that the throughput rate region
symbol-wise metriqi(cag) on the hierarchical dateg whic is rectangular and given by the hierarchical mutual infdioma

is fe?‘ into the hierarchical H-MAC stage decodgfe. Th(_a I (cag; X). It is evaluated for given chosen symbol alphabets
metric must properly reflect the fact that the useful S'gnabvith given channel parameters

,(cap) is a set (class) with the cardinality generally higher

than one and also depending on the channel parameters. x=u(s(ca) +hscg)) +w. (23)
The symbol-wise metric is the likelihood of the given

symbol i (cag) = p(X|cag). The condition in thep(x|cas) PDF

is in fact a union of individual pair§ca,cg} conforming with

the hierarchical symbadiag = Zc(Ca,Cs). Then

The hierarchical code symbols are mapped on the useful
signal by u(ca,cg) = #(cag). The transmitted signals, the
useful H-MAC signal and the received signal are signal space
representations(ca),s(cg),u,x € CN . The mutual information
evaluation must respect the fact that thg(cag) is generally

p(X|cag) = p | X U {ca,c8} a set (class) of multiple possible symbols for each paswicul
Ca,C8: Zc(CA,CB)=CaB CaB-
The hierarchical mutual information (uniform-input capac
_ p (Xﬂ (UcA,cB:%’C(CA,CB):CAB{CA, CB})) . (18) ity) is
p (UCA,CB;,%CA,CB)ZCAB{ Ca, CB}) Cag = | (Cag; X) = # [X]| — 7 [X|Cag) (24)
Pairs{ca,cs} form a partition (disjoint subsets). Then = A [X — A [X| A (CaB)] - (25)
3 caca: Ze(caca) —cas P(X[CA, CB) P(Ca, Ca) The channel parametérand symbol space alphabefs) are
p(X|ca) = - (19)  implicitly hidden in the hierarchical class{(cag) definition

- — Ca,Cs .. .
_ _ZCA’CB'%(CA’@ cua Pl ) o and we do not use an explicit notation for that.
An alternative notation form of the result can be obtainddgis 2) Received Signal EntropyErom the entropy definition,

the indicator (Kronecker delta) function’;(ca,Cs,Cas) =  we get (all integrals are oveEN support)
o[cag — Zc(Ca,Ca)]
S ca.ce P(X/Ca, Ca)-7c(Ca B, Cag) A= */ P(x)lg p(x) dx (26)
P(X/ca) = (20) .
Y cacs -7c(Ca, CB,CaB) where the PDF is
where we also utilized the assumEtlon of uniformly disttéul p(x) = = S Pu(x— U(Ca,Ce)) 27)
component code symbols(ca,Cg) = const. ¢ s



and pw(w) is the PDF of complex signal space AWGN

representation
exp( ) .
(r0f,)"

We assumed uniformly distributed code symboigs.

3) Conditional Entropy: An evaluation of the conditional
entropy 7 [X|cag] = 7 [X|.%(Cag)] is slightly more com-
plicated compared to the classical point-to-point singseru
channel. Generally, it isnot the entropy of the AWGN
2 [X|cag] # 22 W] as it would have been in the single user
channel. This is because, givegs, the actual useful signal is
a multi-symbol class#(cap).

From the definition, we get

vl
oy

(W) =

(28)

A [X|cpg] = — z Pr{cAB}/p(x|cAB) lg p(x|cag) dx.  (29)

CAB

Then we apply the results of thp(x|cag) evaluation from
Section 1lI-D.

B. MAC and Cut-Set Bound Reference

As a reference case, we consider the classical MAC ratg,

region first and second order limits

I(ca;X|cB), l(Ca,CB;X). (30)

The nth order limit in the cut-set bound is understood as th
limit for the sum-rate containing individual ratesy;c, R,
where|Z| = n. Notice that the first order rate limi{ca; x|cg)

is in fact a cut-set bound [20] with finite alphabet limitatio
The second order limit(ca,cg;x) corresponds to the joint

C-MAC
“ ,
7/
, |H-MAC
7
//I
s |
A W
, |
7 | -
G CasCo

Figure 4. Capacity regions for H-MAC.

D. Hierarchical BC

In order to evaluate end-to-end system performance, we also
assess the BC phase. We make the realistic assumption¢hat th
channel is reciprocal (as in [6]). Such a channel is assumed t
have the same signal space alphabet, the same signals®-noi
ratio and the same Gaussian noise variance. The usage of the
same alphabet implies that theénimalHXC mapping is used.
Under the above-stated assumptions and under the assamptio
of perfect C-SI at the destination, the capacity of the H-BC
link is equal to the first order cut-set bound of the H-MAC
k

Chpc = Co.

As a direct consequence, the H-MAC must be always the

(33)

drerformance bottleneck for theeciprocal channel case. An

analysis of the impact of the imperfect (partial) C-Sl isatesl
in [18].

V. NUMERICAL RESULTS ANDDISCUSSION

decode and forward strategy where individual data streams 1he nierarchical rate and single-user (alphabet limited cu

from A and B are separately decoded at the relay.
For comparison, we evaluakécy; x|cg) as a limiting perfor-
mance criterion. The valugy is in fact the mutual information

set bounds) rates were evaluated for a number of signal
alphabetses and channel parameters. The alphab#t is
indexed by symbolsa,cg € {0,...,Mc—1}. We used a natural

of the single user A channel as if there is no user B agnstellation index mapping for BPSK, QPSK and 8PSK

all. Notice that this can be quite easily modeled by Setti”%onstellations{exp(ji2n/Mc}

the channel B transfeh = 0. The uniform-input alphabet
constrained capacity is found &g = 1(ca;X|Cg).

Me 1. The constellation denoted

by QPSK-cross has indexing definedfiy —1,j, —j}. 16QAM
constellation uses a natural row-wise index mapping sigrti

The second order cut-set bound limit is in fact a sum-om the south-west corner. The exclusiménimalhierarchical

rate. We evaluate the sum-rate rescaled to one user (agsum
symmetric rates from nodes A and B)

1
C=3l

All capacities and regions are depicted in Fig. 4.

(ca,Cs; X). (31)

C. Unconstrained Capacity

¥happing iscag = ca® cg. The amplitude oh = |h|exp(j ) is
kept constant|fif = 1) in our setup to respect the symmetry
of the rates from A and B.

Figs. 6, 7, 8, 9, 10 show comparisons of the hierarchical
symmetric capacity with various channel parameters with th
alphabet constrained cut-set bound (both first and secatat or
bound) and the unconstrained AWGN cut-set bound capacity.
There are two main observations. First, we see that HXA
outperforms the classical C-MAC capacity second order cut-

We also include the true alphabet unconstrained Cut-Selyq ng (sum-rate per user) and closely approaches the firs

bound capacity for given input variance which is

E [||sall?
Is %H ] ) | (32)

Cu:Ig<1+

order cut-set bound for medium to high signal to noise ratios
This means that the 2-WRC behaves at the MAC stage as
if there was just one user alone. In the region of very low
signal to noise ratio, the C-MAC is marginally better. Howev



this is strongly affected by the choice of constellationbjch h— exp(jo) ézz

is ad-hoc and not optimized. An optimization of the compo-
nent constellation could improve this. The second obskenvat 21,12 02,20
shows a relatively small dispersion of the capacity over all 2 o T o
possible channel relative phase parameters for some com-

. e 11 01,23,10,32 00
ponent symbol constellations. This is strongly dependent o - , 0 ,
the constellation. For example, the QPSK-cross constailat
is particularly vulnerable to this phenomenon. Again, mop 13,31 03,30
selection and optional optimization of the alphabet congods = T =
is an important aspect. caCg index pairs

Encouraged by the previous observation, we also plot a E|333 Cag=CA®Ca
relative H-MAC capacity degradation due to the phase chan- . _
. . . . . exclusive law failure

nel relative rotationy (Figs. 11, 12, 13). Various channel h = exp(j11/2) ézo -3
phases cause a capacity degradation due to the movement /,/”’A/,/’;;/
of the composite hierarchical points Their mutual position 22,10 00,23~ /
influences the metric (20), the decision regions, and thus . T D
also the capacity. However we can observe two types of 12 0 é{,13,30' 03
behavior. In the first case, the capacity is just a little lovde -4 = 1>
when the points occupy less favorable mutual positions. But s’ 4
for some constellations and a given indexing catastrophic 1|:1|’32 1 05’33
failure of the exclusivity law may occur, where several poin
belonging to different hierarchical indicesyg reach same

position. Fortunately these phases are relatively isdlakis E|]31

observation encourages an evaluation of the mean casacitie

which indicates that they have only a limited impact on theFigure 5. An example of the catastrophic exclusive law failtor QPSK-
mean capacity over all phase rotations. The mean capacif§°ss (cross indexing) and specific phase rotation.

is quite close to the maximum and, most importantly, it also

exceeds the C-MAC capacity. then can use a single codebook with raigd@g(y)] and this
The results for the mean value over all channel phases hayg

. T ould be achievable.
a direct practical implication. They suggest the useloése The average rates JiCag(i)] are lower than the rates

scramblingschemes. The phase scrambling pattern would bﬁ]a)Qp[CAB(LIJ)] (see B[Cas(W)] curves in Figs. 6, 7, 8, 9,
known to the relay, which could easily unscramble it. Thislo) but provide a simple way to overcome the problem with
operation would effectively erase the influence of the patdr  , ritical phase shift which can substantially degrade the
critical phase channel rotation at the price of slightly éow throughput. The mean rate is then a sensible performance

throughput. measure. The performance gain can be either measured by the
There are two possible phase scrambling approaches. Thgitage probability (see [19]) or byyECas(Y)]/ ming[Cas()]
first (inspired by traditional information theory, but lesgac-  ratio.
tical) uses a block-wise phase Scrambling. Each block is The fixed inner mapper can be used under the chan-
assumed to be long enough (at least approximately) to stippaie| fading in the same way as any other symbol mapper
the capacity achieving code. The transmitters are assumed f, traditional non-adaptivepoint-to-point links. An adaptive
have channel state information and accordingly they switclifeedback) code/mapper design is outside the focus of the
codebooks with rate corresponding to the actual channil. sta present paper. The performance of the nonadaptive system ca
The mean achievable rate is thep[Eas(Y)]. be evaluated under two conditions. For non-ergodic channel
Much more practical is the second option which requiresbehaviour during the codeword frame, the outage capacity is
no channel state information at the transmitters and performthe proper evaluator, as addressed in [19]. In this paper, we
the scrambling symbol-wise. It exploits the idea from [21] have focused rather on a performance indicator suitablénéor
(Sec. 3.2): the capacity of the receiver-only channel sidergodic channel behaviour during the codeword frame, that i
information channel with i.i.d. channel (per-symbol) chah the mean capacity. Our goal is simply to capture the impact of
states and the transmitted signal with channel state indkgye  the phase variationsnly, since phase shift can directly cause
distribution is again given by FHCag(¢)]. The codebook for a exclusive law failure even at high SNR and with no amplitude
such system is constructed for the mean rgjxg(y)]. Both  fading. This means that it is more critical than the ampktud
the real channel phase and the scrambling phase are knowariations which cause hierarchical relay constellaticaling
at the receiver. Assuming that the scrambling is uniform andwith obvious impacts on achievable rate) but no unexpected
i.i.d. per symbol and the real phase shift is block-consfamt exclusive law failures.
resulting channel state is also uniform and i.i.d. The sgste In order to assess the impact of the phase and amplitude
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and various channel phase parameters. and various channel phase parameters.

variations which occur in practice on the performance of thecases. The first is the case where we kesfy the phase
scheme, we have also evaluated the hierarchical capacity influctuationsby using channel gairt /|ha| andhg/|hg| instead
Rayleigh fading environment. We assume that both links SA-R, andhg. The second is on the other hand the situation where
(ha) and SB-R fg) are independent Rayleigh block constantwe keeponly the magnitude fluctuationsy using channel
fading channels with unity variance of the channel transfergains|ha| and |hg| insteadhs andhg. We see that full fading
We evaluate the rate€ag = I(Cap;X). These rates depend degrades the ergodic capacity performance by around 5 dB
on the channel state. We evaluate their mean values over abmpared to phase only fluctuation. We observe also that the
channel states [Eagi(ha,hg)]. In order to asses a stochastic phase fluctuations have a significant effect in the medium
description of the capacity fluctuations, we also evaluhte t to high SNR regime and cause substantial spreading of the
outage capacitPoyt = Pr{Cap(ha,hs) < Rag}. It is evaluated capacity distribution, while in the low SNR regime this eftfe
by plotting the maximum achievable raixg at the given s relatively small. The amplitude fluctuations cause a lsimi
probability of the outag&,. spreading in the low and medium SNR range. This suggests
Results for the full Rayleigh fading case are in Fig. 14.that the additional performance loss in the full fading casg
Fig. 15 shows a comparison of these results with two addition be attributed simply to the expected capacity loss due todad
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Figure 11. A degradation of the capaciBag(y)/max, [Cag(y/)] as a  Figure 13. A degradation of the capaciBag(y)/max, [Cas(y')] as a
function or channel relative phase rotation for BPSK algitab function or channel relative phase rotation for QPSK-crighabet.

rather than to any exclusive law failures. It is worth notthgt higher for very small SNR where it is essentially determined

the addition of amplitude fading actually increases the 100/15y the component alphabets, which here have been chosen on
outage capacity at high SNR, because it makes exclusive l1a%,, 54-hoc basis.

failures less likely to occur. The capacity results also show that the channel parameters

have a significant impact for particular channel symbol in-
dexing patterns and the corresponding hierarchical magpin
The capacity results presented show that layered desighhis is clearly visible on the graphs showing the capacity
of the HXC can be a viable solution. It can utilize an degradation as a function of the phase. Some channel rota-
enormous range of currently available state-of-the-aterou tions have a catastrophic effect on the capacity for a given
capacity approaching codes. The relay H-MAC decoder capexclusive mapping. Some channel rotations cause the points
utilize a soft decoding metric due to the symbol-by-symbolcorresponding to different hierarchical codewords to ifatb
based hierarchical processing at the relay H-MAC stage. Théhe same useful signal and in fact, the useful signal iso
penalty paid for the layered design (w.r.t. the cut-set llpisn  longer exclusiveThis highlights the importance of code design
negligible in the moderate to high SNR regions. The penalty ithat properly takes the channel parameters into an account,

VI. CONCLUSIONS
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VIlI. APPENDIX

A. Monte-Carlo Evaluation of the Integrals

All integrals involved in the entropy evaluations are com-
plicated multi-fold integrals over thil-dimensional complex
plane. Their direct evaluation by traditional numericatein
gration procedures is known to be complex and very slowly
converging. Better computational efficiency is achieved by
Monte-Carlo numerical evaluation of the integrals. Thisids
to be confused with Monte-Carlo simulation. We use it for
the numerical evaluation of the integrals, not for runnihg t
system with some particular coding and signal processigaral
rithms. The method is usable for evaluation of any summation
or integration of the form

I :/f(x)g(x) dx. (34)

We considerf(x) as a PDF, and hence the integral can be

evaluated as

Figure 14. Mean capacity [Eag(ha,hg)] and outage capacitPou =
Pr{Cag(ha,hs) < Rag} for QPSK alphabet in Rayleigh fading channel.

Providing that we are able to generate random values with the

I =Efx[9(X)]- (35)

distribution f(x): x~ f(x) then the integral is approximated

H-MAC capacity for alphabet QPSK

151
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Figure 15. Mean capacity [Eag(ha,hg)] and outage capacityPout =
Pr{Cag(ha,hg) < Rag} for QPSK alphabet in Rayleigh fading channel with
full fading (red), phase fluctuation only (blue), and ampulg fluctuation only
(green).

(31
(4

(5]
e.g. by being an invariant to this. Signal phase predistortid
avoid such situations is feasible only in very specific gitures,
e.g. for channels which are invariant for several framess It
not generally suitable for short packet oriented transionss
. 71
However, on the other side, we observe that the catastrophnI:
effects are relatively limited to a narrow range of phasesig]
and have only mild impact on the mean capacity for some[gl
constellations. This observation may lead to number of phas
scrambling practical solutions.

(6]

an

by evaluating the empirical med#i.] of g(x). Generation of

the random variable with given a density is a relatively easy

task particularly for linear Gaussian mixture densitieg &sn

also always resort to building a full system model producing

the desired random variable and feeding that system with its

all random excitations — typically data and noise sources.
A numerical evaluation o7 [x] gives

~
~

. 1
*Ex~p(x) lg W z pW(Xfu(CAaCB)) (36)

C ca,CB

wherex is generated with the distribution (27). The conditional
entropy approximation is obtained as

% [chAB] = _EX,CABND(X,CAB) [lg p(X|CAB)] . (37)
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