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Résumé

Au cours de ces dernières années, la présence de systèmes de commandes dans

plusieurs systèmes industriels est devenue essentiale voire même primordiale. Et cela,

afin de permettre aux systèmes industriels d’atteindre des performances nécessaires

aux termes de rendements et une adaptabilité aux différents champs d’applications.

Un système de commande est basé sur le développement des lois de commandes. Elles

sont conçues pour atteindre des objectifs en supposant que le système est en fonction-

nement normal. Cependant, les systèmes automatiques sont généralement assujettit

aux perturbations, défauts, pannes. Par exemple, l’apparition d’un défaut au sein

d’un système peut engendrer son dysfonctionnement. Si le défaut est jugé critique

pour le système (une centrale nucléaire, un aéronef), ce dernier peut causer des acci-

dents catastrophiques. Par conséquent, le concept de systèmes tolérants aux défauts

(Fault tolerant systems) est introduit et a pour objectif d’assurer la sécurité et la

prévention des accidents dans ces systèmes critiques pour la sécurité des personnes et

de l’environnement. Ce concept a fait l’objet de plusieurs travaux de recherche à savoir

le diagnostic de défauts (Fault Diagnosis, FD) et la commande tolérante aux défauts

(Fault Tolerante Control, FTC).

Le diagnostic de défauts consiste à développer des algorithmes permettant de détecter,

d’isoler et d’identifier le défaut une fois ce dernier apparait sur le système. Quant à la

commande tolérante aux défauts, elle consiste à reconcevoir les lois de commandes en

tenant compte le type et l’amplitude de défaut et cela afin de permettre au système

défectueux d’atteindre ces objectifs initiales tout en maintenant la sureté globale de

ce dernier. Le couplage entre FD et FTC est pleinement intégré dans la conception

de système dynamique sure de fonctionnement. Et on peut trouver plusieurs champs

d’application : automobile, production, système robotiques, etc.

L’objectif principal des algorithmes tolérant aux défauts:

Definition 0.1. ... FTC est un système de commande qui possède la capacit de com-

penser automatiquement l’effet de certains dfauts affectant les composants du système

en maintenant la stabilit globale du ce dernier [Zhang 2008].
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En ce qui concerne la conception des systèmes tolérants aux défauts, il existe deux

catégories [Patton 1997]: commande tolérante aux défauts passives (Passive FTC) et

commande tolérante aux défauts active (Active FTC). La commande tolérante aux

défauts passive utilise des contrleurs robustes à structure fixe en considérant un en-

semble de défaillances probables ce qui pose une limite de ces approches [Hsieh 2002,

Liao 2002, Niemann 2005]. Par contre, la commande tolérante aux défauts active réagit

en ligne dès l’apparition du défaut [Mhaskar 2006, Zhang 2009, Miksch 2008].

Des différentes approches ont été développées pour la conception et la mise en oeuvre

des procédures de diagnostic. Ces approches dépendent de la nature de la connaissance

utilisée pour décrire le fonctionnement du système. Elles peuvent être classifiées en

deux groupes: les approches à base de modèle [Frank 1990, Frank 1997a, Gertler 1997],

et les approches à base de l’analyse des données [Li 2000, Srinivas 1994, Qian 2008].

Concevoir un système tolérant aux défauts n’est pas de la tâche facile, puisqu’il faut

considérer à la fois les informations issues de l’étape du diagnostic et les stratégies de la

commande tolérante aux défauts. Aussi, un système peut être tolérant aux défauts si et

seulement s’il existe une redondance aux termes d’information matérielle ou analytique.

La redondance matérielle consiste à remplacer un composant du système, par exem-

ple un actionneur, par un composant ayant les mêmes caractéristiques techniques. Les

principaux inconvénients de la redondance matérielle sont généralement liés aux coûts

de fabrication, d’exploitation et de maintenance. De même, l’installation de nouveaux

équipements supplémentaires sur le système n’est pas toujours possible vu le manque

d’un espace supplémentaire nécessaire pour le système.

Quant à la redondance analytique, elle consiste à identifier des relations mathématiques

permettant de calculer (ou estimer) d’une manière analytique la fonction perdue à cause

du défaut et d’utiliser cette information pour planifier une stratégie de reconfiguration

en utilisant les composants sains du système. Cette tâche est réalisée en utilisant les

relations statiques / dynamiques entre les variables du système [Wu 2000]. Par exem-

ple, un système présente une redondance analytique si quand un actionneur tombe en
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Résumé

panne, le système de commande peut assurer la commande globale du système en util-

isant les autres actionneurs [Kwong 1995]. La redondance analytique est aussi utilisée

lors de l’étape de diagnostic pour comparer le comportement réel du système avec un

comportement de référence représentant le système dans des conditions nominales.

Les travaux existant sur la conception des systèmes de commande tolérant aux

défauts sont basés essentiellement sur la redondance analytique et matérielle des entrées

(actionneurs) du système, [Wu 2000, Staroswiecki 2002, Khelassi 2009]. Tandis que, il

est clair que la redondance matériel et analytique des sorties (capteurs) du système

est très important pour l’étape de diagnostic. Peu de travaux ont considérés les deux

informations d’actionneurs et de capteurs en même temps.

L’objectif de la présente thèse est de prendre en considération les informations

issues de l’étape de diagnostic pour concevoir un système de FTC et d’évaluer du point

de vue structurel, le niveau de tolérance aux défauts affectant le système dynamique

et cela en tenant en compte les performances du système de diagnostic. Cette étude

exploite un seul outil graphique qui est le bond graph. Cet outil permet de coupler les

résultats du diagnostic avec les conditions de reconfiguration structurelles. De cette

façon, l’ensemble de défauts critiques et non critiques du système peut être déduite.

Le bond graph est un outil de modélisation multi-physique unifié pour tous les

domaines de la physique. Il est également adapté pour le diagnostic et l’analyse struc-

turelle à cause de ses propriétés causales et structurelles. L’intérêt d’exploiter les

résultats structurels repose sur le fait qu’aucune connaissance des valeurs numérique

des paramètres est nécessaire à priori. Ainsi, dans le cadre de notre travail, ces pro-

priétés seront exploitées pour la conception d’une procédure permettant l’analyse de

la reconfigurabilité du système en présence de défauts. Par ailleurs, le bond graph est

également utilisé pour améliorer l’isolabilité de certains défauts.
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Introduction

Framework and context of the thesis

This Ph.D. thesis was prepared within the research group ”Méthodes et Outils pour la

Conception Intégrée de Systèmes (MOCIS)1”, of the Laboratoire d’Automatique, Génie

Informatique et Signal (LAGIS - UMR CNRS 8219)2. It is included in the framework

of the European InTraDE project [InTraDE 2012] (Intelligent Transportation for Dy-

namic Environment), supported by the European commission. The project consists

in designing a fault tolerant control transportation system based on the principles of

intelligent autonomous vehicles, allowing handling and transporting people and goods

inside confined spaces of port terminals. This work was developed under the supervi-

sion of Mr. B. Ould-Bouamama, Professor at Polytechnique Universitaire de Lille 1

and Mr. R. Merzouki Professor at Polytechnique Universitaire de Lille 1.

The research group MOCIS has an extensive experience with integrated design of

systems, about modeling structural analysis, control and diagnosis through the use of

a unifying tool, called bond graph (BG). Figure 1 shows the topological organization

of this group. This integrated design exploits specific properties of bond graphs. These

properties are (i) its causal and structural graphical aspects. (ii) Mathematical and

physical properties of its behavioral model. (iii) Functional and modular topology.

In this context, several research works have been published over the last 20 years.

For example, in the field of monitoring (supervision) and control analysis (framework of

this thesis), the works of the group are summarized as follows: (i) Structural controlla-

bility and observability [Sueur 1991]. (ii) Monitoring properties and conditions (ability

to detect and isolate faults) directly on the bond graph model [Ould-Bouamama 2003].

(iii) Development of a dedicated software for automated generation of analytical re-

dundancy relations and fault signature matrix [Ould-Bouamama 2006].

1http://www.mocis-lagis.fr/
2lagis.ec-lille.fr
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B d G h M d li Bond Graph for Structural Platform Software for the 

Basic Thematic
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f
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APPLICATIONS
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Transportation and Robotics Energy and Processes Software

Figure 1: Organization of the works developed within the group MOCIS.

Thesis objective

The present work proposes not only a logical continuation of the referred works, but

also a novel thematic within the MOCIS group. This proposition is related to the

evaluation of the systems fault tolerance properties, which is a logical continuance

of the monitoring studies. Thus, the main goal of this Ph.D. work is related to the

development of a structural recoverability analysis procedure based on the

bond graph tool. In this way, one can analyze the set of critical and non-critical

faults prior to industrial implementation. This procedure has been tested and validated

on a redundant, Heavy-Sized Intelligent Autonomous Vehicle, named RobuTAINeR.

Problematic

During the last decades the performance and quantity of control systems have been

increasing substantially. Nowadays, control systems are included in several products
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Introduction

that are daily used. For instance, they are usually presented in computers, cell phones,

washing machines, vehicles, aircraft, etc. These control systems are designed to enable

the system operating purposes to be satisfied, by assuming that the system is under

normal conditions. Nevertheless, automatic systems are vulnerable to faults, which

disturb their main functioning. Logically, this lack of reliability in cell phones or

washing machines is not critical in the sense that the environment or humans are not

in danger. However, if a fault occurs in safety-critical systems (such as, nuclear power

plants and aircraft), catastrophic accidents could occur. Therefore, the concept of

fault tolerant systems (FTs), raised during the 80s was initially introduced to ensure

safety and accident avoidance in these safety-critical systems. This concept pointed

the research world towards two new directions of investigation, which are related to

fault diagnosis (FD) and fault tolerant control (FTC).

However, a current increase in complexity of modern technology systems has been

leading to an increase on the frequency of faults. Obviously, it is meaningless to

conceive more complex industrial systems if they are regularly jeopardizing the envi-

ronment and the surrounding people. Therefore, the necessities of FTs are becoming

highly required. These systems combine between FD algorithms, in terms of: (detec-

tion, isolation, and analyzing faults), and FTC strategies for control re-design. The

coupling of FD and FTC is fully integrated in the design of dynamic systems in several

fields of engineering, such as, automotive, manufacturing, robotic systems, etc.

The primary goal of developing FTC algorithms is to enable the system to meet

with its missions requirements, while maintaining the overall safety of the system, even

when subject to faults (e.g. actuators, sensors, or other components of the system),

through the re-design of the control strategy. [Zhang 2008] defined FTC as:

Definition 0.2. ... FTC is a control system that possesses the ability to accommodate

system component failures automatically and is capable of maintaining overall system

stability and acceptable performance in the event of such failures...

With respect to the design of FTs, [Patton 1997] categorized them into two different
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classes, namely Passive FTC (PFTC) and Active FTC (AFTC). The passive FTC

strategies [Hsieh 2002, Liao 2002, Niemann 2005] make use of robust fixed structure

controllers to make the system able to deal with a subset of faults considered at the

controller design stage. On the other hand, the active FTC strategies [Mhaskar 2006,

Zhang 2009, Miksch 2008] are employed after the faults are diagnosed. Thereafter, the

controller adapts online to fault information, by a controller re-design mechanism. In

this way, appropriate control actions are computed to stop the propagation of the fault

effects. In this way, the fault effects are unable to disturb the operation of the healthy

components of the system.

Different approaches have been developed for the designing and the implementation

of FD procedures. These methods depend on the kind of knowledge used to describe the

plant operation, and they may be broadly categorized into two groups: The approaches

based on the knowledge of the system model or structure, which are referred to as

Model-based methods [Frank 1990, Frank 1997a, Gertler 1997], and the ones relying on

the availability of historical data of the process, which are referred to as Data-based

methods [Li 2000, Srinivas 1994, Qian 2008].

The design of a FTs through AFTC strategies, is not a simple task because it

should integrate both FD and FTC strategies. Moreover, not every system contains

fault tolerant properties, because these properties are only founded on the princi-

ple of redundancy. Indeed, faults are only able to be diagnosed, and compensated if

enough redundancy is presented in the system. Redundancy is the duplication of sys-

tem components or functions with the intention of increasing reliability. For instance,

measurement redundancy enables the system to observe the same physical quantity in

different ways. On the other hand, actuation redundancy provides the controller with

sufficient authority to proceed controlling the system in a faulty situation, probably

with reduced performances [Hallouzi 2008]. In other words, redundancy enables to

achieve certain functions by more than a single way, and it can be in direct or indi-

rect forms. Direct redundancy, which is also called material redundancy, exists when

identical hardware/software components are configured in parallel and available for the
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system. For example, if an actuator or a sensor fail, it would be replaced by another

one with the same characteristics. An example of a system represented with a block

diagram structure with direct sensor redundancy is illustrated in Figure 2, where two

similar sensors measure the physical quantity y1. This configuration is mainly used in

aircraft and nuclear platforms, where the safety requirements are very high.

Actuators Plant Sensors
u my

Sensor 1
1y

Sensor 1

2y

1

Measurement architecture with
direct sensor redundancy

2y
Sensor 2

Figure 2: Block diagram representation of a system with direct sensor redundancy.

The main inconveniences of providing a system with direct redundancy is related

to extra costs in terms of manufacturing, operation, and maintenance. Likewise, ad-

ditional space is also required which make this approach unattractive. Consequently,

exploiting indirect redundancy, also referred to as analytical redundancy, is the most

appropriated configuration to conceive FTs. Analytical redundancy has to do with the

ability of a system to adequate or use the available healthy components in re-planning

the reconfiguration strategy with less performance and reachable objectives. This is

determined by using the static/dynamic relations between variables and components

of the FTs [Wu 2000]. For instance, as stated in [Kwong 1995], a system is said to have

analytical actuation redundancy if in the case of an actuator break down, the control

system can be automatically re-designed in such a way that adequate performance is

obtained by the remaining healthy actuators. Regarding FD, redundancy is essen-

tially exploited to compare the real behavior of the system with a reference behavior

representing the system under nominal conditions.
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It is then clear that a successful creation of FTs through Active fault tolerant

control (AFTC) is not only dependent on the actuation redundancy, but also on the

measurement one so that accurate and detailed diagnosis results are obtained. How-

ever, several contributions devoted to study the level of fault tolerance presented in

the system [Wu 2000, Staroswiecki 2002, Khelassi 2009] assume that the FD step is

performed, instead of also establishing their analysis on the diagnosis capabilities of

the system.

Nevertheless, it is obvious that to be able to implement fault tolerant control strate-

gies, an accurate and precise FD information is required. Hence, the goal of this

Ph.D. work is to evaluate, from a structural point of view, the existing level

of fault tolerance in a system by also performing the FD procedure, which

we associate with the name of fault recoverability analysis. This study

exploits a single graphical tool (bond graph), that enables to couple the

diagnosis results with fault tolerant control conditions. In this way, the set

of critical and non-critical faults of the system can be deduced. The bond

graph is a unified and multi-domain tool for modeling. Due to its causal, structural,

and behavioral properties, the bond graph tool is also adapted for structural diagno-

sis and structural control analysis [Samantaray 2008b]. The interest of exploiting the

structural results relies on the fact that no knowledge of the parameter values is re-

quired. Hence, in the context of our Ph.D. work, these properties will be exploited for

the design of a procedure that enables fault recoverability results to be obtained prior

to industrial implementation. Moreover, the bond graph is also used to improve fault

isolability. Finally, since its physical structure can be exploited for fault estimation

[Touati 2012], we propose a novel way to consider the fault not as an information, but

as a power. This reasoning enables to extend the results of fault recoverability and to

illustrate its effectiveness, an adaptive compensation controller is designed.

Obtained results

The obtained results have made the topic of the following publications:
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Journal of rank A

1. R. Loureiro, R. Merzouki and B. Ould-Bouamama. Bond graph model based

on structural diagnosability and recoverability analysis: Application to intelligent

autonomous vehicles. IEEE Transactions on Vehicular Technology, vol. 61, no.

3, pages 986–997, 2012. [Loureiro 2012b].

2. B. Ould-Bouamama and R. Loureiro and Gautam Biswas and R. Merzouki. Ro-

bust Graphical Methods for Diagnosis of Dynamic Systems: Review. IFAC An-

nual Reviews in Control (Under revision).

3. R. Loureiro, S. Benmoussa, Y. Touati, R. Merzouki and B. Ould-Bouamama.

Integration of fault diagnosis and fault tolerant control for healthy monitoring

of a class of MIMO Intelligent Autonomous vehicles. IEEE Transactions on

Vehicular Technology (Under review).

Book Chapter

1. R. Loureiro, R. Merzouki and B. Ould-Bouamama. Structural Recongurability

Analysis for an Over-Actuated Electric Vehicle. In R. Merzouki, editeur, Mecha-

tronic & Innovative Applications (www.eurekaselect.com/101969/volume/1). Ben-

tham science, 2012. [Loureiro 2012d].

International conferences

1. R. Loureiro, R. Merzouki and B. Ould-Bouamama. Structural Reconfiguration

Conditions Based on Bond Graph Approach: Application to an Intelligent Au-

tonomous Vehicle. In Proceedings of the 8th IFAC Symposium on Fault Detec-

tion, Supervision and Safety of Technical Processes, pages 970–975, Mexico city,

Mexico, August 2012. [Loureiro 2012e].

2. R. Loureiro, R. Merzouki and B. Ould-Bouamama. Extension of the Bond Graph

Causality Inversion Method for Fault Detection and Isolation: Application to

a Mechatronic System. In Proceedings of the 8th IFAC Symposium on Fault
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Detection, Supervision and Safety of Technical Processes, pages 150–155, Mexico

city, Mexico, August 2012. [Loureiro 2012c].

3. R. Loureiro, S. Benmoussa, Y. Touati, R. Merzouki and B. Ould-Bouamama.

Graphical Approach for State Reconstruction and Monitoring Analysis. The 7th

IEEE Conference on Industrial Electronics and Applications 2012, pages 1205–

1210, Singapore, July 2012. [Loureiro 2012a].

Outline of the thesis

This manuscript is organized in the following way:

Chapter 1: State of the Art: This first chapter is devoted to a state of the

art of the existing methods in literature on FTs. The latter includes a brief intro-

duction to FD and FTC strategies that is used to explain the problematic of fault

tolerance analysis. Then, we give a detailed explanation on the works studying fault

tolerance, while analyzing their qualities and drawbacks. The goal of recent research is

to conclude about fault tolerance from an analytical or functional representation of the

system. Nevertheless, the main problem of these techniques is that the diagnosis step is

considered ideal. In our work we propose to consider the actual diagnosis information

obtained from the measurement architecture of the system. In this way, we believe

that a more accurate evaluation of the systems fault tolerance is obtained.

Chapter 2: Structural analysis of BG models for Fault diagnosis: This

chapter details the methodology to generate Analytical redundancy relations (ARRs)

for FDI systematically from the BG model. It proposes an extension of this method in

order to generate extra non-redundant ARRs to isolate a higher set of faults. Finally,

we exploit bond graph behavioral, structural, and causal properties to conclude if the

system is diagnosable, and if using the actual diagnosis information, the fault can be

structurally recovered.

Chapter 3: Local adaptive fault compensation: To exploit and extend the
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structural fault recoverability results, we propose structural conditions for a local adap-

tive compensation that may be able to cope with a larger set of faults. The physical

concept of the bond graph model enables to capture and to feed the faulty power in

an appropriate location of the system. In this way, the faulty model of the system is

obtained. To validate this procedure, we proposed an inverse control approach on the

faulty model of the system.

Chapter 4: Case study: Co-simulations on a heavy size Intelligent Au-

tonomous Vehicle: In this chapter the algorithms proposed throughout this manuscript

are implemented and tested by the aid of co-simulations in a heavy sized intelligent

autonomous vehicle (IAV), named RobuTainer, and developed in the framework of

InTraDE project [InTraDE 2012].

Concluding remarks and perspectives allowing to possible further developments of

this research work are provided in the end of the manuscript.
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State of the Art

1.1 Introduction

In our society, engineering applications are highly dependent on reliability, safety and

efficiency of control systems. In the last 30 years, the field of automatic control sys-

tems has received a fair amount of attention, and therefore large improvements were

achieved. However, recent studies investigate the existence of faults in these types of

systems. Therefore, FD and FTC algorithms became the key to develop automatic

systems that are able to continue operating, while ensuring safety, in the presence of

faults on the physical components of the system. This chapter intends to establish the

position of the work developed in this Ph.D. thesis in relation to previous research. To

this end, we start this initial chapter by presenting an overview of the existing meth-

ods in literature, together with some definitions and concepts in the domain of fault

tolerant systems (FTs).

1.2 Fault tolerant systems

As aforementioned, the strategies to achieve FTs can be divided in two categories

[Patton 1997]: namely Passive Fault Tolerant Control systems (PFTCs), and Active

Fault Tolerant Control systems (AFTCs). The passive approach makes use of a robust

fixed structure controller to make the system able to deal with a finite and bounded

set of faults that are predefined at the system design stage. This approach is easily

implemented and do not demand any online information of the faults (no need of

FD algorithms) and is, therefore, computationally more attractive. However, only a

restrict set of faults can be considered, and they are unable to deal with unforeseen

faults. In addition, in such case, the robust controller is conservative1 thus, resulting

in a low level of performance. Some of the passive FTC approaches found in literature

are: Linear Quadratic (LQ) [Hsieh 2002], Linear Matrix Inequality (LMI) [Liao 2002],

Reliable H∞ controller [Niemann 2005], etc.

1A conservative controller means that its fixed gains are computed in order to achieve system
stability under a set of uncertain (faulty) parameters. Hence, losing some performance.
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However, faults are effects that happen rarely. For this reason, it is not reasonable

to degrade the system performance, in order to achieve robustness for a restricted class

of faults [Kanev 2004]. In contrast, even if AFTC strategies are more complex for

implementation from one side, they consider fault information on the other side. This

fact helps to compute appropriate controllers that enable to stop the propagation of

the fault effects. This is referred to as control re-design and it can be accomplished by

two different strategies: fault accommodation or system reconfiguration. Hence, they

are able to react to a wider range of faults and to achieve better performances for each,

nominal and faulty situation [Oca 2009]. Thus, in this work, the structural analysis for

the synthesis of an AFTC is produced. A general structure in the form of block diagram

of an AFTC system is presented in Figure 1.1. Among the works on AFTC, one can

refer to: Model Predictive Control (MPC) [Maciejowski 2003], Pseudo Inverse Method

(PIM) [Miksch 2008], Eigenstructure Assignment (EA) [Zhang 2002], Reconfigurable

Sliding Mode Control (RSMC) [Demirci 2005], adaptive control [Zhao 1997], etc.

(Supervision structure)

Diagnosis
system

Alarms + Fault Information 

Re-design 

Actuator
faults

Plant faults Sensor faults

systemmechanism

Controller Actuators Plant Sensors

faults

u myref +

−

(Usual structure of feedback control system)

Figure 1.1: General architecture of an AFTC system.

In Figure 1.1, the solid arrows represent signals. The connection between the re-

design mechanism and the controller is represented with a dashed arrow describing an

information link. The AFTC structure includes a supervision structure that contains a

diagnosis algorithm and a controller re-design mechanism to the usual feedback control

structure. Its implementation consists of three subsystems. A controller that can be
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modified according to the type and the magnitude of the fault, a diagnosis system

requiring the known inputs and the measured output signals of the system, and a

controller re-design mechanism which should provide the controller with the needed

modifications on its parameters and/or structure.

1.2.1 Fault diagnosis

Diagnosis systems, also called monitoring systems, are essential to ensure safe operation

of physical systems and to increase their reliability. A system is said to be working

at his nominal conditions when it is able to furnish all the functions for which it

was created with the required specifications on the system performance. Faults are

undesired events that can lead to an incorrect state, and they may appear in different

parts of the physical system, namely: sensors, actuators, and system plant.

Definition 1.1. (System fault). A fault in a system represents a deviation of the

system structure or parameters from its nominal conditions [Blanke 2003].

• Sensor faults: Yields a wrong representation of the measured physical quantity.

Therefore, a discrepancy between the real and the measured values is presented.

• Actuator faults: These types of faults can be represented by a difference between

the desired input values computed by the control system and the ones furnished

by the actuator output. It can be in the form of a partial or total loss of the

actuator effectiveness.

• Plant faults: These faults include modifications in the system structure (such as

a leak in a pipe,) or in the physical parameters (such as an important variation

in the electrical resistance value). These types of faults induce changes in the

dynamical behavior of the system.

If the deviation generated by the fault makes the component dysfunctional, its

function will no longer be achieved and the fault becomes a failure.
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Definition 1.2. A failure is a permanent interruption of a system ability to perform

a required function.

The overall concept of the fault diagnosis consists in the following three tasks.

1. Fault detection: determines the occurrence of a fault in the system that leads to

an undesirable behavior.

2. Fault isolation: intends to determine which component(s) of the system is/are

not operating properly.

3. Fault analysis: analyses the type of the fault and its magnitude.

In real applications, the diagnosis algorithm must at least detect and isolate the

fault. The analysis step is undoubtedly useful, but it may not be necessary [Chen 1999].

The task of diagnosis has inspired many studies, enabling a quick progress in this

field. In a general way, all diagnosis algorithms rely on some kind of knowledge of the

system. This knowledge represents a reference (model) corresponding to the normal

(fault free) or abnormal behavior of the system (presence of a fault). Indeed, this refer-

ence can be obtained from historical data, or in the form of an analytical or structural

model of the system. The availability of one of these models allow comparing the on-

line evolution of a real process, through its measures, with its theoretical description

provided by the model. The results of this comparison enable the evaluation of an

abnormality in the systems behavior. Therefore, the reference model can be used as a

way to validate a correct operation of the system.

Comprehensive reviews on FD can be found in the literature: [Isermann 1997,

Isermann 2005, Angeli 2004, Venkatasubramanian 2003a, Venkatasubramanian 2003b,

Venkatasubramanian 2003c]. Among the diagnosis methods, one can distinguish two

categories. The approaches based on knowledge of the system model or structure, which

are referred to as Model-based methods, and the ones relying on historical data of the

process, which are referred to Data-based methods. A classification of the diagnosis

methods presented in literature is proposed in Figure 1.2.
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Qualitative:

‐ Expert system
[Qian 2003, Qian 2008, …]

Data‐based

Qualitative:

‐ Qualitative trend analysis (QTA)
[Maurya 2005, Maurya 2007a, …]

Data based
methods

Quantitative:

‐Neural networks
[Li 2000, Frank 1997b, …]

‐Bayesian networks
[S i i 1994 Y li 2006 ]

Diagnosis

‐ Principal component analysis (PCA)
[Wang 2004, Tharrault 2008, …]

[Srinivas 1994, Yongli 2006, …]

Signed directed graph (SDG)methods

Qualitative:

‐ Causal model

‐ Signed directed graph (SDG)
[Kelly 2006, Maurya 2007b, …]

‐Fault tree
[Hurdle 2009, Bartlett 2005, …]

Model‐

‐ Hierarchical model ‐Functional
[Larsson 1994, Xiaojun 2009, …]

based
methods

Quantitative:

‐Observer
[Frank 1990, Padmakumar 2009, …]

‐ Analytical redundancy relations

‐Bond graph [Ould‐Bouamama
2003, Samantary 2008b, …]
‐ Bipartite graph
[Staroswiecki 200 Blanke 2003 ]Quantitative:

(ARRs)

‐ Parameter estimation
[Isermann 1993, Escobet 2001, …]

[Staroswiecki 200, Blanke 2003, …]

‐Parity space
[Gertler 1997, Blanke 2003, …]

Figure 1.2: Classication of diagnosis methods.

In Data-based methods, the knowledge of the system is based on large amounts of

recorded and collected data of the process under nominal and faulty conditions. Based

on this information, different methods can be used to extract features from the process

history so that it can be used as knowledge to the diagnosis system. This extraction

can be done in a qualitative or quantitative way.

− Quantitative methods rely on artificial intelligence techniques, such as neural

networks [Maki 1997, Li 2000, Frank 1997b], Bayesian networks [Srinivas 1994,

Yongli 2006] or on statistical methods, such as principal component analysis

(PCA) [Wang 2004, Tharrault 2008]. In these methods, the problem of fault
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diagnosis is seen as a classification problem. In fact, it consists on solving a pat-

tern recognition problem by classifying the data point into different predefined

classes under nominal or faulty situations. Then, the objective is to determine

the current class of the system, based on current observations of the process.

− Qualitative methods intend to create qualitative knowledge statements from his-

torical data. These methods extract qualitative information from the process

and are based on expert systems [Moyes 1995, Qian 2008, Qian 2003] and qual-

itative trend analysis (QTA) [Maurya 2007a, Maurya 2005]. Expert systems are

computer programs that enable to use human expertise obtained from previous

experiences to determine relations between signals and possible results as a hu-

man does. In fact, the inference procedure relies on the knowledge and experience

of several operators and engineers to create a knowledge data-base, composed by

a batch of (if-then) rules. The main idea of QTA is to represent measured sig-

nals as a sequence of shapes, named primitives, (such as, increasing, decreasing,

constants, etc). Trend modeling can be used to explain the events occurring in a

system, and diagnose faults.

These approaches have the advantage of not requiring the knowledge of an analytical

or structural model of the system. They only require information collected in historical,

rules, or patterns in databases. However, a lack of data compromises the ability to

localize and isolate system faults, and it is difficult to obtain large amounts of historical

data in different modes of faulty operation. Moreover, each diagnosis system is specific

to a single process.

On the other hand, Model-based methods exploit the physical knowledge of the

system under supervision. This knowledge is represented in the form of an analytical

or graphical model of the system under nominal or faulty operation. Moreover, the

system model can be created under a qualitative or quantitative forms.

− Qualitative methods directly establish relations among system variables of in-

terest. With this methods, diagnosis can be performed from causal qualita-
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tive models such as: signed directed graphs (SDG) [Chang 1999, Maurya 2007b,

Kelly 2006], fault trees [Bartlett 2005, Hurdle 2009], or from hierarchical func-

tional models [Larsson 1994, Xiaojun 2009].

Causal qualitative models are an abstraction of the system behavior, they directly

establish relations among system variables of interest as causal relations, or in

some cases signed causal-relations, and draw conclusions in a formal methodology.

The hierarchical models exploit the means-end relations between the subsystems

and describe the model at different levels. These methods are easy to develop

and apply. They do not need to accurately represent the internal physical rela-

tions. Nevertheless, the quality of the method is highly dependent on the level

of expertise of the developer. Finally, the diagnosis results may provide a large

set of possible solutions.

- Quantitative methods base their analysis on an analytical model of the system.

The idea of these approaches is to compare the real system behavior with an

analytical model describing the system under nominal conditions. These com-

parisons yield fault indicators that are named residuals. They are computed from

equations that can be solved by only using known values (inputs/outputs) of the

system. Ideally, residuals are zero in normal operation and different from zero in

a faulty case. Nevertheless, since a mathematical model of the dynamic system

is uncertain in practice, residuals must be evaluated in order to determine the

presence of a fault. This evaluation is usually done through thresholds assign-

ments, which are only crossed in the presence of a fault. A general scheme of this

procedure is presented in Figure 1.3. To compute the analytical equations, dif-

ferent methods can be used, such as: observers [Frank 1990, Padmakumar 2009],

parameter estimation methods [Isermann 1993, Escobet 2001], and analytical re-

dundancy relation (ARR) methods, which include the parity space [Chow 1984,

Patton 1991, Gertler 1997, Hagenblad 2002], the bipartite graphs [Blanke 2003,

Staroswiecki 2000], and the BGs [Ould-Bouamama 2003, Samantaray 2008b].
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Figure 1.3: Quantitative Model-based fault detection and isolation (FDI) based on
residuals.

To synthesize, these methods have some attractive properties such as: the mod-

els are based on physical principles, and they can consider transient behavior.

Nevertheless, an accurate model of the system may be difficult to obtain and to

model uncertainties and unknown disturbances. These may lead to false alarms.

Finally, diagnosis results are highly dependent on the measurement architecture

of the system.

FD is the initial step for the design of FTs. However, once a fault is diagnosed, the

AFTC must react to the diagnosed fault by re-designing the control. The new control

must ensure stability and acceptable performance. In the following, a brief overview

on control re-design strategies is presented.

1.2.2 Active Fault tolerant control

In order to compensate the faults, a new control strategy that is able to conserve a

certain level of system performance and ensuring the overall safety of the system must

be used [Patton 1997]. Therefore, fault tolerance can only be achieved in the presence

of a fault if both FD and FTC algorithms are successful in their functions.

Definition 1.3. (Fault tolerance). The property of fault tolerance is assigned to a

system if their objectives can still be achieved, even in the case that one or more faults

are affecting the system.

Regarding the control part of AFTC, fault tolerance can be achieved by two dif-

ferent procedures, namely fault accommodation, and system reconfiguration. The first
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procedure is usually applied when the fault can be isolated, estimated, and not severe.

It consists on keeping the system operating with the faulty configuration (actuators,

sensors, system plant). It is performed by controller parameter adjustments, so that

appropriate control actions, compensating the fault, are provided to the system. A

scheme that illustrates the strategy of fault accommodation is proposed in Figure 1.4.

This strategy employs exactly the same inputs and outputs of the system as in nominal

conditions.

(diagnosis and accommodation procedure)Supervision

Diagnosis Fault 

Fault estimation
(diagnosis and accommodation procedure)Supervision

faults

systemaccommodation

Controller 
t

Controller Plant
uref !

"

my
parameters

A
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s

(Closed loop control structure)

A S

Figure 1.4: Fault accommodation scheme.

Since the structure of the controller is not changed, fault accommodation cannot

counter broken control loops, i.e., it is not able to deal with severe faults that change

the input/output dimensions of the plant. Therefore, system reconfiguration is usually

applied when the fault cannot be estimated or if it is severe. In this case, the system

is reconfigured in a way that only the healthy part of the system is used to attain the

desired objectives. To exemplify this strategy, consider a Multi-Input Multi-Output

(MIMO) system where the inputs u ∈ Rm (u(t) = [u1(t), . . . , um(t)]) and the measured

outputs y ∈ Rl is represented by the state equations (1.1).

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ẋ(t) = Ax(t) +Bu(t),

y(t) = Cx(t).
(1.1)

Where, the state vector x ∈ Rn, and A, B, and C are matrices with appropriate
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dimensions. If the diagnosis algorithm detects a failure at instant tf in the first actuator

that it becomes uncontrollable, then the new input vector u ∈ Rm−1 will be expressed

as: uf(t) = [u2(t), . . . , un(t)], and equation (1.1) becomes (1.2) at t ≥ tf .

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ẋ(t) = Ax(t) +Bfuf(t),

y(t) = Cx(t).
(1.2)

In this case, the system structure is the same as in the faulty free situation, but

there is a reduction on the dimension of the input vector. This is the logic of the

system reconfiguration strategy, where the set of inputs/outputs are modified in order

to control the faulty system. A scheme that illustrates this strategy is proposed in

Figure 1.5.
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Figure 1.5: System reconfiguration scheme.

An interesting bibliographical review of active fault tolerant control systems can

be found in [Zhang 2008]. The paper proposes a classification of the different methods

based on the design approaches and on their applications. In addition, open topics

of research are also discussed. For clarification purposes, three methods of AFTC are

overviewed.

Pseudo Inverse Method (PIM):

This technique uses the concept of model-matching, i.e., it intends to keep as similar

as possible the reconfigurable and the nominal closed-loop systems. PIM has been often
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studied for FTC problems [Gao 1991, Miksch 2008]. The main idea is presented in the

work [Gao 1991] in the following way: consider the state space model of the nominal

system represented as in (1.1). The closed-loop system is obtained by the state feedback

control law u = Lx. Then, assuming that the system is working under the effect of a

fault, the new state space model can be represented as:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ẋf = Afxf +Bfuf ,

yf = Cfxf ,
(1.3)

and a new state feedback control law u = Lfxf is required. Hence, the objective is

to update the feedback gain Lf , in such a way that, the closed-loop of the reconfigured

system approximates the nominal one. In [Gao 1991] this gain matrix is obtained by

minimizing the Frobenius norm ∥.∥F of the closed-loop systems differences:

J = ∥(A +BL) − (Af +BfLf)∥F (1.4)

This method has the advantage of its simplicity and of having a low online computa-

tional effort [Miksch 2008]. Its drawbacks are related with the fact that the stability of

the reconfigured closed-loop system is not always guaranteed [Gao 1991], and actuator

limits are not taken into consideration to compensate the fault effects [Miksch 2008].

To overcome the problem of the stability of the reconfigured closed-loop system, the

contribution of [Gao 1991] took in consideration the stability constraints while updat-

ing the feedback gain. This approach is named the modified pseudo-inverse method, and

it becomes a constrained optimization problem. Hence, the computational complexity

increases.

Eigenstructure Assignment (EA):

EA is one of the most used techniques to control MIMO systems [Zhang 2002].

Among the works in which this technique was implemented for FTC systems, one can

refer to [Zhang 2001, Zhang 2002]. It is known from control theory that the eigenvalues

and eigenvectors describe the stability and dynamic behavior of a closed-loop system

[Zhang 2001]. Thus, the aim of this approach is to obtain the eigenstructure (eigen-
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values and eigenvectors) of the reconfigured closed-loop system as similar as possible

to the nominal one. This is obtained by reconfiguring the feedback control gain when

a fault is detected in a system. In [Zhang 2002], a detailed explanation regarding the

algorithm used to update the feedback control gain, is given. As a disadvantage, it can

be stated that the system performance is not optimal [Zhang 2001].

Model Predictive Control (MPC):

MPC is an effective technique for solving problems of multivariable constrained op-

timal control. In MPC, an internal model of the plant is used to predict the system be-

havior of a future finite time horizon. Based on these predictions, a cost function is min-

imized over a sequence of the future input commands. The first of such sequence is ap-

plied to the plant and, at the next time step, the optimization is repeated over a shifted

horizon. The works of [Maciejowski 2003, Mhaskar 2006, Theilliol 2009, Miksch 2008]

are based on the principle of MPC in the area of FTC.

This controller can be easily adapted to faults. For instance, actuator faults can

be represented by modifying the constraints of the optimization problem, and sensor

faults can modeled by modifying the internal plant of the system [Maciejowski 2003].

In addition, due to the possibility of defining constraints, this method ensures that ac-

tuators saturation does not occur. The basic idea of the MPC formulation is presented

under.

Consider the following cost function:

J(k) =

Hp

∑
i=1

∣∣ytr(k + i∣k) − yref(k + i∣k)∣∣
2
Q +

Hu−1

∑
i=0

∣∣∆u(k + i∣k)∣∣2R, (1.5)

hence, the objective is to compute a control input which minimizes (1.5), subject
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to the dynamic model of the system, and to the following constraints:

ytr(min) ≤ ytr(k + i∣k) ≤ ytr(max), i = 0, . . . ,Hp − 1 (1.6a)

umin ≤ u(k + i∣k) ≤ umax, i = 0, . . . ,Hu − 1 (1.6b)

∆umin ≤ ∆u(k + i∣k) ≤ ∆umax, i = 0, . . . ,Hu − 1 (1.6c)

∆u(k + i∣k) = 0, i =Hu, . . . ,Hp − 1 (1.6d)

where, ytr(k) is the vector of estimated variables to be controlled, yref(k) is the

desired reference, u(k) is the controlled input, and ∆u(k) = u(k) − u(k − 1). Q, and S

are suitable weighting matrices. Finally, Hp and Hu are the prediction and controlled

horizons, respectively.

In [Maciejowski 2003] the validation of this approach is done by proving that a

plane crash is avoided by using the MPC-based FTC. In [Mhaskar 2006] the same

approach for nonlinear systems with model uncertainties is presented, and it is applied

to a chemical reactor example. The problem with MPC arises from the fact that

an optimization process is required at each sampling instant thus, often making the

problem computationally complex, mainly for nonlinear systems. The stability proof is

a very difficult issue in MPC and research on it remains being performed. In addition,

online tuning strategies also remain a complicated topic and may run into infeasibility.

Especially in the case of modeling uncertainties, hard constraints and large disturbances

[Miksch 2008].

In this section we presented some of the existing methods in the literature for

the development of FD algorithm and FTC control strategies. Large quantities of

work have been directed to these issues. However, only few attempts are known for

focusing in the evaluation of systems fault tolerance. Indeed, the design of FD and

FTC strategies is highly related with the redundancy presented in the system in terms

of both measurement and actuation. Hence, in the following section, we will propose

a review on the works based on the analysis of these fundamental properties.
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1.3 Control reconfigurability analysis and problem

statement

The previous section explained the two different strategies for AFTC. However, fault

accommodation or system reconfiguration can only be applied if sufficient redundancy

is presented in the system. Indeed, fault accommodation requires the estimation of the

faulty parameter thus, measurement redundancy is required. For system reconfigura-

tion an alternative set of I/O is necessary to control the faulty system. Hence, both

measurement and actuation redundancy is need. It is clear that, a system without ade-

quate redundancy cannot be made to effectively tolerate faults regardless of the control

strategy employed [Shaker 2011]. Therefore, for analysis and synthesis of FTC system

design, some research works given in the literature proposed fault tolerant measures

(i.e., the quality and capacity of the system to cope with faults) that can help the elab-

oration of supervisory strategies including the FD algorithms. [Wu 2000] initiate the

studies of these fault tolerant measures and referred to it as control reconfigurability.

Consequently, its idea was further developed and different results were proposed. We

briefly review some of the methods reported in the literature.

1.3.1 Control reconfigurability analysis

As aforementioned, a system can tolerate faults if and only if redundancy is available.

Therefore, these works rely mainly on the study of this redundancy. In [Wu 2000], a

Gramian based reconfigurability measure, is proposed for linear time-invariant systems.

In this work, the measures of fault tolerance for a given system rely on the notion

of smallest second-order mode (σmin) of its model. This measure is based on the

idea that the quantity of redundancy in the model with respect to a particular fault

scenario can be assessed by the decrease in the value of smallest second-order mode

from the nominal situation. This concept is established based on the work regarding

controllability and observability performed in [Moore 1981]. In this work, it is stated

that under a specific state transformation the observability and controllability Gramian
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are equal Wc = Wo = diag{σ1, . . . , σn}, σi ≥ σi+1. Furthermore, a minimal second

order mode value is defined as the limit in which the system respects fault tolerance

requirements. Consider a linear system in the form:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ẋ(t) = A(θ)x(t) +B(θ)u(t),

y(t) = C(θ)x(t),
(1.7)

where, θ = 0 under normal conditions and varies in the presence of faults. Moreover,

consider S as a subset in Ω, and let Ω be the set over which θ belongs under faulty

conditions. Hence, the level of fault tolerance (ρs) over S is given by:

ρs ≡ min
θ∈S⊆Ω

σmin(θ) (1.8)

Finally, the second order modes are calculated for each input fault. If its minimum

value is smaller than a pre-defined threshold (ρmin), control reconfigurability is not

feasible. Therefore, the system is fault tolerant if the following holds:

R ≡ {θ ∈ Ω∣σmin(θ) ≥ ρmin}. (1.9)

The main problem of this work is that it verifies the performance of the system

actuation and measurement scheme itself. Hence, instead of evaluating the systems

fault tolerance, it provides a measure of its admissibility with respect to energetic

constraints.

Thereafter, [Staroswiecki 2002] proposed to tackle this issue in the context of the

control problem. In this work, two main constraints are proposed: 1) The control

energy required is of no importance giving that the system objectives are achieved in

spite of the fault, 2) The energy required is too high, and does not pay up for a fault

tolerant strategy, even if the system remains controllable. In this work, the system

fault tolerance is concluded by evaluation of the system’s energy consumption. To this

end, consider the system given in (1.1). The criterion used to minimize the energy
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consumed by the system is the following (1.10):

J(γ) = ∫
∞

0
∥ u(t)2 ∥ dt. (1.10)

Where γ is the systems objective. This equation represents the minimum energy

required to take the system state from x(0) = γ to x(∞) = 0. The solution of (1.10) is

known from control theory and it can be written as follows:

J(γ) = γ⊺W −1
c γ. (1.11)

Therefore, it can be concluded that the actuators performance is based on the

control objectives (γ) of the system. To overcome this problem, the control objectives

can be disregarded when the worst case scenario in terms of energy consumption is

evaluated.

Definition 1.4. In the presence of faults, the actuators performances are characterized

independently to the control objective by the maximum eigenvalue of W −1
c (I), which is

interpreted as the maximum energy required to transfer the system state to its origin.

This value of energy corresponds to the worst case, that can occur under degraded

functional conditions [Blanke 2003].

Q(I) = λmax[W
−1
c (I)], (1.12)

where Q is defined as the maximum energy which might be required to transfer the

system state from x(0) = γ to x(∞) = 0, for some γ ∈ Rn. I is the set of actuators, Wc

is the controllability Gramian, and λ is the eigenvalues of matrix W −1
c (I).

Then, to evaluate the fault tolerance property, this problem is studied for different

actuator subsets Is ⊂ I in order to obtain the set of recoverable failures. Finally, if

the maximal necessary energy of a given subset (σ(Is)) is bigger than a predefined

threshold, it is concluded that fault tolerance cannot be achieved under desired energy

specifications. Finally, even if in [Staroswiecki 2002], the problem of fault tolerance

results is performed from the control problem. The obtained results are essentially the
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same as the ones in [Wu 2000]. Indeed, both results rely on the concept of controlla-

bility Gramian.

Some extension of the work in [Staroswiecki 2002] were proposed in [Khelassi 2009].

This work proposed a reconfigurability index and actuator reliability analysis. The

reconfigurability index (ρ) is based on the maximum energy consumed after fault oc-

currence as described in (1.13).

ρ(Is) = (
λ(Is) − λmin
λmax − λmin

). (1.13)

Where λmax is the upper value of energy in the worst degraded functional case.

λmin is the maximum value of energy required in the nominal case, while λ(Is) is the

value of energy under considered faulty conditions. The index (1.13) can be seen as a

representation of the control performance degradation according to the value of energy

consumption under degraded modes.

Definition 1.5. The system can still be controlled under acceptable performance in

faulty case if:

ρ ≤ ρthr, (1.14)

where ρthr is a predefined threshold representing the maximal acceptable degrada-

tion of a control solution.

In addition to this reconfigurability index, [Khelassi 2009] also proposed reliability

analysis of system inputs to ensure that the new configuration can achieve the system

goal until the mission ends. The idea is to base the computation of the acceptable

energy threshold (ρthr) on reliability analysis. This is based on actuator failure prob-

abilities, which are updated over time in function of the intensity of control in the

actuators. Reliability is defined as the probability that units, components, equipment

and process will achieve their goal for a specific period of time in its expected environ-

ment.
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The presented works are applied to linear systems, therefore [Yang 2006] performed

reconfigurability analysis, based on the controllability concept, for a class of linear

hybrid systems. This system exhibits both continuous and discrete dynamic behavior.

In this work, faults are classified in three classes: qualitative (one mode of the system

is lost), quantitative (fault that only affects one mode of the system without losing

it), and hybrid (faults that cause a loss of one mode of the system and also affect the

dynamics of the remaining modes). Then, the rank of the controllability matrix for

hybrid systems is verified for different sets of faults. One issue of this work is related

to the fact that the performance indexes from the previous works are not considered.

Bilinear system1 analysis for reconfigurability were given in [Shaker 2011]. In this

work, they use exactly the same logic of the second order modes as in [Wu 2000].

Moreover, [Aitouche 2005] proposes to study nonlinear controllability, in terms of the

Lie algebra [Isidori 1995], of a system under actuator failures. The basic idea is to

identify the minimal and redundant sets of actuators keeping reachability unchanged.

The previous techniques are all implemented offline hence, [Contreras 2011] pro-

posed a method that evaluates online control reconfigurability through input/output

data.

Furthermore, reconfigurability was also studied from functional representations of

the system, rather than analytical ones. Among this works, one can refer to, generic

component models (GCM) [Gehin 2008, Staroswiecki 1998], and multilevel flow models

(MFM) [de la Mata 2010], and discrete event systems [Dangoumau 2005].

MFM is a modeling tool, introduced in [Lind 1990], used to model dependencies in a

process, i.e., how the variables in a process are influenced by each other. MFM employs

a hierarchical graphical scheme to represent the relations between goals, functions, and

physical components of a system. The goals denote the objectives of the system.

The functions are the system capabilities that may (or may not) be performed by the

1Bilinear systems are a particular kind of nonlinear systems. They are linear in the state and
linear in control, but not jointly linear in both
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physical components. Functions are connected in terms of flow of mass, energy, or

information [Ohman 1999]. The basic idea is to recognize all goals of the system, and

functions that are required to perform each goal. On the other hand, GCM describes

a system based on the services provided by its components. The services are organized

into subsets with respect to a given situation and set of objectives to be achieved.

These models are a functional representation of the system and they describe the

system from the user’s point of view. These functional descriptions enable reconfigura-

bility analysis to be performed by verifying the different ways in which goals/objectives

can be achieved. Nevertheless, functional representations require a highly detailed

functional description of the system, which increases exponentially with the size of

the process. Moreover, there is also no algorithm to validate the functional models,

thus their accuracy is highly dependent of the engineers/developers knowledge of the

process.

A comparative table of the aforementioned techniques studying the level of fault tol-

erance is presented in Table 1.1. This table synthesizes the different works in literature

that study the analysis of reconfigurability. Hence, we try to provide a set of evalua-

tion factors that can position our work with respect to the referred ones. This table is

given in terms of offline and online analysis. FD analysis, meaning the capabilities of

the measurement architecture for FD is considered. Type of faults, of the model, and

the controller re-design strategy considered. Moreover, energy considerations indicate

whether the approach considers or not the energy required to control or to observe

the system. Finally, the methods are also distinguished between the different types of

analysis, such as graphical and analytical.

Remark. The work [Loureiro 2012b], can be applied to nonlinear systems if thee non-

linearities are modeled in a bond graph model as known modulated sources.
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1.3.2 Problem statement

As presented in Table 1.1, researches devoted to the reconfigurability analysis of sys-

tems can be divided in two categories, based on the knowledge used for formulating

fault tolerance measures. The ones applying analytical analysis from an analytical

representation of the system [Wu 2000, Staroswiecki 2002, Yang 2006, Khelassi 2009,

Contreras 2011, Shaker 2011], and the others exploiting the graphical properties of

the continuous and of the discrete event system model [Dangoumau 2005, Gehin 2008,

de la Mata 2010]. Most of the analytical works tackle the problem of fault tolerance

with respect to energetic and reliability constraints. On the other hand, the approaches

exploiting functional information obtained from the graphical models intend to verify

the different ways to achieve the same goal/service.

We remark that all the presented works investigate fault tolerance regardless of the

diagnosis information, i.e., their results are based on scenarios in which fault diagnosis

is considered ideal. However, even if the objective of these works is to analyze the level

of the system fault tolerance, the diagnosis performances must be considered. Indeed,

even if a system is highly redundant, FTC strategies are unable to be implemented

if reliable fault information cannot be obtained. Moreover, since diagnosis analyses

are not performed, the controller re-design strategy is only performed through system

reconfiguration. In fact, these methods cannot furnish any indications regarding the

selection of the control re-design approach (fault accommodation or system reconfigu-

ration). Most of the works are particularly appropriated for offline analysis, and only

consider sensors (yf ) and actuator (uf ) faults. A general scheme that represents the

idea of most methods previously presented in the form of block diagram is proposed in

Figure 1.6. We notice that in this scheme, the diagnosis is assumed ideal (box in grey)

and only sensor and actuator faults are considered.

Hence, the aim of our work is to tackle the problem of fault tolerance from another

perspective. We do not rely simply on the ability to control the system regardless

of diagnosis capabilities. Actually, both actuation and measurement redundancy are

inherent properties of the system. Therefore, we also base our fault tolerance evaluation
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Figure 1.6: General scheme of fault recoverablity analysis found in literature.

on the diagnosis results. In this way we believe that a more accurate and reliable fault

tolerance analysis can be achieved when studying process applications. Since we also

consider the fault information, in this thesis we define the measures of fault tolerance

as fault recoverability. The fact that we perform FD, enables to consider both fault

accommodation and system reconfiguration. In addition, our analyses do not rely

simply on actuator and sensor faults, but also on the plant ones. A general block

diagram on Figure 1.7 describes the main contribution of this work based on the study

of fault recoverability. In this scheme, the diagnosis information obtained from the

measurement architecture of the system is considered (box in grey). Moreover, the

faults can be located in actuators, sensors and in the system plant.

To accomplish this challenge, the bond graph tool is going to be applied.

Recoverability
analysis 

Fault
information Fault

tolerant?

Actuator 
faults

Sensor faults

Diagnosis 
system
Plant faults

Plant 
model

faults

u my
SensorsActuators

Figure 1.7: Proposed scheme of fault recoverability analysis. In this case, the real
diagnosis information is considered, together with plant, actuator and sensor faults.

Definition 1.6. Fault recoverability is the ability of the system to attain its objectives

33



State of the Art

in the presence of faults, given that the fault diagnosis is able to furnish appropriate

results to the controller, and enough redundancy is presented in the system.

1.4 Why use the bond graph tool for fault recover-

ability analysis?

The design of a valid model of the system is often the first step for designing engi-

neering systems. A model that is able to analyze and reproduce the behavior of the

system is highly beneficial when testing different types of algorithms, such as con-

troller, observers, diagnosis, etc. Hence, the human expert usually chooses the model-

ing methodology better adapted to the current problem. The bond graph formalism,

which was invented by Paynter [Paynter 1961], is a topological modeling language,

where the energy exchanging between the components of a physical system are cap-

tured in a graphical form. This exchange represents the fundamental notions of physics,

and the modeling reasoning consists on associating to each physical component of the

system a basic element representing its physical phenomena. This methodology is

domain-general, and it has been applied to a number of modeling applications that in-

clude electromechanical [Van-Dijk 1994], thermofluidic and thermal [Thoma 2000], and

chemical and thermochemical [Karnopp 1990] systems. Actually, four levels of model-

ing can be represented by a bond graph model [Samantaray 2008b]. The technological

level consists on the creation of the so called word bond graph. This uses words to

represent large models in a hierarchical manner and it provides a simple and compre-

hensive way to describe the main components of the system and their interactions in

terms of power and information. The physical level treats each component as an object

that is modeled as a sub-graph structure composed of basic bond graph elements and

a set of ports that are used to connect with other objects. Here the BG is used as a

unified language for all domains of physics. There is also the mathematical level and

as the name says, it is concerned with the creation of a mathematical model of the

system composed of algebraic and differential equations. This is obtained by writing
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the constitutive equations of the components and constraints. Finally, the algorithmic

level exploits the concept of causality to obtain mathematical model in a systematic

fashion from the BG model of the system.

Indeed, by making use of the BG tool, the obtained model of the system con-

tains several attractive properties such as: behavioral, structural, and causal that can

be exploited not only for modeling, but also for analysis and synthesis. These mod-

els can also be an excellent support to study systems supervision [Samantaray 2008b,

Ould-Bouamama 2003]. The graphical and causal properties of the BG enable to an-

alyze the structural results of FDI before industrial design, and in a second phase it

is able to generate algorithms for online diagnosis. This is why we use the BG as a

unified tool for system recoverability analysis. Indeed, from the same tool we are able

to obtain structural FDI that the considered to analyze structural recoverability. In

this way, to narrow the bridge between FDI, and fault tolerance measures. Further

explanations on the BG tool for dynamic modeling are given in Appendix A.

1.5 Conclusions

In this chapter we detailed the concept of FTs. To achieve this goal, a short explanation

on the logic behind the different FD and FTC approaches was provided. Moreover, the

concept of fault tolerant measures was also detailed. Most part of existing methods

in literature uses an analytical representation of the system. These works use ana-

lytical models under state space format and assume that the FD step is performed.

Moreover, its main idea is to verify systems input or output redundancy, and if the

required energy to perform reconfiguration strategies is acceptable. We have noticed

the existence of an incoherence when examining the level of fault tolerance of a system

that is related to the fact that it is only performed from a control perspective, either

in terms of actuation or of measurement. However, since AFTC required both FD and

FTC, we believe that more appropriate results are obtained if the diagnosis results are

also considered to assess the level of systems fault tolerance. Furthermore, since
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analytical approaches require accurate models, and numerical values of the

parameters, which are not always available in real systems, we propose to

use the bond graph. This will be used not only for modeling, but also

for diagnosis, for system recoverability analysis, and for synthesis of fault

compensation.
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Chapter 2

Structural recoverability analysis

from a bond graph model
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2.1 Introduction

The first step to evaluate the level of fault tolerance of a physical system is related with

the design of its dynamic model. There are different modeling methods such as: ana-

lytical (state space) and graphical (bond graph, bipartite, digraphs, signed digraphs).

Among them, BG models serve as knowledge of a large amount of structural, func-

tional, and behavioral information and their relationships. Hence, this representation

enables conclusions to be made about the system from a structural point of view, i.e.,

without knowing their numerical values. Its causal structure was initially exploited

to determine structural conditions of controllability and observability [Sueur 1991],

diagnosability [Ould-Bouamama 2003], and also for static and dynamic decoupling

[Feki 2008]. However, far too little attention has been paid to control re-design anal-

ysis e.g., [Samantaray 2008a]. The aim of this chapter is to propose a methodology

to perform structural analysis of fault recoverability [Loureiro 2012b]. The idea is to

exploit the behavioral, structural, and causal properties of the BG tool to conclude,

from a structural point of view if the system is diagnosable. Once this information is

obtained, it is conclude for which set of faults the system is structurally recovered.

2.2 Interest of structural analysis

In the context of modeling, control synthesis and fault diagnosis, most results are

usually dependent on the systems parameters. This fact prevents from obtaining valid

information about the system at an early design stage. In addition, once a parameter

is modified, a new analysis phase must be conducted in order to verify if the results

on systems performance remain valid. This is where the role of structural analysis is

introduced. Indeed, structural analysis enables results to be obtained by analyzing

the structure of the system information, and therefore it defines necessary conditions

that are valid for most values of numerical parameters. A structural description of a

system is based on the existence or not of a link between variables and constraints of

the system, which is refereed to as structural graph [Blanke 2003]. This analysis relies
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on the fact that some system relations do not change such as:

• Relations expressing connections between subsystems,

• Energy conservation laws,

• System inputs and outputs,

• . . .

Structural analysis is usually performed during the systems design phase and they

enable to deduce a variety of structural properties, such as: system controllability,

observability, diagnosability, etc. Once it is performed, the designer receives a simple

set of exploitable information that is obtained from the system structure. A definition

on structural analysis in the context of BG model is given as follows:

Definition 2.1. A property of a system is said to be structural if: [Rahmani 1993]

• It only depends on the types of elements (bond graph) composing the system, and

on the way that they connect between each others regardless of their numerical

value.

• It is verified for most values of the parameters.

Hence, exploiting the structural analysis enables to perform initial assessments on

systems without knowing their numerical values of the physical parameters. The results

are valid for most of the numerical values. In addition, structural analysis provides a

better understanding of the systems behavior and furnishes exploitable results previous

to industrial implementation. A structural representation of the system is mainly pre-

sented in the form of a graph. Among the graphical representations in which structural

analysis can be performed, one can refer to the bipartite graphs [Blanke 2003], bond

graphs [Samantaray 2008b], and linear graphs [Dion 2003, Boukhobza 2007].

2.3 The fault tolerant control problem

In order to detail the structural recoverability analysis procedure, the problem of fault

tolerant control is introduced in this section. As suggested in [Staroswiecki 2008], the
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works on FTs found in the literature do not rely on a unified vocabulary. Therefore,

the definitions used in the works [Blanke 2003, Staroswiecki 2008, Staroswiecki 2001]

are considered in this Chapter. In the referred works, a control problem is defined by

< Σo,C(θ), U >, where Σo and U are respectively, the system objectives and the set

of admissible control laws. Moreover C(θ) are the constraints C that represent the

system behavior, while θ is the parameter that C depends on. When a fault occurs

in a system, the control problem changes, and as a consequence, these changes must

be studied to keep achieving the Σo. The FDI and the fault estimation algorithms

perform these studies.

Definition 2.2. (Objectives) : System objectives (Σo) are a set of specifications, which

the system Σ should respect, where Σo = {o1, o2, . . . , ok}, where k is equal to the total

number of Σo.

Definition 2.3. (Recoverable fault) : A fault is recoverable if Σo can still be achieved

after solving the faulty control problem < Σo,Cf(θf), Uf > [Staroswiecki 2008].

Definition 2.4. (Fault accommodation) : This strategy intends to hold the faulty

system (Σf ) operating when the Fault Estimation (FE) algorithm furnishes an estimate

of the fault so that the estimated model of the faulty system (Σf̂ = (Ĉf(θ̂f), Ûf)) is

defined. In this case, the controller parameters are adapted to Σf̂ (solves the control

problem < Σo, Ĉf(θ̂f), Ûf >).

Definition 2.5. (System reconfiguration) : System reconfiguration is a strategy in

which Σf is modified by disregarding faulty components so that only the healthy part

of the system (Σ
′

) is controlled in order to achieve the desired Σo (solves the ”new”

control problem < Σo,C
′

n(θ
′

n), U
′

n >). The unknown faulty dynamics can not affect Σ
′

.

The procedure for structural recoverability analysis mainly relies on the following

steps:

Step 1: Structural information regarding fault detection, isolation and estimation is

obtained from the BG model and Fault Signature Matrix (FSM).
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Step 2: Based on the location of the fault, different structural analysis can be per-

formed. It is possible to consider sensor, actuator, plant, and non-isolable faults.

Step 3: Verify structural properties of controllability, observability, and monitorabil-

ity. In the case of non-isolable or plant faults, verify if the unknown dynamics of

the faults can be removed from affecting the system objectives.

2.4 Bond graph model for structural fault diagnosis

analysis

From a structural point of view, a dynamical model of any physical system can be

represented by the pair (C,Z), where C = {c1, c2,⋯, cN} is a set of constraints, and

Z = {z1, z2,⋯, zM} the set of system variables, which is composed of two subsets: the

unknown {X} and known variables {K}, Z = {X} ∪ {K}. The bond graph represen-

tation as a tool for modeling, analysis, and synthesis has proven to be interesting to

perform structural analysis.

2.4.1 Bond graph representation

The bond graph formalism is a graphical modeling language that makes the modeling

systematic by following the propagation of the flow or the effort between interconnected

components of physical systems. It is a unified modeling tool based on the physical be-

havior of the system, considering that any dynamic is defined as a set of basic elements

that exchange power between them. It generalizes modeling of physical components for

multi domains ( such as, mechanical, electrical, thermal, etc.). In addition, it captures

the functional, behavioral and structural aspects of the physical system.

Definition 2.6. A bond graph, denoted G(S,A) is a unified graphical language for

multi-physic domains. It is composed of a set of vertices S, representing physical

components, subsystems, and other basic elements called junctions. While the edges
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A, called power bonds represent the power exchanged between nodes. This power is

labelled by two conjugated power variables, named effort (e), and flow (f ).

In Figure 2.1, the concise notion of BG is mentioned. This notion gives four infor-

mation: The existence of a physical link between subsystems or components (bond),

the type of power, which is obtained by the power variables, the power direction from

the half arrow and the causality. In BG notation, the physical components are modeled

CausalityPower variables

e
1S 2S

f
Subsystem/

Bond (edge)
Node

Subsystem/
Component/
Junction

Power bond
direction

Figure 2.1: General representation of a bond graph model.

from the following basic elements: The passive elements R that dissipate energy, while

the C, and I store energy. Se, Sf , MSe, and MSf are active elements that provide

power to the system, while power conserving elements are (0, 1, TF , GY ).

The set of constraints C on a BG model are assigned from the behavior (CB), the

structure (CS), the measurements (CM), and the control system (CU). Thus, C is

defined as follows:

C = {CB} ∪ {CS} ∪ {CM} ∪ {CU} ∪ {CA}. (2.1)

The behavioral equations (CB) are obtained from physical laws, i.e., the constitutive

equations of the BG elements, associated to the behavior of the elements R, I, and C,

namely CR, CI , and CC (2.2).

CB= {CR} ∪ {CI} ∪ {CC}. (2.2)

The structural constraints (CS) capture the conservation laws (mass, energy, etc.).
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They are deduced from the junction equations (0 or 1), noted C0 and C1, and from

transformers TF , and gyrators GY presented in the BG model, namely CGY and CTF

(equations 2.3).

CS = {C0} ∪ {C1} ∪ {CGY } ∪ {CTF}. (2.3)

The measurement constraints (CM) capture the relations between state variables and

the output signals, which are associated with sensors. In BG models, the sensors are

represented as detectors of flow (Df), and detectors of effort (De) (equations 2.4).

The detectors Df are placed on 1-junctions, while the detectors De are placed on

0-junctions.

CM = {Cmf
} ∪ {Cme}. (2.4)

The constraint (CU) represents the control algorithm. The control laws consider the

measure signals Ym, the desired outputs Yd, and the control inputs u (equation 2.5).

CU ∶ Φ(u,Yd, Ym). (2.5)

Finally, the constraints (CA) characterize the modulated sourcesMSf andMSe. These

constraints link the control inputs u, and the actuators outputs.

CA = {CMSf} ∪ {CMSe}. (2.6)

To make an analogy with the bipartite graph, we define the set of unknown variables

as {X}, and the set of known as {K}. In the BG sense, the unknown variables {X}

are the flow and effort pairs associated with power bonds.

X = {e1(t), f1(t)} ∪ {e2(t), f2(t)}⋯ ∪ {eL(t), fL(t)}, (2.7)

where L is the total number of power bonds.
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Moreover, the set of known variables represents the outer vertices including the

flow (Df) and the effort (De) detectors, the flow (Sf) and the effort (Se) sources, the

modulated flow (MSf) and effort (MSe) sources.

K = {Df} ∪ {De} ∪ {Sf} ∪ {Se} ∪ {MSf} ∪ {MSe}. (2.8)

2.4.2 Causality and bicausality on the BG model

The way in which the unknown variables are calculated depends on the causality as-

signed to the model. Depending on the type of analysis, two types of causality can be

distinguish: The causality, which englobes both integral and derivative causality, and

the bicausality. The notion of causality enables to perform structural analysis on the

BG model.

2.4.2.1 Causality

In a BG model, the causality is represented by a perpendicular stroke to one end of the

bond, meaning that the effort is imposed from the side without the causal stroke to the

side with the causal stroke (Figure 2.2). This causality assignment represents the way

in which the unknown variable are calculated. Two types of causality can be assigned

e
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Figure 2.2: Causal BG of the connection between two physical subsystem (S1, S2) and
corresponding block diagram representation.

to a BG model. For dynamic simulation, a preferred integral causality is assigned to

the BG model, meaning that the energy variables are expressed as the integral of the
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input (effort or flow). On the other hand, for diagnosis, a derivative causality assign-

ment is preferred. This is because in integral causality, it is necessary to known the

system states initial conditions. Thus, rendering the system just-constrained. Never-

theless, in derivative causality the knowledge of the initial conditions is not required

and the system becomes over-constrained. A description of the Sequential Causal-

ity Assigned Procedure (SCAP) to the bond graph model and further details on the

causality assignment are given in Appendix A.

2.4.2.2 Bicausality

The notion of bicausality on the BG models, proposed in [Gawthrop 1995], was initially

introduced with the aim of studying inverse system dynamics, parameter and state

estimation through the BG model. The concept of causality relies on the idea that

physical components can not impose both conjugate power (flow/effort) variables to

its connected subsystem. Contrarily to the causality in which both both effort and flow

information paths are counter-oriented (dashed arrows). A bicausal assignment extends

the concept of caucality by also allowing that a subsystem provides both conjugate

power variables to its connected subsystem. To represent the bicausality, the causal

stroke is divided in two, as depicted in Figure 2.3. One can notice that effort and flow

information paths are co-oriented (dashed arrows).
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Figure 2.3: Bicausal BG of the connection between two physical subsystem (S1, S2)
and corresponding block diagram representation.
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2.4.3 Direct Current motor (DC-motor) example

To illustrate the BG modeling procedure together with its set of constraints (C) and

variables (Z), let us consider a DC-motor, illustrated in Figure 2.4. The variables and

i +

+
1R

eτ ω 2f
1L

i +

−

−

vU eU

mω 2J

Lτ

mi

Figure 2.4: Schematic of a DC-motor.

parameters presented in Table 2.1 describe the DC-motor system dynamics.

Table 2.1: Variables of the simplified DC-motor system.

Symbol Designation Symbol Designation
i(t) Motor current L1 Inductance of the stator
R1 Resistance of the stator im(t) Measured current
Uv(t) Input voltage UR(t) Resistive voltage
UL(t) Induced voltage Ue(t) Back emf
τe(t) Motor torque J2 Inertia of rotor and load
f2 Viscous friction ωm(t) Measured angular velocity
ω(t) Angular velocity τf(t) Friction torque
τJ(t) Inertial torque τL(t) Mechanical torque (Load)
k1 Electromotive force constant

The word bond graph (WBG) of the DC-motor presented in Figure 2.4, together

with the BG model in integral causality is depicted in Figure 2.5. The set of constraints

C = {CB} ∪ {CS} ∪ {CM} ∪ {CU} ∪ {CA}. modeling the DC-motor in integral causality

are the following:
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Figure 2.5: WBG and BG model of the DC-motor in integral causality.

CB ∶

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

CR1 ∶ UR(t) = R1i(t)

CL1 ∶ i(t) = 1
L1 ∫ UL(t)dt

Cf2 ∶ τf(t) = f2ω(t),

CJ2 ∶ ω(t) = 1
J2 ∫ τJ(t)dt.

(2.9) CM ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Cim ∶ im(t) = i(t),

Cωm ∶ ωm(t) = ω(t).

(2.10)

CS ∶

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C11 ∶ UL(t) = Uv(t) −UR(t) −Ue(t),

CGY 1 ∶ Ue(t) = k1ω(t),

C12 ∶ τJ(t) = −τL(t) − τf(t) + τe(t),

CGY 2 ∶ τe(t) = k1i(t).

(2.11)

2.4.4 Generation of ARRs from BG model

To generate ARRs, it is required to obtain the over-determined subsystem (Card(X) <

Card(C)) of the BG model. An ARRs is a constraint calculated from an observable and

over-constrained subsystem and expressed in terms of known variables of the system
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f(K) = 0. Evaluation of an ARR yields a residual (r): r = Eval[f(K)]. The initial

method for generation of ARRs from the BG model was proposed in [Tagina 1996]. In

order to obtain the ARRs in a systematical manner, [Ould-Bouamama 2003] introduced

the causality inversion method procedure. In addition, as proposed in [Sueur 1991],

structural observability can be directly concluded from a BG model without the use of

any calculations.

Definition 2.7. The system is structurally observable if and only if two conditions are

satisfied:

• In a BG model in preferred integral causality, there is a causal path connecting

all dynamical elements (I and C) in integral causality to a detector;

• When a preferred derivative causality is assigned to a BG model, all I and C

elements must accept a derivative causality. If this is not completely respected, a

dualization of the detectors is required to put all I and C elements in derivative

causality.

In addition, from a BG model, a system is said to be over-constrained if when the

detectors are dualized, all I and C elements accept a derivative causality [Djeziri 2007a].

Detector dualization: In a BG model in preferential integral causality, the sensor

is presented by a detector of either effort (De) or flow (Df ). This is because the

BG model in integral causality furnishes a signal of effort (from a 0-junction) or of

flow (from a 1-junction) for simulation and control. For diagnosis, the measure of

the sensor becomes a signal source (of effort SSe, or of flow SSf ) imposed onto the

observed junction (junction associated to the detector). The transformation of the

detectors in signal sources is defined as a detector dualization. Figure 2.6 illustrates

the dualization procedure. Paths derived using the imposed signal as the starting

point produces the method for elimination of unknown variables. In a BG sense, an

ARR ∶ f(SSe,SSf,Se,Sf,MSe,MSf,α) = 0, where α is the parameters vector, and f

is a constraint function. The algorithm, called causality inversion approach, for ARRs
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Figure 2.6: (a,c) detector of effort (De), and of flow (Df ) and (b,d) signal source of
effort (SSe), and of flow (SSf ), respectively.

generation from a BG model is synthesized as follows and it enables the computation of

ARRs in a systematic way [Ould-Bouamama 2003]: Causality inversion approach

for ARRs generation from a BG model:

1. Assign a preferred derivative causality to the BG model and invert the causality

of the detectors when possible. Thus, the BG model for diagnosis is obtained.

2. Write the structural constraints (CS) of the junctions associated with the dualized

detectors.

3. For each 0-(1) junction having at least an associated detector:

• For each junction with an associated detector, an ARR is obtained by elim-

inating the unknown variables. The causal path propagation is used to

eliminate the unknown variables.
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• When a detector can not be dualized without violating the causality as-

signment rule, material redundancy may be present in the system. The

latter exists if there are direct causal paths from one or more detectors

in inverted causality SSf (SSe) to the non inverted one Df (De), without

passing through any passive or two-port element [Samantaray 2008b]. This

concept is represented in Figure 2.7. In this case, ARRs are equal to the

difference between the measures of the redundant sensors.

1: II 1: II1: II 1: II

1:SSf y1:SSf y

Se 1
Causal 

fli

Se 1

2:SSf y

conflict

2:Df y2:SSf y 2:Df y

)(a )(b

Figure 2.7: Direct detector redundancy in a BG model for diagnosis in preferred deriva-
tive causality: (a) Violation of the causality assignment rules if both SSf ∶ y1, and
SSe ∶ y2 are dualized, (b) only SSf ∶ y1 is dualized (no violation).

Definition 2.8. In a causal (or bicausal) bond graph representation, a causal path is

a series of effort or flow variables successively related according to the model causality

assignment.

To illustrate the causality inversion approach with an example, consider the DC-motor

in derivative causality (Figure 2.8): Using the algorithm for ARRs, the ”11” junction

C11 is selected:

C11 ∶ Uv(t) −UR(t) −UL(t) −Ue(t) = 0, (2.12)

where UR, UL, and Ue are unknowns that can be eliminated in symbolic format by

exploiting the causal properties of the BG model. This is done structurally by covering
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Figure 2.8: BG model of the DC-motor in derivative causality with dualized detectors.

causal paths from unknown to known (detector and source) variables as follows:

UR → CR1 → i→ Cim → SSf ∶ im,

UL → CL1 → i→ Cim → SSf ∶ im

Ue → CGY 1 → ω → Cωm → SSf ∶ ωm

Uv→∶ Se ∶ Uv.

The ARR is obtained by writing its characteristic equations.

ARR1 ∶ Uv(t) −R1im(t) −L1
dim(t)

dt
− k1ωm(t) = 0. (2.13)

From the second ”12” junction C12 , the second ARR is obtained:

ARR2 ∶ −τL(t) − f2ωm(t),−J2
dωm(t)

dt
+ k1im(t) = 0. (2.14)

Once all ARRs are obtained, the set of faults that can be structurally monitored

(detectable) and isolable must be concluded. To this end, the concept of fault signature

is introduced.
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2.4.5 Fault isolation

The structures of the residuals form a Boolean fault signature that represents the struc-

tural sensitivity of faults on the residuals. Thus, the inclusion of all fault signatures

in a fault signature matrix (FSM) allows the knowledge of the faulty components that

can be detected, and isolated. Each entry of this FSM (sji) holds Boolean values, and

the fault signature vector (VEj
) of the jth component Ej (j = 1, . . . ,m) is given by the

row vector: VEj
=[sj1, sj2, . . . , sjn], and the values sji are assigned as follows:

sji =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1, if ri is sensitive to a fault in the component Ej,

0, otherwise.
(2.15)

Where, i = 1, . . . , n, and Card(ARRs) = n. It means that if sji = 1, a fault in the

component Ej influences the residual ri. In other words, the residual is triggered.

On the other hand, if sji = 0, ri is not sensitive to a fault in the component Ej.

These signature vectors are then used to create a FSM, where FSM ∈ Rm×(n+2), as

illustrated in Table 2.2. This matrix contains all signature vectors, plus two columns

that represent fault monitorability (Mb = [mb1 ,mb2 , . . . ,mbm]T ) and fault isolability

(Ib = [ib1 , ib2 , . . . , ibm]T ). mbj and ibj are equal to one if a fault in the component Ej

Table 2.2: Fault signature matrix (FSM).

j / i r1 r2 ⋯ rn Mb Ib
E1 s11 s12 ⋯ s1n mb1 ib1
E2 s21 s22 ⋯ s2n mb2 ib2
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Em sm1 sm2 ⋯ smn mbm ibm

is monitorable and isolable, respectively. A component fault Ej is monitorable if at

least one sji of its signature vector VEj
is different from zero (∃i(i=1,...,n) ∶ sji ∈ VEj

≠ 0).

A component fault Ej can be isolated if its signature vector VEj
is different from all

others,

ibj =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if ∀l(l=1,...,m) ∶ VEj
≠ VEl

(j ≠ l),

0 otherwise.
(2.16)
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Consider the DC-motor example, with the obtained ARRs (2.13), (2.14), the FSM

presented as Table 2.3 is obtained.

Table 2.3: Fault Signature matrix of the DC-motor from bond graph.

Faults/residual r1 r2 Mb Ib
Df ∶ im 1 1 1 0
Df ∶ ωm 1 1 1 0
Se ∶ Uv 1 0 1 0
R ∶ R1 1 0 1 0
I ∶ L1 1 0 1 0
R ∶ f2 0 1 1 0
I ∶ J2 0 1 1 0
GY ∶ k1 1 1 1 0

We remark that the isolability column (Ib) of Table 2.3 is filled with zeros, which

means that we are not able to isolate any fault of components Ej.

As it can be concluded from the causality inversion approach for ARRs generation

procedure, the number of ARRs which can be obtained is equal to the number of

junctions linked to at least one detector, plus the number of redundant detectors (r)

[Samantaray 2008b, Medjaher 2005]. However, this last statement is not always valid.

In the next subsection, we will show that it is possible to obtain non-redundant ARRs

by exploiting detectors combinations.

2.4.6 Generation of additional non-redundant ARRs

In Figure 2.9, a general representation of a BG model for diagnosis is illustrated.

The model contains one source of effort Se, and two detectors, one of flow (Df ∶ y1),

and other of effort (De ∶ y2). As previously explained, for diagnosis purposes, the

detectors are transformed into sources of signal of flow (SSf ∶ y1) and effort (SSe ∶ y2),

to represent the injection of this information into the system.If the causality inversion

approach is used for ARRs generation, two ARRs of the following form can be obtained
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Figure 2.9: General representation of a Bond graph model for diagnosis.

from Figure 2.9:

ARR1 ∶ f1(y1, y2, u1, . . .) = 0,

ARR2 ∶ f2(y1, y2, . . .) = 0. (2.17)

However, this approach does not find the complete set of ARRs. Consider that, at a

time, only one of the existing detectors are used for diagnosis (as depicted in Figure

2.10 where only De ∶ y2 is used for diagnosis).
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Figure 2.10: General representation of a Bond graph model for diagnosis without
dualizing Df ∶ y1.

In this case, an additional ARR of the following form can be obtained:

ARR3 ∶ f3(y2, u1, . . .) = 0. (2.18)

54



Bond graph model for structural fault diagnosis analysis

Again, if only y1 is used for ARRs generation, another ARR can be computed:

ARR4 ∶ f4(y1, u1, . . .) = 0. (2.19)

It is clear that this technique applies a combinatorial procedure, which causes an

increase on its computational complexity. This statement supports the interest of

finding structural conditions that can be directly verified on the BG, ensuring the

generation of non-redundant ARRs by detector combinations. Consider yk as the kth

sensor of the system, where k = 1, . . . ,K.

Lemma 2.1. Extra independent ARRs can be generated if and only if two conditions

are respected :

1. The system remains observable and the remaining detectors are dualizable;

2. The system is over-constrained with the remaining sensors.

Proposition 1. If Lemma 2.1 is satisfied, sensor combinations generate non-redundant

ARRs, if and only if (a) is respected.

(a) yk, is not isolable by the classical causality inversion method, and ARRk ∶ fk(yk,

yk+1, . . .) = 0 ∧ARRk+1 ∶ fk+1(yk, yk+1, yk+2, . . .) = 0. Then, it is possible to compute

an extra ARR (ARRK), from the junction associated to yk, so that ARRK+1 ∶

fK(yk+1, yk+2, . . .) = 0. In this way, a fault in the sensor yk can be isolated.

Nevertheless, the combinations referred in Proposition 1 may not allow to generate

the additional ARRs from the covering path procedure. Therefore, we propose to use

the concept of bicausality. To this end, the signal source of flow or effort SSe/SSf ∶

yk+1 is replaced by a double source (SeSf ). In this case, SeSf represents a source of

effort and source of flow, and in addition the non-measured power variable is zero.

Finally, a virtual double detector of effort and of flow (DeDf
∗

) is also added to the

junction associated to yk. Then, the bicausality is propagated from the double source

(SeSf ∶ yk+1) to DfDe
∗

∶ f̂ , as depicted in Figure 2.11, in order to estimate the flow
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(f̂). This estimation is then used to compute ARRK+1, which has the same structure

as ARRk.
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Figure 2.11: General representation of a Bond graph model for diagnosis in bicausality.

Remaining combinations that do not respect Proposition 1 will compute redundant

ARRs. Thus, there is no interest on its generation. These combinations can increase

significantly the isolability of the system. To exemplify this statement consider Figure

2.12 where the detector Df ∶ im has been replaced by a double source (SfSe ∶ im) and

a virtual double detector (DeDf
∗

∶ ω̂) is added to the junction 12. From the set of

equation (2.20) deduced from the BG, ω̂ is obtained.

1: LI 2: JI
:S S i

U

LU

U τ

Jτi ω

:f e mS S i : mDf ω
i

: vSe U 11 21GY
1: k

: LMSe τ−vU

RU

eU eτ

fτ
Lτi

i

i ω

ω

ω

ω

1: RR 2: fR

R f

* ˆ:f eD D ω

Figure 2.12: Bond graph model of DC-motor in bicausality for angular velocity esti-
mation ω̂.
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11 − junction ∶

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ue(t) = Uv(t) −UR(t) −UL(t),

i(t) = im(t),

UR(t) = R1i(t),

UL(t) = L1
di(t)
dt ,

ω(t) =
Ue(t)
k1

,

τe(t) = k1i(t).

12 − junction ∶ {ω̂(t) = ω(t). (2.20)

Finally, if we replace ωm in (2.14) by ω̂ an additional ARR is obtained as follows:

ARR3 ∶ −τL(t) − f2ω̂(t) − J2
dω̂(t)

dt
+ k1im(t) = 0. (2.21)

The same procedure is applied when Df ∶ ωm is replaced by SfSe ∶ ωm, and a virtual

double detector (DfDe
∗

∶ î) is added to junction 11. In this way, ARR4 is obtained:

ARR4 ∶ Uv(t) −R1î(t) −L1
d̂i(t)

dt
− ωm(t)k1 = 0. (2.22)

Once all ARRs are obtained, a new FSM presented as Table 2.4 is obtained.

Table 2.4: Fault Signature matrix of the DC-motor from BG with the additional non-
redundant residuals.

Faults/residual r1 r2 r3 r4 Mb Ib
Df ∶ im 1 1 1 0 1 1
Df ∶ ωm 1 1 0 1 1 1
Se ∶ Uv 1 0 1 1 1 0
R ∶ R1 1 0 1 1 1 0
I ∶ L1 1 0 1 1 1 0
R ∶ f2 0 1 1 1 1 0
I ∶ J2 0 1 1 1 1 0
GY ∶ k1 1 1 1 1 1 1

It can be noticed that the two additional residuals clearly extend the fault isolability

properties of the system. In this case, three system components can be isolated Df ∶ im,
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Df ∶ ωm, and GY ∶ k1.

2.5 Bond graph for structural recoverability analy-

sis

The ultimate objective of using the BG tool is because it enables to couple both

structural diagnosis results with control analysis. Therefore, with a single tool, one

can model the system, generate ARRs for fault diagnosis, and finally study structural

recoverability analysis. In this section we propose a structural methodology based on

a BG model, which verifies if the system objective (Σo) can be achieved in spite of the

presence of faults, by considering the complete diagnosis information. In other words,

we intend to conclude which faults can be dealt by system reconfiguration and/or fault

accommodation, and which faults provoke a system (Σ) shut down.

Sensor faults

Initially, two types of sensors can be distinguished. Namely control sensors and

diagnosis sensors. All control sensors are also used for diagnosis. However, the inverse

is not always true. For example, in the DC-motor example, Df ∶ ωm represents a

control sensor, while Df ∶ im is only used for diagnosis purposes.

Let us start by considering diagnosis sensor faults. If a fault is presented in one of

these sensors, it is required that it is isolable, which can be verified by the FSM of the

system, as described in Section 2.4.4, and the re-work of the FDI algorithm should be

performed. When a fault occurs in a control sensor, fault isolability is also required.

In this case two situations can be distinguished: Either the fault can be estimated

(which can be verified structurally by applying a bicausality assignment as detailed in

Appendix A.5), or the faulty sensor is switched off (from a graphical point of view its

associated outer vertex is removed, thus causing a change in the graphical architecture).

In the first case, the estimated information can be used directly to correct the corrupted

sensor measurements before the controller uses them. This avoids reconfiguring the
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controller and the FDI algorithm should be re-done without considering the faulty

sensor. For the second case, a general representation of a BG model is depicted in

Figure 2.13-(a). Considering that the detector (Df ∶ y1) is isolable, from a graphical

perspective, it can be removed from the model (Figure 2.13-(b)). To illustrate this, the

removed detector is represented with a dot-dashed line.

: yDe

{ }ICRX ,,∈

: yDe

{ }ICRX ,,∈

Removed
outer vertex

1: yDe 1: yDe

0 0

)(a )(b)(a )(b

Figure 2.13: General representation of the BG (a) healthy system (b) Faulty system
with removed detector outer vertex (faulty sensor).

To synthesize, for such faults, the procedure to verify structural recoverability of

the system is the following:

1. Fault must be isolable.

2. Fault presented in diagnosis sensor implies that the FDI must be re-worked.

3. Fault presented in control sensor:

(a) Fault is estimable. The reconstructed information can be used directly to

correct the corrupted sensor measurement before it is used by the controller.

(b) Sensor is removed, two different situations can be considered:

i. Material redundancy is available. Therefore, it is enough to use the

spare sensor for control purposes. In this case the same control law can

still be used.
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ii. Σ
′

remains structurally observable, with the remaining healthy sensors

(analytical measurement redundancy is presented in the system and it

can be verified by Theorem 2.7). In this case, it is structurally concluded

that system reconfiguration is required.

Independently of the used solution, it is important that the Σ
′

remains monitorable

(note: all faults can be detected). Thus, the FDI algorithm should always be re-worked

without considering the faulty sensor.

60



Bond graph for structural recoverability analysis

Actuator faults

Because of the duality between observability and controllability, actuator and con-

trol sensor faults are treated in a similar way. Nevertheless, in this case it is related to

systems controllability. Structural controllability can be directly concluded from a BG

model without the use of any calculations, as proposed in [Sueur 1991].

Definition 2.9. The system is structurally controllable if and only if two conditions

are satisfied:

• In a BG model in preferred integral causality, there is a causal path connecting

a control source to each I, and C element in integral causality;

• When a preferred derivative causality is assigned to a BG model, all I and C

elements must accept a derivative causality. If this is not completely respected,

a dualization of the control sources is required to put all I and C elements in

derivative causality.

Again, the FDI procedure should be able to isolate the fault. Then, it can be verified

structurally if the fault is estimable (Appendix A.5) and if the fault is not severe fault

accommodation can be performed. Otherwise, direct or analytical input redundancy

has to be available in the system. Moreover, in this case the faulty actuator is not

used for control purposes, and it does not furnish power to Σ
′

(from a graphical point

of view its associated outer vertex is removed, thus causing a change on the graphical

architecture). A general representation of a BG model is depicted in Figure 2.14-(a).

Considering that the actuator (Sf ∶ u1) is isolable, from a graphical perspective, it can

be removed from the model (Figure 2.14-(b)). To illustrate this, the removed actuator

is represented with a dot-dashed line. Extending the results of direct sensor redundancy

(presented in Section 2.4.4), direct input redundancy is presented in a BG model by

two or more sources if the following proposition holds.

Proposition 2. Material input redundancy is presented in the system if the shortest

causal paths linking two or more sources to a detector meet the same passive and two-

port elements.
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Figure 2.14: General representation of the BG (a) healthy system (b) faulty system
with removed actuator outer vertex (faulty actuator).

Definition 2.10. The shortest causal path from a source (Se (MSe)/Sf (MSf)) to a

detector (De/Df ) is the one involving the minimal number of energy storage elements

when following the path from Se (MSe)/Sf (MSf) to De/Df.

Hypothesis 2.1. The dynamics of the control sources can always be turned off so that

they do not affect the system.

In Figure 2.15 an example of material input redundancy is given. Its shortest causal

paths between each source to a detector are described in (2.23) for sources of flow (Sf),

and in (2.24) for sources of effort (Se), corresponding to part (a), and (b) of Figure

2.15, respectively.

(a)

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Se1 → I ∶ I1 → Df1,

Se2 → I ∶ I1 → Df1.
(2.23)

(b)

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

Sf1 → C ∶ C1 → De1,

Sf2 → C ∶ C1 → De1.
(2.24)

It is clear that both paths illustrated in (2.23) involve the same elements, meaning
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Figure 2.15: Material input redundancy: Direct causal path from effort sources (Se),
part (a) (flow sources (Sf ), part (b)) to sensor involving the same elements.

that both inputs affect the output exactly in the same way (existence of material input

redundancy). Thus, Se1, and Se2 fall in this type of redundancy. Likewise, the same

can be concluded about Sf1, and Sf2.

To synthesize, for such faults, the procedure to verify structural recoverability of

the system is the following:

1. Fault must be isolable.

2. The input fault can be estimated and it is not severe, in this case fault accom-

modation can be selected,

3. Primary actuator is turned off, two different situations can be considered:

(a) Material redundancy is available, such situation enable the use of the same

control law by turning on spare actuator.

(b) Σ
′

remains structurally controllable, with the remaining healthy actuators.

In this case, it is structurally concluded that the system reconfiguration is

required.
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Remark. The level of the fault severity can not be evaluated from structural analysis.

However, it is used here in order to enable distinguish the selection between fault

accommodation and system reconfiguration.

Plant faults

The main difference between plant and sensor/actuator faults is that keeping struc-

tural observability/controllability is not a sufficient condition to ensure that Σf can

remain in process. This is stated because it is not possible to remove the dynamics of

the faulty component from the controlled system, contrarily to sensors and actuators

that can be switched off.

To accomplish fault accommodation, a bicausal assignment [Touati 2012] has to be

performed. Since the fault is estimated, the structure of Σf̂ is equal to the structure

of the initial system, where structural controllability, observability and monitorability

do not change. Then, fault accommodation can be applied to compensate the fault

effects. If the fault can not be estimated or it is too severe, the procedure presented

below for non-isolable faults has to be followed.

Non-isolable faults

Often, when a fault occurs in a process system, the FDI algorithm is not able

to indicate the exact fault location, i.e., a finite subset of possible faulty components

have the same fault signature. In this case, fault accommodation can not be performed.

However, system reconfiguration may be possible if all the dynamics of the finite subset

of possible faulty components can be removed from Σo. This is because a part of Σf

becomes unknown. However, to remove the dynamics of the fault from Σo, a cut of the

power transfer between the faulty subsystem to the healthy ones is necessary. This is

called Path Breaking (PB).

Definition 2.11. A PB is presented in a system if and only if it is possible to cut

the power propagation between a subsystem to Σo. In other words, the dynamics of a

subsystem can be prevented from affecting the system objectives.
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From the physical structure of BG models, it is possible to study the causal path

propagation, between components to Σo. PBs are not explicitly represented in BG mod-

els, hence let us start by extending the BG methodology to represent them. Recalling

that bonds represent the power flow between system components or subsystems. Thus,

in a BG sense a PB occurs when the propagation of power (P = effort.f low) through

the bond connecting two subsystems is equal to zero. This may be caused by using some

controlled elements, such as: R, I, C, MGY, MTF, Se, MSe, Sf, or MSf. Note that

due to physical constraints of these controlled elements, the location of PBs have to be

indicated by human experts at the system design stage (offline during model design),

and a label is added to it. In this label the floating value (z) is included, where z is cho-

sen by evaluating the behavioral/structural constraints of the controlled BG element so

that P1 = e1.f1, and P2 = e2.f2 are equal to zero (∃z ∈ R+ ∶ P1(z) = 0∧P2(z) = 0), where

e1,z = Φz(f1,z), thus causing a PB. P1 is the power that propagates to the controlled

element that causes the PB, and P2 is the power that flows from the faulty subsystem

to the healthy one. To clearly understand the concept of PB and its physical concept,

consider Figure 2.16-(a,b,c), where three controlled elements that can cause a PB are

illustrated. S1F and S2 are a faulty and a healthy subsystem, respectively. In part (a),

the PB is provoked if k = 0. This can be easily concluded from the structural equations,

and their developments presented in (2.25).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e1 = k.f2, e2 = k.f1,

if z = k = 0.

Then, e1 = 0.f2 = 0, e2 = 0.f1 = 0,

P1 = e1.f1 = 0, P2 = e2.f2 = 0.

(2.25)

As concluded from the structural equations, and their developments presented in
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Figure 2.16: Some controlled BG elements that can cause a PB: part (a) Controlled
gyrator (MGY ∶ k), (b) Controlled transformer (MTF ∶m), and (c) Controlled resistive
element (R ∶ R1).

(2.26), a PB is caused in part (b) if m = 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e1 =m.e2, f2 =m.f1,

if z =m = 0.

Then, e1 = 0.e2 = 0, f2 = 0.f1 = 0,

P1 = e1.f1 = 0, P2 = e2.f2 = 0.

(2.26)

Finally, in part (c) the PB can be concluded from the behavioral equations 2.27:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f3 =
f3
R3
, if, z = R1 = ∞.

Then, f1 = f2 = f3 = 0,

P1 = e1.f1 = 0, P2 = e2.f2 = 0.

(2.27)

In addition, if a PB is caused by a modulated R, I, or C with an associated 1-(0)

junction, its common flow (effort) variable is set to zero by the controlled element. If it

is caused by a MGY, MTF, Se, or Sf, the imposed outputs of these elements are equal

to zero.
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Bond graph for structural recoverability analysis

Hypothesis 2.2. The elements used to provoke a PB can always be set to their

necessary values (z), even if this element is subject to a fault.

Taking into consideration the information contained in FSM, let us define Fset =

{F b
sig ∣b ∈ (1 . . .B)}, where F b

sig contains the set of components (E) with the same fault

signature and B the total number of different signatures. For the DC-motor example,

there are five fault signatures, hence B=5 and F b
sig is defined as follows.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F 1
sig = {Df ∶ im},

F 2
sig = {Df ∶ θ̇ej},

F 3
sig = {R ∶ R1, I ∶ L1, Se ∶ Uv},

F 4
sig = {R ∶ R2, I ∶ J2},

F 5
sig = {GY ∶ k1}.

(2.28)

Depending on the triggered signature (b) of the fault, the necessary and sufficient

controlled BG elements used to cause the PB can be obtained from the following

conditions.

PB conditions:

Condition 1: Controlled elements ( R, I, C, MGY , or MTF ) for which all the

causal paths from the components (E) belonging to F b
sig (E ∈ F b

sig), must pass by

the component that causes the PB or by its associated junction before it achieves

the Σo.

Condition 2: All the causal paths from sources (Se, MSe, Sf or MSf ) that pass by the

components belonging to F b
sig or by their associated junctions before achieving

the Σo must be stopped.

From a graphical point of view, the outer vertices that do not affect anymore Σo

are removed, thus causing a change on the graphical architecture which generates Σ
′

.

In this case, the dimension of the system states, sources, and detectors may decrease.

Thus, controllability/observability must be verified for Σ
′

. Finally, the FDI algorithm
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has to be performed to Σ
′

in order to verify if the monitorability conditions remain

respected.

To synthesize, for such faults, the procedure to verify structural recoverability of

the system is the following.

1. Obtain the triggered fault signature F b
sig.

2. Verify the existence of a PB.

3. Σ
′

remains structurally controllable, observable, and monitorable. In this case,

it is structurally concluded that system reconfiguration is required.

Note that if controllability, and/or observability are lost due to the presence of an

actuator or sensor fault, the existence of a PB can also be a valid technique to recover

controllability, and/or observability of Σ
′

.

To represent the described procedure for structural fault recoverability analysis in

an automatic manner, the algorithm illustrated in Figure 2.17 is proposed. Even if,

the algorithm is quite self-explanatory, some detailed information may be added. The

algorithm procedure is activated as soon as a fault is detected in the system, and it

receives the information of the FDI algorithm. Then, this information is exploited to

answer some questions in order to conclude structurally if fault accommodation, or

system reconfiguration can be performed. Moreover, if none of the previous strategies

can be successfully achieved, the fault can not be recovered. This algorithm is further

detailed in chapter 4 with the add of an example.

Note that the actual achievement of Σo with stability and acceptable performance

can not be ensured structurally. This may be verified by the implementation of a

control strategy, which is beyond the scope of the present work. Also, a Σ may remain

able to achieve its Σo if it has an uncontrollable/unobservable part that remains stable,

again this can not be structurally verified.

Finally, because the diagnosis information is taken into consideration, this algorithm

is not applied for each possible fault but for each F b
sig. Hence, by performing the latter
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Figure 2.17: Algorithm of structural fault recoverability analysis.

the following Boolean Fault Signature and Recoverability Matrix (FSRM) is obtained:

Table 2.5: Fault Signature and Recoverability Matrix (FSRM).

r1 r2 ⋯ rn Mb Ib SR SA
E1 s11 s12 ⋯ s1n mb1 ib1 sr1 sa1

E2 s21 s22 ⋯ s2n mb2 ib2 sr2 sa2

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Em sm1 sm2 ⋯ smn mbm ibm srm sam

Where, SR stands for structural reconfigurability, and SA for structural accommod-
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Structural recoverability analysis from a bond graph model

ability. They are binary columns that are filled as follows:

SR =

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

1 if when the fault signature F b
sig

is triggered then the Σ can be reconfigured,

0 otherwise.

(2.29)

(2.30)

SA =

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

1 if when the fault signature F b
sig

is triggered then the Σ can be accommodated,

0 otherwise.

(2.31)

From Table 2.5, one can define (CFsig = {F b
sig ∶ SRb = 0 ∧ SAb = 0}) as the set

of critical fault signatures and (CFele = {Ej} ∈ {CFsig}) as the set of critical faulty

elements.

2.6 Conclusions

In this chapter we developed a procedure to determine the structural recoverability

of the system when subject to faults, in the absence of complex calculations. We

remark that in some situations, fault isolability is not a necessary condition for system

recoverability. Due to this fact, the number of faults that a system can tolerate when

proper control actions are applied may increase. As a limitation of this work, it can be

stated that the required energy to control and observe the system is not known because

of the use of a structural approach that is independent of the system numerical values.

The proposed algorithm is a preliminary study before implementing a closed loop

control. It allows from the systems design stage, to study all conditions related to fault

recoverability, and to obtain the set of critical and non-critical faults, inspired from the

graphical and structural properties of the BG model. This extension work of the BG
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Conclusions

model-based structural analysis for fault recoverability can be exploited for synthesis,

under certain conditions, of an adaptive compensation of the fault effect. For this, the

disturbing power delivered by he fault is estimated. This is demonstrated in the next

Chapter 3. Finally, to detail the proposed structural approach it will be applied on a

Heavy-Sized Intelligent Autonomous Vehicle (IAV) in Chapter 4.
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Chapter 3

Local adaptive fault compensation
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3.1 Introduction

As presented in the previous chapter, the fault isolation and estimation is a main

requirement for fault compensation through fault accommodation strategies. In this

chapter we propose a way to compensate the faults that can be estimated (concluded

from the FSRM), directly from the inverse BG-LFT1.

In addition, the AFTC community usually consider the outputs of the FD al-

gorithms as information that furnishes the location of the fault and its magnitude.

Hence, we also propose a novel way to consider the fault information. In fact, the fault

in a system can be considered either as information or as modified power, with respect

to the nominal conditions. This idea comes from the fact that a fault in a physical

component modifies the power exchanged between components of the system.

Since the BG model explicitly displays these exchanges, it is relatively easy to

capture this modified power. In addition, it can then be introduced into model of

the system by using additional modulated sources of effort (MSe) or flow (MSf ). In

this way, dynamic models of the faulty system are obtained. To capture the power

generated by the fault, the fault estimation algorithm proposed by [Touati 2012] is

exploited. The referred procedure is performed for fault estimation, nevertheless if

the fault is not isolable, we employ the same strategy not to estimate the fault but

to estimate the modified power caused by the unknown fault. In this chapter, we

demonstrate how the BG model-based structural analysis for recoverability

can help for the synthesis of an adaptive compensation that considers the

induced power caused by the fault. In addition, we also extend the results with

respect to classical conditions of fault recoverability. To validate these results, we

propose an inverse control strategy that is easily obtained from the BG model. The

idea is to model the inverse system together with the power generated by the fault in

order to compute suitable control actions that compensate the fault.

The proposed procedure is initially exploited for structural analysis as follows:

1BG-LFT - Bond Graph in Linear Fractional Transformation (detailed in Appendix A)
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• Obtain the set of different fault signatures (Fset);

1. If the fault is isolable, model the fault using the BG-LFT;

2. If the fault is not isolable, model the fault using the BG-LFT in one of the

elements belonging to the fault signature;

• Apply the procedure of fault estimation;

• If the fault can be structurally estimated, the set of possible faults can be struc-

turally accommodated.

In this chapter, we will illustrate in more detail the proposed procedure.

Hypothesis 3.1. The development of this work is done under the assumption of system

inversion.

3.2 Fault modeling

A forward, also called direct model of a physical system is used to predict the outputs

of a system to given inputs under the assumption that faults are not presented in the

system. Hence, if an accurate modeling is performed, the output vector of the physical

system (ym) is approximately the same as the output vector predicted by the model

(ypr), (e = ym − ypr ≈ 0) (Figure 3.1-(a)).

As stated by [Blanke 2003], a fault is a deviation of the system structure or param-

eters from their standard conditions. Which, from a physical point of view, involves

an unknown modification of the physical parameters, inputs or outputs of the system.

Hence, if the physical system is subject to faulty conditions, the direct model of the sys-

tem becomes invalid, causing the predicted outputs (ypr) to diverge from the measured

ones (ym) (e = ym − ypr ≠ 0) (Figure 3.1-(b)).

We recall that the main objective of fault accommodation is to compensate the

fault by identifying the model of the faulty system. Hence, the fault must be isolated

and estimated, and once the parameter of the faulty value is known, a model of the
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Figure 3.1: Comparison between the system outputs and its forward model in fault free
case (a), and in faulty situation of the system (b).

faulty system is obtained. Nevertheless, since the fault isolation is difficult to achieve

for a large set of physical components, there are often small sets of faults for which

fault accommodation is performed.

Although, since the BG model relies on the representation of the exchanged power

between the system physical components, this concept of power propagation can be

helpful for fault compensation. To enable this, the faults are classified in two groups,

depending on the way in which they affect the system. The first group assembles input

sources and plant faults while the latter one is for sensor faults.

Input and plant faults are in the same group because they affect the system in a

similar way. Indeed, the occurrence of one of these faults modify the power exchanged

in the system, with respect to the nominal situation. In a BG model, this modification

of power is captured by a variation of the power variables (e/f). This is easily under-

standable from a BG model (Figure 3.2). Recalling that in a BG model, the connection

between different elements of the system is done through the 0- and 1- junctions that

model the concept of power conservation (3.1):

1 − junction∶ ∑ ei(t) = 0,

0 − junction∶ ∑ fi(t) = 0. (3.1)
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Figure 3.2: General acausal BG model.

where, i = 1, . . . , n and n is the number of bonds connected to the junction. Pi

represents the power associated to the ith junction.

Therefore, we can consider that the occurrence of a fault in one of the sources or

passive elements associated to a 1-(0-) junction, modifies the power in this junction

with respect to nominal case. Hence, the power exchanged in the physical system is

different from the one in BG model. Finally, to obtain a valid model the difference of

exchanged power is captured and injected into the system with a modulated source to

the junction associated to the faulty element, as depicted in Figure 3.3.

From this BG, equation (3.2) is obtained.

1 − junction∶ ∑ ei(t) − eF (t) = 0,

0 − junction∶ ∑ fi(t) − fF (t) = 0. (3.2)

We remark that this concept is not valid for sensor faults. Actually, sensor faults

trigger the residuals not because an additional power is presented in the system but

because one of the information furnished by (SSf/SSe) is inaccurate. Hence, causing

an incoherence between the different known variables used to evaluate the validity of
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Figure 3.3: Acausal BG model with an additional source imposing the power generated
by the fault. In part(a) 1-junction, the power is represented as a modulated source of
effort MSe ∶ −eF , and in part (b) 0-junction, the power is represented as a modulated
source of flow MSf ∶ −fF .

the power conservation (eval(ARRs)).

For clarification purposes, let us consider a general representation of a BG model for

diagnosis presented in Figure 3.4-(a). As aforementioned, an ARR ∶ e1 − e2 − e3 − e4 = 0

can be obtained, and let us consider that e1 and e4 are known variables. Equations

(3.3) are used to calculate e2 and e3, where S2 and S3 are the transfer function of their

corresponding subsystems. Hence, if a fault is presented in S2 (respectively, S3), the

actual effort es2 (respectively, es3), presented in the physical system changes with respect

to the normal conditions, e2 and e3 that are obtained from the bond graph model (3.3).

e2 = f(S2, y),

e3 = f(S3, y). (3.3)

However, if a fault is presented in a sensor (for example, an additive faulty effect (yF )

with respect to the nominal measure (y), as in Figure 3.4-(b)), then the estimations of

both efforts will be corrupted (ec2, e
c
3) ( equation 3.4). On the other hand, the efforts in
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Figure 3.4: General BG model for diagnosis with healthy sensor (a) and with faulty
sensor (b).

the physical system es2 and es3 are the same as in normal conditions. In this case, it is

the efforts obtained from the BG model for diagnosis that are ”faulty” (computational

information) instead of the one in the physical system.

ec2 = f(S2, y + yF ),

ec3 = f(S3, y + yF ). (3.4)

Therefore, if in the occurrence of a plant or an input fault, one is able to acquire

the power generated by the fault and suitably feed it into the system, a model of the

faulty system is identified. Nevertheless, in the presence of a sensor fault it can not be

done because there is no actual fault in the physical system.

To model a fault in a BG model, [Touati 2012] proposed a procedure that models

faults elegantly in a BG model by applying the BG-LFT procedure, and exploits it for

fault estimation, as described in Appendix A.

For illustration purposes on the fault modeling procedure, let us consider a fault in

the GY element of the DC-motor detailed in Section 2.4, and as explained, this fault is
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isolable. By applying the BG-LFT formalism for fault modeling procedure, Figure 3.5

is obtained. The output z (which is the flow in the junctions associated to the faulty

GY ) is represented by a a virtual sensor Df∗. FGY represents the faulty value with

respect to the nominal value of the gyrator parameter (kn), and MSf is the modulated

source introducing the power caused by the fault (Wa/Wb) into the system.
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:Df ω

: aMSf W
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Df i
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3 13
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1 1

1: RR 2: fR

Figure 3.5: BG model of the DC-motor in preferred integral causality, with a fault in
the GY element.

The equations developed from the bond graph model show that to determine both

e4 (3.5) and e11 (3.6) the effect of the fault (FGY .ω and FGY .i) is considered.

ω = f13 = f12 = f11 = f10, f8 = −f9 + f10, Wb = −FGY .ω

f8 = −Wb + ω, e4 = e7 = e6 = e5 = f8.kn,

e4 = (FGY .ω + ω)kn. (3.5)

i = f1 = f2 = f3 = f4 = f5, f7 = f5 + f6, Wa = FGY .i

f7 =Wa + i, e8 = e9 = e10 = e11 = f7.kn,

e11= (FGY .i + i)kn. (3.6)

Once the fault is modeled, a bicausal procedure is performed for fault estimation. In

this case, a preferred derivative causality is assigned to the bond graph model. Then,

the modulated sources of flow modeling the fault are replaced by a double detector
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(DfDe). In addition, the detector with the shortest causal path between a sensor and

the modulated source is replaced by double sources (SfSe). Finally, a bicausal shortest

path is assigned between the double source SfSe to the double detector DfDe (Figure

3.5 (red dashed arrows)). The result of this procedure is illustrated in Figure 3.6.

Definition 3.1. (Causal path length)[Rahmani 1996]

• In a BG model with all storage elements in integral causality, the length l of a

causal path from a set of element S1 = {Se,Sf, I,C,R} to S2 = {De,Df, I,C,R}

is equal to the number of storage (I/C ) elements covered +1 if the end of the

path is an I/C element.

• In a BG model in preferred integral causality containing I/C elements in deriva-

tive causality, the length of the causal path is: l = number of I/C elements in

integral causality minus the number of I/C elements in derivative causality +1 if

the end of the path is an I/C element in integral causality.

The input/output path length presented in Figure 3.5 is equal to 1. Thus, the

bicausality is propagated from SfSe ∶ ωm to DfDe ∶ Ŵa (Figure 3.6). We remark that

the causal path length from MSf ∶Wb to Df ∶ im is also 1. Therefore, the bicausallity

could also be propagated from SfSe ∶ im to DfDe ∶ Ŵb
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Figure 3.6: BG model of the DC-motor in bicausality for estimation of FGY .

Remark. The bicausality could not be propagated from SfSe ∶ ωm to SSf ∶ Ŵb because

the rules of the bicausality affectation would be violated.
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The fault estimation equations (3.7) are then obtained by covering the bicausal

path as follows:

e11 = e12 + e13 − e14 − e15, e15 = 0, e11 = e10 = e9 = e8,

e8 = J2.
dωm
dt

+ f2.ωm + τL, f7 =
e8

kn
,

f6 = f7 − f5, f6 =
J2.

dωm

dt + f2.ωm + τL

kn
− im,

F̂GY =
f6

im
, (3.7)

This reasoning enables to compensate not only the isolable faults but also non-

isolable faults if the following structural conditions are respected.

• Let us define Dset = {Dfh,Deg ∣h + g = 1, . . . v}, where v is the total number of

detectors in the system. Therefore detectors can not belong to the triggered fault

signature F b
sig, which means the following: Dset ∩ F b

sig = ∅.

• When the bicausality is assigned for fault estimation, all storage elements belong-

ing to the causal paths used for fault estimation must be in derivative causality.

• The faulty element is isolable or the junction is isolable. This means that we do

not know the exact faulty location but all possible faults are associated to the

same junction.

Hypothesis 3.2. The structure of the system does not change. This means that the

faulty elements do not have to be removed from the BG model of the system.

The given conditions enable to extend the structural recoverability results presented

in Chapter 2. Actually, the set of faults that can be compensated may increase.

Let us consider that the fault is not isolable and Dset ∩ F b
sig = ∅. Hence, to be able

to compensate the fault with this technique, the triggered fault signature F b
sig can only

contain a set of the following elements (R,I,C,Se,Sf,MSe,MSf ).
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To obtain the additional power, the fault is modeled in one of the elements belonging

to the triggered fault signature {R, I,C,Se,Sf,MSe,MSf} ∈ F b
sig. To select it, we

must take into account that the storage elements (I, C ) do not affect the system

during steady state periods. For this reason, the BG-LFT must not be applied to them

if F b
sig contains R or sources elements. For example, consider that a fault is presented

in an R-element and that the BG-LFT for fault modeling is applied on an I element

with the same fault signature. Since during steady state the estimated fault on the I−

element is equal to zero F̂I = 0, the power generated by the fault could not be obtained

during steady state operation. On the other hand, if the fault is modeled on an R-

element when the actual fault is in the I- element, FR would be equal to zero during the

steady state (FR = 0) and different from zero during transient periods FR /= 0. Thus,

emulating correctly the fault on I.

Finally, for the type of non-isolable faults with isolable junction, the estimated

power caused by the fault is injected onto this junction. To present the validity of the

structural analysis results, we propose to use inverse model for control. This is used

because it can be easily obtained from the BG model, and it is able to consider the

fault effects in a straight forward manner.

3.3 Model inversion

Contrarily to the direct model, an inversion of the direct model is used to know which

inputs are required given the desired outputs. The BG modeling tool has proven to be

a powerful tool not only for modeling the direct model of a system but also to obtain

its inverse model. In fact, the BG model inversion is done by the bicausal notion.

The idea of using the bicausality for system inversion is motivated by its computation

capabilities. As aforementioned, the bicausality enables to impose both power variables

as an output of the SeSf elements. A general representation of the BG model for direct

and inverse system is presented in Figure 3.7 and 3.8, respectively.
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Figure 3.7: General representation of a BG direct model.
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Figure 3.8: General representation of a BG inverse model.

In the direct BG model depicted in Figure 3.7, the system receives e1 = u as an

input, while the measured output is e0 = y. Hence, the power variable of flow (f1)

conjugated with the power variable of effort (e1), is deduced from the system. On the

other hand, if we desire to obtain the system inversion (Figure 3.8), the power variable

e0 = y and its conjugated f0 are the inputs of the inverse system. However, in order to

do not furnish power to the system, the input flow must be set to zero (f0 = 0). After

propagation of the bicausality from output to input, we reach the input variable e1 = u

while leaving f1 free, being an output of the inverse system.

The procedure 3.1 presented in [Fotsu-Ngwompo 1997, Jardin 2010], enables to

propagate the bicausality in order to construct the inverse model of a system with m

inputs and m outputs. Before recalling the procedure of the system inversion, let us

introduce some helpful definitions:

Definition 3.2. [Wu 1995] In an acausal bond graph model, a power line between

two components is a series of power bonds and junctions structure elements connecting

these two components.

Definition 3.3. An input output (I/O) power line is a power line between two BG

elements, in which one element contain an input variable and the other element contain

an output one.

Definition 3.4. ([Fotsu-Ngwompo 1997]) Two I/O causal paths are said to be disjoint
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if they have no common variable.

Invertibility conditions can be found in [Jardin 2008] and it consists in finding:

1. At least one set of input/output disjoint power lines;

2. and, at least on set of input/output disjoint causal paths,

if the requires sets exist, then it can be concluded that the model is invertible.

Procedure 3.1. Bicausality assignment for model inversion (procedure SCAPI)

([Fotsu-Ngwompo 1997])

1. In the BG model with preferred integral causality, select a set of disjoint I/O

power lines associated with a set of disjoint I/O causal paths. If such sets do not

exist, the model is not invertible and the procedure stops.

2. In an acausal BG model, replace the source elements (and detectors) associated

to the inputs (and outputs) by double detector DeDf (and double source SeSf).

3. For each element of which causality is imposed (sources, elements with non-

invertible constitutive laws) assign it with its causality and propagate the causality

through the junction structure, taking into account the causality constraints of 0−

and 1−junctions and GY −, TF− elements.

4. Along each power selected on the first step, propagate the bicausality from the

double source to the double detector and propagate the causality through the junc-

tion structure, taking into account the causality constraints of 0− and 1−junctions

and GY −, TF− elements.

5. Choose any energy storage element (C or I) without causality, and assign a pre-

ferred integral causality to it. Propagate the causality as far as possible. Re-do

this step until all storage elements are causalled.

6. If some R−elements remain not causally determined, assign a causality to one

and propagate it as previously. Repeat this step until all R−elements are causally

determined.
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7. If the BG model is not completely causally determined, assign a causality on a

bond and propagate it as previously. Repeat this step until all bonds are causally

determined.

This procedure of inversion can be easily used to obtain an input sequence to satisfy

a constraint given in the form of an output sequence. Actually, if the fault modeling

is considered when obtaining the inverse model of the system, the sequence of inputs

satisfying the desired outputs also consider the effects of the fault and compensate

them.

To clarify the concept of BG model inversion, let us consider the DC-motor example.

In Figure 3.9, the I/O power line is presented between Se ∶ Uv and Df ∶ ωm (red arrow).

eLI : MJI :

iDf : mDf ω:

:Se U 1 1GY S
vU

LU

eU eτ

Jτi ω

ω

miDf : mDf ω:

: vSe U 1 1GY
ek:

LSe τ−:

RU fτ
Lτi

i

i ω

ω

eRR : MfR :

Figure 3.9: I/O power line, deduced from the acausal BG model of the DC-motor.

To obtain the inverse model, the detector Df ∶ ωm is replaced by a double source

SfSe ∶ ωdes, where ωdes is the desired angular velocity of the motor. Moreover, the input

source Se ∶ Uv is replace by a double detector DeDf ∶ Ureq, where Ureq is the voltage

required to obtain ωdes as an output.
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Figure 3.10: Inverse BG model of the DC-motor with the representation in the form
of block diagram of the DC-motor physical process.

3.4 Bond graph fault tolerant control through power

variable compensation

The concept of system inversion together with the supply of the power caused by

the fault into BG model gives the basis to compute appropriate control actions that

compensate the faults. The effects of the fault can then be compensated, by feeding

the power generated by the fault in the correct place, so that the inverse system control

is able to consider them. Logically, the ability to compensate the fault is dependent

on the capacity of the actuators.

Remark. The introduction of the BG-LFT for fault modeling does not affect the

invertibility of the system.

In addition, let us consider again the presence of a fault in the GY element. The

inverse model is obtained by propagating the bicausality from SfSe ∶ ωdes toDeDf ∶ Ureq,

as depicted in Figure 3.11.
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Figure 3.11: BG inverse model for GY fault compensation.

By covering the bicausal path, one can derive the required input (Ureq) that fur-

nishes the desired output (ωdes) as follows (3.8):

ωdes= f14 = f13 = f12 = f11 = f10, e11 = e12 + e13 − e14 − e15, e15 = 0,

e8 = e9 = e10 = e11, e8 = J2
dωdes
dt

+ f2.ωdes + τL

f9 = Ŵb = −F̂GY .ωdes, f8 = f10 − f9,

e7 = f8.kn f7 =
e8

kn
, f6 = Ŵa = F̂GY .i,

f5 = f7 − f6, e5 = e6 = e7, f1 = f2 = f3 = f4 = f5,

Ureq= e1 = e2 + e3 + e4, Ureq = L1
df2

dt
+R1f3 + e4. (3.8)

Finally, when the bicausality is assigned, we must verify if the causality of the pas-

sive elements is not inverted, else the BG-LFT must be modified for system inversion.

For instance, consider the R−element is conductive causality as depicted in Figure

3.12-(a) with its associated BG-LFT for fault modeling 3.12-(b).

If a bicausality is propagated through the junction associated to this R−element,

the conductive causality changes automatically to a resistive one. This occurs to avoid

a causal conflict (Figure 3.13-(a)). Therefore, the faulty modeling is also modified as

presented in Figure 3.13-(b).
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Figure 3.12: (a) - R−element in conductive causality associated to a 1−junction, (b) -
BF-LFT for fault modeling of the R−element in conductive causality.
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Figure 3.13: (a) - R−element in resistive causality associated to a bicausaled 1−junction,
(b) - BF-LFT for fault modeling of the R−element in resistive causality.

Bellow, it is presented the procedure for obtaining the inverse BG model of the

system together with the fault effects.
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Procedure 3.2. (Procedure to obtain the inverse system with the fault effects)

1. From the acausal bond graph model obtain the inverse model,

2. Based on the fault information apply the BG-LFT as follows:

• Fault is isolable. Apply the BG-LFT on the faulty parameter.

• Junction is isolable and no sensor belongs to the triggered fault signature.

Apply the BG-LFT on an R-element or a source associated to the ”faulty”

junction.

For clarification purposes, we propose to perform simple simulation on a DC-motor

with a fault in the inertial element (I ∶ L1) of the electrical part of the system. This

fault is not isolable, as depicted in FSM (Table 2.4), the fault signature is as follows:

Fsig = [1,0,0,0], hence {Se ∶ Uv,R1, L1} ∈ F b
sig. The fault is introduced at 20sec, and as

depicted in Figure 3.15 when no compensation is performed, the system can not follow

the desired angular velocity.

The junction is isolable, and the fault is modeled on the R1 element using the

procedure presented in Figure 3.13. The overall scheme of the proposed procedure in

the form of block diagram is given in Figure 3.14. In this case, the required inputs (Ureq)

obtained from the inverse system are able to compensate the fault as depicted in Figure

3.16. The first graph depicts the tracked velocity, the second presents the tracking error

while the third shows the estimation of the power generated by the power. As it can

be concluded, even though the estimation of the power generated by the power is not

performed in the exact faulty element, the fault effects are compensated.

3.5 Conclusions

In this chapter, we proposed a novel way to consider the fault recoverability with respect

to fault compensation. By exploiting this idea, we proposed a set of structural

conditions that enable to verify the set of faults that can be compensated
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Figure 3.14: Local adaptive compensation schme in the form of block diagram.
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Figure 3.15: Simulation results when the fault is not compensated.

with this approach. To this end, the energetic structure of the BG graph is used to

represent the faults as modulated sources that are known from the fault estimation

procedure. This property of the bond graphs is interesting in the sense that as long as

we know the power generated by the fault, component fault isolation is not a necessary

condition. To validate the given structural results, a local adaptive fault compensation

strategy is presented. Hence, once a bond graph model of the faulty system is obtained,

the notion of bicausality is applied to obtain the inverse system. This inverse system

enable to compute appropriate control actions that compensate the faults. Finally,

further results of this method will be given in Chapter 4.
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Figure 3.16: Simulation results when the fault is compensated.
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Chapter 4

Case study: Co-simulations on a

heavy size Intelligent Autonomous

Vehicle
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Case study: Co-simulations on a heavy size Intelligent Autonomous
Vehicle

4.1 Introduction

This chapter is reserved to the validation of the contributions previously presented

in Chapters 2 and 3 on a Multi-Input Multi-Ouput (MIMO) redundant Heavy-Sized

Intelligent Autonomous vehicle (IAV), named RobuTAINeR. This vehicle has been

conceived for the European project InTraDE (Intelligent Transportation for Dynamic

Environment [InTraDE 2012]), and it is in its final development stage. Intelligent

Transport Systems (ITS) are advanced applications that associate information and

communication technologies (ICT) to vehicles and their infrastructures in order to in-

crease safety, reliability, efficiency and reduce traffic. One of the main components

belonging to ITS are intelligent autonomous vehicles (IAV), which can be used for the

transportation of people or goods. The major objective of developing IAVs is to enable

its safe operation inside confined and private areas, such as the seaport terminal de-

picted in Figure 4.1, or on existing roadway network without any human interaction.

Hence, the road infrastructures do not have to be especially adapted to these vehicles.

If the IAV are used in daily life, several advantages with respect to economical, envi-

ronmental and society contexts can be presented. For instance, accidents, which are

mostly caused by human errors, can be prevented since the controller algorithms are

more reactive than human drivers. Traffic congestion can be improved, when the num-

ber of vehicles is dense according to road length because they can adapt their velocities

and their trajectories according to the traffic and the environment status.

4.2 Intelligent autonomous vehicle description and

modeling

RobuTAINeRs is an IAV designed to handle 20ft containers and two identical vehicles

can be coupled together in order to transport a 40ft container. This IAV can carry

either a container as directly deposited by an external handling system such as a crane

or a container placed on a table with the table being taken as well as the container.
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Figure 4.1: Confined space of port terminal.

The Figure of the IAV is depicted in Figure 4.2. It is composed of six main sub-

systems, which are: vehicle body, air suspension, traction and braking wheel, steering

motor, traction motor, and braking system. The rear and front wheels can be inde-

pendently steered by four steering motors. Each driving wheel is driven independently

and brakes can also be independently applied to the braking wheels.

( )a ( )b

Figure 4.2: (a) CAD figure of RobuTAINeRs prototype, (b) Real RobuTAINeR picture.
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Each jth wheel frame j ∈ [1,4] is coupled with both jth traction and jth braking

wheels, as shown in Figure 4.3, which are then connected to the vehicle body by the

air suspension. j = 1 and j = 2 are associated with the front left (FL) and front right

(FR) subsystems, respectively. While j = 3 and j = 4 are associated with the rear left

(RL) and rear right (RR) subsystems, respectively. The vehicle is controlled with four

decentralized traction DC-motors, and steered with four independent steering electro-

hydraulic motors. Moreover, the brakes are also independently applied on the dual

wheels.

Steering Actuator

Braking System
at parking state 

Traction Actuator

Figure 4.3: CAD figure of RobuTAINeRs wheel frame with steering and traction motor.

4.2.1 RobuTAINeRs quarter vehicle modeling

The considered dynamics in this work are the electromechanical systems for traction,

together with the longitudinal, lateral and yaw dynamics of the chassis. The maximal

velocity applied on the vehicle is 25km/h, and the road surface is assumed uniform.

Therefore, some dynamics have neglected effects on the whole vehicle motion, such as:

• Pitch and roll dynamics.

• Suspension dynamics.
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Finally, the considered dynamics for this case study are the electromechanical model

of the traction system, the longitudinal, lateral, and yaw dynamics on the center of

gravity (CoG) of the vehicle.

The electromechanical traction subsystem is composed of four main parts as il-

lustrated in the word bond graph in Figure 4.4, where the major components of the

subsystem and their interconnections are represented. This components are a DC-

motor, which is the combination of electrical and mechanical dynamics, a gear, and

the wheel in interaction with the ground as depicted in Figure 4.5.

DC motor 
electrical part

DC motor 
mechanical part G

ea
r Wheel + 

Ground
Γ

ejθ&

1Γ

ejθ&

1ΓjN

sjθ&

vjU

jiVo
lta

ge
 

So
ur
ce

Figure 4.4: Word bond graph of a quarter RobuTAINeRs (electromechanical subsys-
tem).

1. Electrical part of the DC-motor : It corresponds to an RL circuit composed of

an input voltage U0j, an electrical resistance Rej, and an inductance Lej. In

the BG model, these components are modeled, respectively with a Se, R, and I

elements. Moreover, there is also an electromotive force feedback EMF (with a

constant kej) that is modeled with a GY element.

2. Mechanical part of the DC-motor : It is characterized by the rotor inertia Jej, a

viscous friction parameter fej, and the shaft rigidity Kj. In the BG model, these

components are modeled, respectively with a I, R, and C elements.

3. Gear part : It is defined by reduction constant Nj, and it links the mechanical

part of the DC-motor to the wheel. This part is represented in a BG model by a

TF element.

4. Wheel + ground part : The wheel in interaction with the ground through the tire

represents the load of the electromechanical system. It is characterized by its

inertia I ∶ Jsj, a viscous friction parameter R ∶ fsj the longitudinal contact effort
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MSe ∶ Flj, which is a modulated and a nonlinear identified effort source. Finally,

the radius is defined by r and it is considered static and the same for all the

wheels.

The measurement architecture of these subsystems is composed of a current (ij),

the angular position of the rotor (θej), and the angular position of the wheel (θsj)

sensors. They are represented on the BG model by imj, and the angular velocities (θ̇ej,

and θ̇sj) computed from the measurement of the positions.

−
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Figure 4.5: Bond graph of a quarter RobuTAINeRs (electromechanical subsystem).

The state space equations of the jth electromechanical subsystem can be deduced

from the BG model. The number of state variables is equal to the number of dynamic

elements I and C in integral causality. From Figure 4.5, one can conclude the existence

of four state variables. The state equations of the jth electromechanical system appear

below as equation (4.16), where pLj, pJj, qKj and pSj are the energy variables of Lej,

Jej, Kj, and Jsj elements, respectively.
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The development of the dynamic equations from the BG model of Figure 4.5 is

presented below.

Constraints of structure CS

11 − junction ∶

f1 = f2 = f3 = f4 = ij,

e1 − e2 − e3 + e4 = 0. (4.1)

12 − junction ∶

f5 = f6 = f7 = f8 = θ̇ej,

e5 − e6 − e7 − e8 = 0. (4.2)

0 − junction ∶

e8 = e9 = e10,

f8 − f9 − f10 = 0. (4.3)

13 − junction ∶

f11 = f12 = f13 = f14 = θ̇sj,

e11 − e12 − e13 + e14 = 0. (4.4)

Gyrator GY ∶ kej

e5 = f4kej,

e4 = f5kej. (4.5)

Transformer TF ∶ 1/Nj

f10 = f11Nj,

e11 = e10Nj. (4.6)
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Behavioral equations CB

I ∶ Lej −Element ∶ f2 =
1
Lej ∫

e2, (4.7)

I ∶ Jej −Element ∶ f6 =
1
Jej ∫

e6, (4.8)

C ∶Kj −Element ∶ e9 =Kj ∫ f9, (4.9)

I ∶ Jsj −Element ∶ f12 =
1
Jsj ∫

e12.(4.10)

R ∶ Rej −Element ∶ e3 = Rejf3, (4.11)

R ∶ fej −Element ∶ e7 = fejf7, (4.12)

R ∶ fsj −Element ∶ e13 = fsjf13, (4.13)

Knowing that:

x1 = pLj = ∫ e2, x2 = pJj = ∫ e6,

x3 = qKj = ∫ f9, x4 = pSj = ∫ e12. (4.14)

The following dynamic equations are obtained:

ṗLj = e2 = −
Rej

Lej
pLj −

kej
Jej

pJj +U0j,

ṗJj = e6 =
kej
Lej

pLj −
fej
Jej

pJj −KjqKj,

q̇Kj = f9 =
1

Jej
pJj −

Nj

Jsj
pSj,

ṗSj = e12 = NKjqKj −
fsj
Jsj

pSj − Flj.r. (4.15)

This can be represented in the state space format as follows (4.16) :
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Ẋ
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⎢
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⎥
⎥
⎥
⎥
⎥
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. (4.16)

After generalization of the quarter dynamic model for traction, the overall BG

model of the vehicle with the considered dynamics is illustrated in Figure 4.6. In

addition to the traction dynamic models, this model also considers the longitudinal,

lateral and yaw dynamics. Where, a and b are respectively the distances from the

vehicle CoG to the front and the rear axles, and c is the distance of the left and right

wheels from the longitudinal vehicle axis.

Fcj is the cornering force transmitted to the wheel, and it is calculated in [Soc 2001]

and given as follows.

Fcj =
m(θ̇sj.r)2

d
, (4.17)

where d is the radius of the bend, and m the mass of the vehicle. Moreover, Flj is the

longitudinal contact effort and is generated as a function of the longitudinal velocity

(u̇), and of the angular one (θ̇sj), as illustrated by the canonical curve estimated from

the nonlinear model of [Pacejka 1991], and represented by (4.19).

Flj = [δ0 − δ1e
−β∣(u̇−rθ̇sj)∣ − δ2(u̇ − rθ̇sj)].sign(u̇ − rθ̇sj), (4.18)
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Figure 4.6: BG model of RobuTAINeR’s.

where δ0, and δ1 are the dry and the stiction forces [N], respectively. δ2 is the viscous

coefficient [N ○/s]. β is the stiction coefficient. Knowing that the slip velocity (u̇−Rθ̇sj)

is small at a maximum operated velocity of CoG (25Km/h), then the stictius and

viscous behaviors of Flj are neglected. Thus equation (4.19) is simplified to coulomb

friction behavior [R. Merzouki 2007], as follows:

Flj = δ0.sign(u̇ − rθ̇sj). (4.19)

Fx1, and Fy1 are computed by following the paths from bonds 1 and 2 , to bonds

9 and 13 of Figure 4.6.

Fx1 = Fl1cos(α1) − Fc1sin(α1),

Fy1 = Fl1sin(α1) + Fc1cos(α1).
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The same can be obtained for the remaining forces. From the BG model one can also

obtain the mathematical expressions that model the vehicle motion of the longitudinal

dynamics (4.20), the lateral one is presented in (4.21), and the yaw in (4.22). The terms

m.ψ̇.v̇ and m.ψ̇.u̇ are respectively the effects of the yaw dynamics in the longitudinal

and lateral directions.

m.ü = Fx1 + Fx2 + Fx3 + Fx4 +m.ψ̇.v̇, (4.20)

m.v̈ = Fy1 + Fy2 + Fy3 + Fy4 −m.ψ̇.u̇, (4.21)

J.ψ̈ = [−Fx1 + Fx2 + Fx3 − Fx4].c + [Fy1 + Fy2].a − [Fy3 + Fy4].b. (4.22)

4.3 Structural analysis for fault tolerance

Structural analysis of fault tolerance require the following steps:

• Associate the system objectives to the BG model;

• Perform fault diagnosis to obtain the FSM, and locate the existence of PBs;

• From the different fault signatures evaluate the level of fault tolerance.

The desired objective (Σo) are defined as driving the RobuTAINeR at a desired lon-

gitudinal, lateral, and yaw velocities (u̇d, v̇d, ψ̇d). The diagnosis procedure is presented

in the following subsection.

4.3.1 Diagnosis procedure

Recalling that to generate ARRs from the BG model, the system must be in derivative

causality and the detectors dualized if possible. This procedure is applied to the BG

model of the electromechanical subsystem (Figure 4.5) and the following model depicted

in Figure 4.7 is obtained.

We remark that the element used to model the shaft rigidity (C ∶ 1
Kj

) do not accept

a derivative causality. However, since its initial conditions are known (θej(0) = θej(0) =

0), it can be presented in integral causality.
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Figure 4.7: BG model of the jth electromechanical subsystem in derivative causality.

By applying the causality inversion method, the following ARRs are obtained.

ARR1j ∶ U0j −Lej
dimj
dt

−Rejimj − kej θ̇emj = 0, (4.23)

ARR2j ∶ kejimj − fej θ̇ej − Jej
dθ̇ej
dt

−Kj(θej − θsjNj) = 0, (4.24)

ARR3j ∶ NjKj(θej −Njθsj) − Jsj
dθ̇sj
dt

− fsj θ̇sj − Fljr = 0. (4.25)

From the structure of these ARRs, the fault signature matrix (FSM) presented in

Table 4.1 is deduced.

We remark that with these ARRs, the detector θ̇ej is the only fault that can be

isolated. To improve these results we apply the procedure detailed in Chapter 2,

Subsection 2.4.6.

From the first three columns of the FSM (Table 4.1), it is possible to conclude

that the detector Df ∶ imj is not isolable. ARR1j ∶ f1j(imj, θ̇ej, . . .) = 0 ∧ ARR2j ∶

f2j(imj, θ̇ej, θ̇sj, . . .) = 0. Then, it is possible to compute an extra ARR (ARR4j),

without using Df ∶ imj for diagnosis, so that ARR4j ∶ f4j(θ̇ej, θ̇sj, . . .) = 0.

To this end, the virtual double detector DfDe
∗
∶ î is added to the junction associated

with Df ∶ imj, and SSf ∶ θ̇ej is replaced by a double source SfSe ∶ θ̇ej. Finally, the

bicausality is propagated from SfSe ∶ θ̇ej to DfDe
∗
∶ î, as depicted in Figure 4.8, in

order to estimate the current (̂i). This estimation is used to compute ARR4j.
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Table 4.1: Fault Signature Matrix (FSM) of the jth electromechanical system.

Part Comp. Residuals Db Ib
- - r1j r2j r3j − −

E
le

ct
ri

ca
l

Se ∶ U0j 1 0 0 1 0

I ∶ Lej 1 0 0 1 0

R ∶ Rej 1 0 0 1 0

Df ∶ imj 1 1 0 1 0

GY ∶ kej 1 1 0 1 0

M
ec

h
an

ic
al

Df ∶ θ̇ej 1 1 1 1 1

R ∶ fej 0 1 0 1 0

I ∶ Jej 0 1 0 1 0

C ∶Kj 0 1 1 1 0

TF ∶ Nj 0 1 1 1 0

L
oa

d
(T

y
re

+
G

ro
u
n
d
) Df ∶ θ̇sj 0 1 1 1 0

R ∶ fsj 0 0 1 1 0

I ∶ Jsj 0 0 1 1 0

TF ∶ r 0 0 1 1 0

MSe ∶ Flj 0 0 1 1 0
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Figure 4.8: BG model of the jth electromechanical subsystem in bicausality for estima-
tion of current îj .

îj= (Jej
dθ̇ej
dt

+ fej θ̇ej +Kj(θej −Nθsj))
1

kej
. (4.26)

Finally, in order to obtain ARR4j (4.27), imj is replaced by îj in ARR1j.

ARR4j ∶ U0j −Rej î −Lej
d̂i

dt
− kej θ̇ej = 0. (4.27)
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Moreover, from the first four columns of Table 4.2, the detector Df ∶ θ̇sj is not

isolable. ARR2j ∶ f2j(imj, θ̇ej, θ̇sj, . . .) = 0 ∧ ARR3j ∶ f3j(θ̇ej, θ̇sj, . . .) = 0. Then it is

possible to compute an extra ARR (ARR5j), from the junction associated to SSf ∶ θ̇sj,

so that ARR5j ∶ f5j(θ̇im , θ̇ej, . . .) = 0.

e8 = kejim − θ̇ejfej − Jej
dθ̇ej
dt

, (4.28)

ˆ̇θsj =
1

Nj

(θ̇ej −
1

Kj

de8

dt
), (4.29)

ARR5j ∶ NjKj(θej −Nj θ̂sj) − Jsj
d ˆ̇θsj
dt

− fsj
ˆ̇θsj − Fljr = 0. (4.30)

These five ARRs are used to compute a new FSM, illustrated in Table 4.2. We

remark that all the system components are detectable and the set of isolable faults is

the following: [Df ∶ imj, kej,Df ∶ θ̇emj,Df ∶ θ̇smj]. Therefore, with these extensions,

three new faults are isolable.

In addition, we remark the presence of a possible PB in each jth electromechanical

system. We consider that the converter of electrical energy to mechanical torque may

provoke this situation, because (kej) is considered controlled. Then, it is possible to

deduce that by setting the component MGY ∶ kej to zero (kej = 0), the dynamics of

electrical subsystem are removed from the mechanical one of DC-motor. This can also

be mathematically represented in (4.16). Actually, if kej = 0, the state pL do not affect

the ones of state pJ , and vice-versa. Physically, here the PB corresponds to the absence

of the magnetic field that generates the mechanical torque.

Once this analysis have been performed, the evaluation of fault tolerance with

respect to the different fault signatures is performed.

4.3.2 Structural fault tolerance analysis procedure

To detail the procedure of the algorithm of Figure 2.17, given in Chapter 2, two fault

scenarios are considered:
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Table 4.2: Fault Signature Matrix (FSM) of the jth electromechanical system.

Part Comp. Residuals Db Ib
- - r1j r2j r3j r4j r5j − −

E
le

ct
ri

ca
l

Se ∶ U0j 1 0 0 1 0 1 0

I ∶ Lej 1 0 0 1 0 1 0

R ∶ Rej 1 0 0 1 0 1 0

Df ∶ imj 1 1 0 0 1 1 1

GY ∶ kej 1 1 0 1 1 1 1

M
ec

h
an

ic
al

Df ∶ θ̇ej 1 1 1 1 1 1 1

R ∶ fej 0 1 0 1 1 1 0

I ∶ Jej 0 1 0 1 1 1 0

C ∶Kj 0 1 1 1 1 1 0

TF ∶ Nj 0 1 1 1 1 1 0

L
oa

d
(T

y
re

+
G

ro
u
n
d
) Df ∶ θ̇sj 0 1 1 1 0 1 1

R ∶ fsj 0 0 1 0 1 1 0

I ∶ Jsj 0 0 1 0 1 1 0

TF ∶ r 0 0 1 0 1 1 0

MSe ∶ Flj 0 0 1 0 1 1 0

• First scenario: Fault on the input source of the front left electromechanical

subsystem (Se ∶ U01).

• Second scenario: Plant fault on the viscous friction parameter of the wheel

(R ∶ fs1) .

The considered faults in these analyses are only contained in the electromechanical

traction system of the RobuTAINeR. Nevertheless, the analysis of recoverability is

provided based on its influences on the global vehicle. Two single fault scenarios were

considered.

First scenario: Let us start by considering an input fault Se ∶ U01 introduced in

the front left actuated subsystem. To verify the structural ability of the system to cope

with this fault signature, the algorithm (Figure 2.17) begins and then it follows the

following steps:
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1. From step 1 , the FDI information is obtained and the triggered fault signature

is F b
sig = [1,0,0,1,0].

2. The elements Se ∶ U01, Re1, and Le1 have the same triggered fault signature

(VU01 = VRe1 = VLe1 = [1,0,0,1,0]). Thus, the answer from step 2 is ”No”

because we are not able to isolate either an actuator or a sensor fault.

3. Then the algorithm follows to 22 and, since the fault is not isolable, the answer

is also ”No”.

4. The next step 23 , the algorithm searches a PB.

5. Having in mind PB conditions (1), and (2) presented in Chapter 2, a PB is found

as illustrated in Figure 4.9. So the dynamics of the unknown faulty element can

be removed from Σo. Consequently, the answer of step 24 is ”Yes”.

6. In step 25 , Σ
′

is created.

7. Finally, in step 26 , the system must remain controllable, observable and mon-

itorable. The healthy 1st electromechanical system does not have a directed

actuated input. Nevertheless, the contact effort (Fl1) is an undirected source.

Moreover, I ∶ m, and I ∶ J remain controllable with the remaining healthy actu-

ated system, hence the answer of this step is ”Yes.”

8. It is then concluded from a structural point of view that the existing fault can

be handled by applying a system reconfiguration technique.

Second scenario: In this case, let us consider a fault in the viscous friction pa-

rameter fsj. Again, the algorithm is initialized, and it follows the following steps:

1. From step 1 , the FDI information is obtained and the triggered fault signature

is F b
sig = [0,0,1,0,1] and the set of elements belonging to it are: F b

sig = {R ∶ fsj, I ∶

Jsj,MSe ∶ Flj, TF ∶ r}.

2. The algorithm follows to step 2 and its output is ”No”.
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Figure 4.9: BG of the 1st electromechanical system with a PB label in the MGY ∶ ke1
element.

3. The next step is 22 and, since the fault is not isolable, the answer is also ”No”.

4. The search of a PB is done the step 23 , and in this case, it is not found. Hence,

the dynamics of the unknown faulty element can not be prevented from affecting

the Σo.

5. Indeed, since the unknown fault dynamics keep affecting the system objectives,

it is not possible to assure safety if the system is kept under operation.

By applying this procedure offline, to the complete set of possible fault signatures,

the following Fault Signature and recoverability Matrix (FSRM) is obtained (Table 4.3).

We notice that, the detector Df ∶ θsj represents a control sensor, while the detectors

Df ∶ imj, Df ∶ θ̇ej, model diagnosis sensors. Therefore, a fault in either Df ∶ imj, or

Df ∶ θ̇ej do not affect the ability of the system to be controlled. Hence, we introduce

a (−) in its corresponding entry of SR and SA columns in the FSRM (Table 4.3).

From Table 4.3, one can define the set of critical fault signatures CFsig, and the set

of critical fault elements CFele, as follows:

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

CFsig = {[0,1,0,1,1], [0,1,1,1,1], [0,0,1,0,1]}

CFele = {fej, Jej,C ∶Kj,Nj, fsj, Jsj, F lj, r}.

(4.31)

We remark that fault accommodation can only be performed in the gyrator (GY ∶

kej) element and on the wheel velocity sensor (θ̇sj). This is because, in both of them,
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Table 4.3: Fault Signature and recoverability Matrix (FSRM) of the jth electromechan-
ical system.

Part Comp. Residuals Db Ib SR SA
- - r1j r2j r3j r4j r5j − − − −

E
le

ct
ri

ca
l

Se ∶ U0j 1 0 0 1 0 1 0 1 0

I ∶ Lej 1 0 0 1 0 1 0 1 0

R ∶ Rej 1 0 0 1 0 1 0 1 0

Df ∶ imj 1 1 0 0 1 1 1 - -

GY ∶ kej 1 1 0 1 1 1 1 1 1

M
ec

h
an

ic
al

Df ∶ θ̇ej 1 1 1 1 1 1 1 - -

R ∶ fej 0 1 0 1 1 1 0 0 0

I ∶ Jej 0 1 0 1 1 1 0 0 0

C ∶Kj 0 1 1 1 1 1 0 0 0

TF ∶ Nj 0 1 1 1 1 1 0 0 0

L
oa

d
(T

y
re

+
G

ro
u
n
d
) Df ∶ θ̇sj 0 1 1 1 0 1 1 0 1

R ∶ fsj 0 0 1 0 1 1 0 0 0

I ∶ Jsj 0 0 1 0 1 1 0 0 0

TF ∶ r 0 0 1 0 1 1 0 0 0

MSe ∶ Flj 0 0 1 0 1 1 0 0 0

the fault can be isolated and estimated. However, estimation of the sensor measures

may not be interesting. In fact, it depends on the designer specifications. With respect

to reconfiguration, faults on the electrical part of the system can be tolerated. Also

the system can be reconfigured in the presence of (θ̇sj) because it remains observable

with the remaining healthy sensors.

Co-simulation validation:

To validate the structural results, co-simulations are presented for the first sce-

nario. The results are performed on a vehicle dynamic simulator software (SCANeR

Studio)[OKTAL 2012] that gives a three dimensional performance of the vehicle model

in response to input controls. The latter is a validated automotive driving simula-

tor, dedicated to engineering and research. In the following co-simulation results are

produced using two external programs under independent supports, where data is ex-

changed between the two programs. In this case, we co-simulate between a program im-
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plemented under Matlab/Simulink environment and SCANeR Studio simulator. Since

RobuTAINeR still under development, for the following results, the whole dynam-

ics of the RobuTAINeR were furnished by the SCANeR Studio, based on the vehicle

characteristics obtained from RobuTAINeR developer’s. So we use this platform to

co-simulate the controller and the dynamics of the actuated electromechanical traction

subsystem developed on Matlab/Simulink (Figure 4.10).

Wheel Frame SCANeR Vehicle driving Simulator 

In
te

rface
 

SC
A

N
e

R
 

Figure 4.10: SCANeR Studio driving simulator and the wheel frame of RobuTAINeR
that was modeled with Matlab/Simulink.

To perform the co-simulations, we considered a section of an existing course on

the Radicatel terminal at the port of Rouen, Normandie - France, partner in InTraDE

project. The trajectory in the Terminal of Radicatel is presented in Figure 8 (red

line) and in 2D real coordinates. It is based on tracking a slightly curvy road until

RobuTAINeR arrives to a roundabout. Then, the vehicle drives around the roundabout

and exits it when a turn of approximately 360 degrees is completed. Finally, a straight

line must be tracked.

The parameters of the RobuTAINeR are defined in Table 4.4.

The input fault is Se ∶ U01 introduced in the front left actuated subsystem at 50s,

which triggers r11, as depicted in Figure 4.12. The red dashed lines represent robust

thresholds. These are obtained with respect to parameter [Djeziri 2007b] and measure-

ment [Touati 2011] uncertainties. As previously explained, this fault can be tolerated

by system reconfiguration. To validate the structural results, we have switched the

control strategy, where only the rear wheels are actuated. The trajectory tracked by
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Figure 4.11: Radicatel terminal with desired trajectory on SCANeR Studio software.

RobuTainer is given in Figure 4.13. It is concluded from this figure that the desired

trajectory remains tracked, even after the fault occurrence.
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Figure 4.12: Residuals of the front left electromechanical subsystem, under input faulty
conditions

4.3.3 Structural analysis for local adaptive compensation

It is clear from Table 4.3, that by the classical conditions for fault compensating with

fault accommodation or system reconfiguration, a small set of faults can be tolerated.
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Subsystem Nominal values

Electromechanical

Lej 0.022 (H)

subsystem

Rej 1.5 (Ω)

kej 2.37 (N.m/A)

Jej 0.00177 (Kg.m2)

fej 0.3068 (N.m.sec.rad−1)

Jsj 2 (Kg.m2)

fs 0.2 (N.m.sec.rad−1)

Nj 0.1 −

r 0.36 (m)

Vehicle body

m 2917.2 Kg
J 1756.6 Kgm2

a 2.3 m
b 2.3 m
c 0.86 m

Table 4.4: System parameters
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Figure 4.13: Desired trajectory (solid line) and tracking results when operating under
input faulty (dotted line) conditions.

To this end, we proposed new structural conditions for a local adaptive fault com-

pensation in Chapter 3. By applying these conditions into the jth electromechanical

subsystems, we can conclude from Table 4.3 that we have three isolated junctions

with no detectors contained in their fault signatures, and the isolation of the element
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MGY ∶ kej. These junctions are the following:

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

11 − junction ∶ F b
sig = {[1,0,0,1,0]}

Elements ∶ {Se ∶ U0j,R ∶ Rej, I ∶ Iej}

(4.32)

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

12 − junction ∶ F b
sig = {[0,1,0,1,1],}

Elements ∶ {R ∶ fej, I ∶ Jej}

(4.33)

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

13 − junction ∶ F b
sig = {[0,0,1,0,1],}

Elements ∶ {R ∶ fsj, I ∶ Jsj, TF ∶ r,MSe ∶ Flj}

(4.34)

To detail the obtained results, let us consider a fault in the mechanical resistance

(fe1) of the DC-motor. This element belongs to the 12-junction and it is isolable. In this

case, the BG-LFT formalism is applied the the front left electromechanical subsystem

on the R ∶ fej element. Figure 4.14 shows the employed procedure. In part (a) of the

figure, the BG-LFT model for fault estimation is performed. While in part (b) this

estimation is furnished to the inverse BG-LFT model of the system.
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Figure 4.14: (a) BG-LFT for fault estimation, and (b) inverse BG-LFT for system
inversion.

Co-simulation validation:

For validation purposes, this fault is introduced at 15sec. The desired angular

velocity and the output of the inverse system is given in Figure 4.15.

The residuals are depicted in Figure 4.16, and 4.17. As expected, r2, r4, and r5 are

triggered. The red dashed lines represent robust thresholds. In this co-simulation, the

thresholds are obtained with respect to parameter [Djeziri 2007b] uncertainties.

The estimation faulty value FR (F̂R) is given in Figure 4.18. From Figure 4.15, one

can remark that the voltage increases at the moment of the fault due to this injection.

Finally, from Figure 4.18 we notice that the fault causes an errors on the tracking speed

of approximatively 0.15rad/s and that it is very quickly compensated.
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Figure 4.15: Desired velocity of RobuTAINeR’s wheels and required voltage obtained
from system inversion.
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Figure 4.16: Residuals 1, 2, and 3 of the front left electromechanical subsystem.
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Figure 4.17: Residuals 4, and 5 of the front left electromechanical subsystem.
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Figure 4.18: Fault estimation, tracked angular velocity, and tracking error.

4.4 Conclusions

In this chapter we detailed the procedure of structural fault tolerance on an intelli-

gent autonomous vehicle. This is a MIMO overactuated complex system, however the
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structural and causal properties of the BG tool enable to conclude about the fault

tolerance properties previous to industrial implementation. It was concluded that in

some situations, component fault isolability is not a necessary condition for system

recongurability. Due to this fact the number of faults that a system can tolerate when

proper control actions are applied may increase. Nevertheless, it was shown that the

set of fault that could be tolerated are limited. Hence, structural conditions for a

local adaptive compensation were tested and the number of faults that can be compen-

sated increased substantially. The obtained structural results were validated through

co-simulations.
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Conclusions

In this thesis, we proposed a new approach for structural fault recoverability analysis on

dynamic systems. This was done with the same graphical tool, the bond graph. Indeed,

this tool enables to go from dynamic modeling, to structural analysis for diagnosis and

finally for structural fault tolerance analysis.

The bond graph model of the system was obtained, which enables to deduce Ana-

lytical Redundancy Relations (ARRs) in a systematic way. In addition, in this work,

an approach to generate additional ARRs, using the bicausal notion was proposed.

These ARRs enable to obtain the different set of fault signatures, and then, this infor-

mation was exploited to evaluate the level of the systems fault tolerance with respect

to the different possible fault locations: actuator, sensor, and plant faults. To this end,

structural conditions were furnished and a Fault Signature and Recoverability Matrix

(FSRM) was proposed. From this matrix the set of faults that prevent the systems

objectives to be achieved are concluded, which are referred to as critical faults. It

is concluded that in some situations, component fault isolability is not a necessary

condition for system recoverability. Due to this fact, the number of faults that a sys-

tem can tolerate when proper control actions are applied may increase. The proposed

procedure is a preliminary study before implementing a closed loop control. It allows

from system design point of view, to study all conditions related to fault recoverability,

inspired from the causal and structural properties of the bond graph model.

Nevertheless, most of the time, fault isolability is a main requirement for system

recoverability. However, the diagnosis algorithm is often unable to isolate the exact

faulty component of the system. Thus, the set of fault that can be tolerated are

usually limited. To overcome this drawback, a novel way to consider the fault not as

a information but as a faulty power was introduced. Based on this idea, structural

conditions were given so that a local adaptive compensation can be performed. To

this end, the procedure of Bond Graph in the Linear Fractional Transformation (BG-

LFT) was used to estimate the faulty power. Then, to validate these structural results,
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a local adaptive compensation based on the inverse control strategy using the inverse

BG-LFT was proposed. This strategy computes the desired inputs based on the system

objectives and on the undesired power caused by the fault.

Finally, to validate the obtained structural results, the developed procedures in the

framework of this thesis were verified in an redundant over-actuated intelligent electric

autonomous vehicle. We have described a simplified vehicle model of the vehicle, with

four electromechanical subsystems for traction. Each traction subsystem is composed

of three sensors, that are exploited for the generation of ARRs. The diagnosis analysis

is then further used to evaluate the fault tolerance of the overall vehicle. Once the

structural results were obtained, co-simulation were performed in order to validate

them.

Thus, the work proposed in this thesis has extended the works initially developed

at the group MOCIS, to the concept of fault tolerance.

Recommendations for future research

We have performed the fault tolerance analysis from a structural point of view. We

believe that studies regarding sensor and actuator placement with respect to fault

tolerance measures could be an interesting extension of this work. Moreover, since the

bond graph explicitly models the energy propagation in the system. In future research,

fault tolerance could be extended for online analysis, where the energy required to

control the system until the end of its mission is evaluated.

In addition, further analysis with a larger set of faults for the adaptive fault com-

pensation on the control by BG-LFT inverse should be performed. The concept of the

power caused by the fault with a more powerful control law, which uses the model of

the system could also be considered. Indeed, if a source representing the faulty power

is introduced in the system and/or constraints, the control problem could be easily

modified.
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Appendix A

Bond Graph generalities

A.1 Bond graph modeling

The BG is a unified modeling language for several physical domains, where the power

variables associated with the bonds differ from the physical domain of the model.

Hence, the type of energy exchanged is defined by the power variables. A non exhaus-

tive description of these variables is displayed in Table A.1.

Table A.1: Effort and flow variables in different physical domains

Physical domain effort (e) flow(f)
Mechanical (Translational) Force (F ) Velocity (v)

Mechanical (Rotational) Torque (T ) Angular velocity (ω)
Electrical Voltage (V ) Current (i)
Hydraulic Pressure (P ) Volume ow rate (Q)
Thermal Temperature (T ) Entropy flow rate (ṡ)

Moreover, the BG tool divides the physical component into Active, Passive, and

multi-port elements, as detailed under.

Active elements:

Active elements are sources that supply power to the system (Sources of effort (Se),

and flow (Sf )). The bond orientation always goes out of the source.

Source of effort-(Se):Gives an effort to the system e = Se (see Figure A.1-(a)). An
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example of physical components modeled by an Se element is a voltage supply.

Source of flow-(Sf): Gives a flow to the system f = Sf (see Figure A.1-(b)). For

instance, physical components modeled by an Se element.

e
CIR De

e Df0=e
f

CIR ,, De
0=f

Df
f

)(a )(b

Se MSecu

Sf MSfcu

)(a )(b)(a )(b

GY
k:

TF
m:

Figure A.1: Active elements: Sources of effort and flow (a), modulated sources of effort
and flow (b).

Passive elements

Passive or 1-port elements, are elements that transform the received power into

dissipated power (R), stores as potential energy (C ) or as kinetic (I ) energy. The

bond usually is directed onto these elements.

e
CIR De

e Df0=e
f

CIR ,, De
0=f

Df
f

)(a )(b

Se MSecu

Sf MSfcu

)(a )(b)(a )(b

GY
k:

TF
m:

Figure A.2: Representation of 1- port passive elements: R-element (a), I -element (b),
and C -element.

Resistor element-(R) is used to represent physical components that dissipate energy.

Its correspondent constitutive relation is a static function (ΦR(e(t), f(t)) = 0) for

Figure A.2-(a). Moreover, the latter can take the following two forms depending on the

causality associated to the corresponding element e(t) = R.f(t), f(t) = 1
R .e(t). Some

examples of physical components modeled by an R element are: electrical resistors,

mechanical dampers, and hydraulic valves.

Inertial element-(I) is used to model the energy storage phenomena that is defined

by a constitutive equation relating the flow and the integral of effort (ΦI(f(t), ∫ e(t)dt) =
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0) for Figure A.2-(b). The latter may take the form f(t) = 1
I ∫ e(t)dt or e(t) = I d

dtf(t),

depending on its causality. Some examples of physical components modeled by an I

element are: electrical inductance, mass, inertial components.

Capacitor element-(C) is used to model the energy storage phenomena that is de-

fined by a constitutive equation relating the effort and the integral flow (ΦI(e(t), ∫ f(t)

dt) = 0) for Figure A.2-(c). The latter equation can take the form e(t) = 1
C ∫ f(t)dt or

f(t) = C d
dte(t), depending on its causality. Some examples physical components mod-

eled by an C element are: electrical capacitance, springs, tanks. From these elements,

we deduce the set of behavioral equations (CB) as follows:

CB= {CR} ∪ {CI} ∪ {CC},

CR= ΦR (fR(t), eR(t)) = 0,

CI = ΦI (fI(t),∫ eI(t)dt) = 0,

CC= ΦC (eC(t),∫ fC(t)dt) = 0. (A.1)

Junction elements

Junction elements are used when energy is transferred between two subsystem, or to

represent the structure of the system. The latter is modeled by TF and GY elements

while the former used 1- and 0- junctions.

Tansformer element-(TF) is used to connect two subsystems when the output effort

(flow) of one subsystem is not equal to the input effort (flow) of the other subsystem

(see Figure A.4-(a)). It can be used to describe connections between different types

of physical variables. The constitutive equations associated to a TF are: e1 = me2,

and f2 = mf1. Some examples of physical components modeled by a TF element are:

hydraulic cylinders, gear pairs, wheels. Gyrator element-(GY) is used to connect two

subsystems when the output effort (input flow) of one subsystem is proportional to the

input flow (output effort) of the other subsystem (see Figure A.4-(b)). The constitutive

equations associated to a GY are: e1 = kf2, and e2 = kf1. Some examples physical
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e
CIR De

e Df0=e
f

CIR ,, De
0=f

Df
f

)(a )(b

Se MSecu

Sf MSfcu

)(a )(b)(a )(b

1e 2e
GY
k:

1e

1f
2e

2f

TF
m:

1e

1f
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Figure A.3: 2-port TF -element.

components modeled with a TF element are: gyroscopes, electric motors.
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Figure A.4: 2-port GY -element.

0 (1)-junction is used when the elements connected to it have a common effort

(flow). The equations deduced from junction are named structural equation. From the

0 -junction illustrated in Figure A.5, the structural equations are the following:

1e 4e

2e 2f

11e
1f

4e

4f

3e 3f

2e 2f

01e
1f

4e

4f

3e 3f3e 3f

Figure A.5: BG 0 -junction.

e1 = e2 = e3 = e4,

∑ fi = 0; f1 − f2 − f3 − f4 = 0. (A.2)

Note that the power bonds pointing to the junction have a (+) signal associated to its

flow while the others have a (-) signal. Moreover, from the 1 -junction illustrated in

Figure A.6, the structural equations are the following:
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1e 4e

2e 2f

11e
1f

4e

4f

3e 3f

2e 2f

01e
1f

4e

4f

3e 3f3e 3f

Figure A.6: BG 1 -junction.

f1 = f2 = f3 = f4 = . . . = fn,

∑ ei = 0; e1 − e2 − e3 − e4 = 0. (A.3)

Finally, the set of of structural constraints (CS) are the following:

CS = {CJ0} ∪ {CJ1} ∪ {CGY } ∪ {CTF},

CJ0 ∶ Φ(∑ fi) = 0,

CJ1 ∶ Φ(∑ ei) = 0,

CGY ∶ ΦfGY
= (f1GY

, e2GY
) = 0 and ΦeGY

= (e1GY
, f2GY

) = 0,

CTF ∶ ΦfTF
= (f1TF

, f2TF
) = 0 and ΦeTF

= (e1TF
, e2TF

) = 0. (A.4)

Finally, to completely represent the system architecture the measurement set should

also be defined. Hence, a detector of effort (De), and of flow (Df ) are added. Power

bonds are not used to connect the junctions with detectors because there is no transfer

of power between them. Hence, a full arrow representing an information bond is used.

As previously referred elements associated to a 1 -junction have common flow, hence a

detector Df is the one used at these junctions, and they measure power variables such

as current, velocity, etc. Consequently, detectors De are connected to 0 -junctions, and

they measure power variables such as voltage, pressure, etc. Some examples of De are:
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voltmeter, sensor of pressure. For Df one can exemplify an ampere-meter or a flow

rate sensor. The set of measurement constraints are defined as follows:3e3f 4f
4e

01e

1f
ne

nf

e
0!f

De
0!e
f

Df

)(b)(a

2e 2f

C
e

1I
e

1

3e3f 4f
4e

C
f

1I
f

1

C
e

1I
e

1

)(a

11e
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C
f

1I
f

1
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Figure A.7: (a), (b) representation of a detector of effort and flow, respectively.

CM = {Cmf
} ∪ {Cme},

Cmf
∶ Φmf = (Df, fJ),

Cme ∶ Φme = (De, eJ). (A.5)

A.2 Causality

An important property of the bond graph is the causality. The latter enables to define

the cause-effect relations in a system. The type of causality used in a model is related to

the causality assigned to the storage elements I and C. Indeed, the causality assigned

to these elements determine if either an integration or a differentiation with respect

to time is required. For the storage elements the causal strokes in preferred integral

causality are assigned as illustrated in Figure A.8-(a). Computationally it means that

the inertia element accepts an effort as input as produces a flow as output, while the

capacitor accepts flow as input and produces effort (A.6),

(a) ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

fI(t) =
1
I ∫ eI(t)dt,

eC(t) =
1
C ∫ fC(t)dt.

(A.6)

If a derivative causality is assigned, as in Figure A.8-(b), the I elements accepts a

flow as input and produces an effort as output, while the C element accepts effort as
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C
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Figure A.8: (a) Storage elements I and C in integral causality, (b) Storage elements I
and C in derivative causality.

input and produces flow as output (A.7).

(b) ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

eI(t) = I
dfI(t)
dt ,

fC(t) = C
deC(t)
dt .

(A.7)

The remaining BG elements with its rules of causality are detailed in Table A.2

The procedure of causality assignment in a BG model is named as: Sequential

Causality Assigned Procedure (SCAP).

Sequencial causality assignment procedure (SCAP) [Samantaray 2008b]

1. The sources always impose one causality. Choose any source and assign its re-

quired causality. Extend the causal implications with respect to the rules of

causal assignment in 0, 1, GY, TF.

2. Choose any C- or I-element and assign integral causality. Extend the causal

implications with respect to the rules of causal assignment in 0, 1, GY, TF.

3. Choose any R-element that is unassigned and give it an arbitrary causality.

Again, extend the causal implications with respect to the rules of causal as-

signment in 0, 1, GY, TF.
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Table A.2: Causality of BG elements.

Bond graph Causal equation Rule

Only one flow imposed
onto the 1‐junction2e 2f

f f f f
Rule: Only one stroke
far from the 1‐junction).

l ff d

11e
1f

4e

4f

3e 3f

1 2 3 4

2 1 3 4

f f f f
e e e e
= = =

= − −

Only one effort imposed
onto the 0‐junction

Rule: Only one stroke
near the 0‐junction).

01e
1f

4e

4f

2e 2f

3e 3f

1 2 3 4

3 1 2 4

e e e e
f f f f
= = =

= − −
j )

Effort (flow) source 
imposes effort (flow) 
onto the junction.

1e
1feuSe : eue =1

f Rule: Compulsory 
causality.

‐ Resistive causality
‐ Conductive causality

1e
1f

fuSf : fuf =1

Rfe =
Ref /=e

f

e
f R

R

Two flows or two efforts
imposed onto GY

One flows and one

f

,21 kfe =

,/12 kef =

1e
1f

GY 1e
1fk:

1e
1f

GY 1e
1fk:

12 kfe =

,/21 kef =

,21 mee =1e
f TF 1e

f 12 mff = One flows and one 
efforts imposed onto TF.

,21 mee

,/12 mee =
1f

TF
1fm:

1e
1f

TF 1e
1fm:

12 mff

,/21 mff =

A.3 State space equations associated to a bond graph

model

The system state space equations can be derived from a bond graph model by intro-

ducing the constitutive equations for each subsystem (behavioral equations) and the

constraints imposed by the junctions (conservation law equations). The dimension

of the state vector is equal to the number of I and C elements in integral causality.

Moreover, the state vector of a system (x) is composed of energy variables p and q
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associated to the I, and C, elements, respectively.

x =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

pI

qC

⎤
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

∫ eI

∫ fC

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (A.8)

The state variables is not presented in the BG model, only its derivative.

ẋ =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

ṗI

q̇C

⎤
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

eI

fC

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (A.9)

A.4 Bicausal assignment procedure

In a bicausal junction, only one bond brings in both effort and flow information and

another bond takes out both flow and effort information. Therefore, only two bonds

can be put in bicausality in each junction [Gawthrop 1995, Samantaray 2008b]. More

formally, in a 0 -junction the following two rules must be respected for a bicausal

assignment (Figure A.9-(a)):

1. Exactly one effort is impinged on a zero junction with N bonds attached.

2. Exactly N-1 flows are impinged on a zero junction with N bonds attached.

For 1 -junctions, the procedure of bicausal assignment is analyzed in a similar fash-

ion (Figure A.9-(b)). The bicausal assignment on the 0-junction of Figure A.9-a implies

0
1e 3e

2e 2f

1
1e 3e

2e 2f

0
1f 3f

1
1f 3f

)(a )(b

Figure A.9: (a) bicausal assignment in a 0 -junction, (b) bicausal assignment in a
1 -junction.

that f3 and e3 are the information that must be computed in this junction (f3 = f1−f2).

Similarly, for the 1-junction of Figure A.9-a the bicausality imposes e3 = e1 − e2.
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A.5 Bond graph LFT for fault estimation

The bond graph in linear fractional transformation (BG-LFT) is used to model the

fault in an elegant way directly on the bond graph model. To this end, let us introduce

the concept of BG-LFT for fault modeling.

A.5.1 Linear fractional transformation (BG-LFT) for fault mod-

eling

The concept of bond graph in linear fractional transformation, was initially introduced

in [Kam 2005] to model parameter uncertainties. Then, this concept was exploited in

[Djeziri 2007b] for robust fault diagnosis and, more recently, [Touati 2012] used it for

fault modeling and estimation.

To explain the idea of BG-LFT for fault modeling, let us consider a multiplicative

fault on an R−element in resistive causality as follows:

eF = Rn(1 + FR)fR. (A.10)

Where, eF is the faulty effort, Rn is the resistive element value under nominal

conditions, and FR is the value of the fault on Rn. The corresponding block diagram

of equation (A.10) is depicted in Figure A.10. This is easily associated to the BG-LFT

model as in Figure A.11.

f
nRRf nRe ++

Fe

W
RF RW

RF−

S *: RMSe W * :
RFDe z

1 0
Fe

nR
ne

1f 2f 3f
ne

1f 2f 3f

Figure A.10: Block diagram LFT of an R-element in resistive causality with a multi-
plicative fault.

Remark. The (-) sign appearing in the BG model of Figure A.11, is caused by the

signal convention of the junction 1 and 0. The symbols De∗ and Df∗ are used to
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f
nRRf nRe ++

Fe

W
RF RW

RF−

S *: RMSe W * :
RFDe z

2 Re W=

1 0
Fe

nR
ne

Rf 4 Rf f=
3 ne e=

Rf 4 Rf f

Figure A.11: BG model LFT of an R-element in resistive causality with a multiplicative
fault.

represent the fact that they are virtual detectors.

In the BG model of Figure A.11, the virtual detector De∗ ∶ zFR
are introduced to

explain the logic of BG-LFT but this variables are known (system is assumed observ-

able). Moreover the modulated source MSe ∶WR is added to represent the introduction

of an additional effort generated by the fault (WR) on the system.

This procedure can be extended to model three different types of faults, namely:

parameters, actuators, and sensors. In a BG model, parameters faults are associated

with an unexpected variation of the basic element R, I, C, GY , TF . Faults on one-port

elements are modeled with the BG-LFT, as depicted in Figure A.12.

By covering the path on the model presented in Figure A.12-(d), the following

equation are obtained:

1 − junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

f1 = f2 = f3,

e1 = eF = e3 − e2.

(A.11) 0 − junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

f3 = f4,

e3 = e4 = en.

(A.12)

R − element ∶ {e4 = Rn.f4. (A.13)

LFT − procedure ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

zFR
= e5 = en,

WR = −FR.zFR
.

(A.14)
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R I C

1e 1f

)(a

1e 1f

)(b

1e 1f

)(c

RR :

)(a

II :

)(b

CC :

)(c

nRR : nII : nCC :

4f4een = 4f4een = 4ffn =4e

0RFzDe :* 0IFzDe :* 1CFzDf :*
5een = 5een = 5ffn =

RF−

RWMSe: 1

IF−

IWMSe: 1

CF−

CWMSf : 0

3f3een =

2e

3f3een =

2e

3ffn =3e

R

1f

1

1eeF =

I 1

1f1eeF = 1ffF =1e
2f

)(d )(e )( f

Figure A.12: BG-LFT for parameter fault modeling.

Therefore, the faulty effort eF is obtained (A.15).

eF = Rn(1 + FR)f1. (A.15)

The multiplicative faults on the dynamic elements I and C are also represented in

the same way as on an R element, as presented in Figure A.12-(e) and (f). In this

case, F represents the function connecting Z and W by considering the fault variation.

For instance, on a I element in derivative causality, the following equations can be

obtained:

fn =
d ((Cn +CnξC) e4)

dt
= Cn

de4

dt
+CnξC

de4

dt
+Cne4

dξC
dt

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
WC
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fn =
d ((Cn +CnξC) e4)

dt
= Cn

de4

dt
+ ξCZc +

dξC
dt ∫

Zcdt

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
WC

CnξC is the instantaneous variation on the element Cn.

If the Rn element is in conductive causality a slightly different modeling procedure

must be considered (Figure A.13). From this graph, the following equations are ob-

RR : nRR :

4ffn =4e

1RFzDf :*
R

5ffn =

RF /1−

RWMSf : 0

1e 1f
3ffn =3e

Rf 0

1ffF =1e
2f

)(b)(a

Figure A.13: BG-LFT for R−parameter fault modeling in conductive causality.

tained:

0− junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

e1 = e2 = e3,

f1 = fF = f3 − f2.

(A.16) 1 − junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

e3 = e4,

f3 = f4 = fn.

(A.17)

R − element ∶ {f4 = e4
Rn
. (A.18)

LFT − procedure ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

zFR
= f5 = fn,

WR = −F1/R.zFR
.

(A.19)

Where, F1/R = −
FR

1+FR
.

Modeling of faults on gyrators and transformer elements are represented in Figure
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A.14 and A.15, respectively.
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Figure A.14: BG-LFT for fault modeling on GY elements.
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Figure A.15: BG-LFT for fault modeling on TF elements.

A.5.1.1 Input fault modeling

An actuator is said to be faulty if its output is different from the controller one (ect, fct).

For modulated sources of flow or of effort we can model the fault on a BG model by

adding a modulated source of effort (MSe ∶ FMSe) or of flow (MSf ∶ FMSf ), depending

on the nature of the faulty actuator (Figure A.16-(a), (b) for MSe, and MSf faults,

respectively). Where FMSe is the effort source fault value, while eF is the real output of
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the actuator. Similarly, FMSf is the flow source fault value, and fF is the real output of

the actuator. From the BG representation one can write the following (A.20)-(A.21):

MSeFMSe :

Ff

MS : cte
1MS

MSeFf

Fe

)(a

cteMSe : ct 1
fcteMSe :

MSfFMSf :

F
f

MSfFMSf :

eMSfF

ctfMSf : e
0

ctfctfMSf : e

Ff
)(b

Figure A.16: BG-LFT for actuator fault modeling

MSe→ eF = ect + FMSe, (A.20)

MSf → fF= fct + FMSf . (A.21)

A.5.1.2 Sensor fault modeling

A sensor is said to be faulty if its measured variable is different from the real one (er,

fr). To model faults on detectors of flow or of effort in a BG model, virtual modulated

source of effort (MSe∗) or flow (MSf∗) are included on each bond connected to the

junction associated to the faulty detector. The virtual source is used because a fault

on a detector does not change the power in the system. Actually, it modifies the

information used to calculate the power. From the BG representation depicted in

Figure A.17, we can write the following (A.22)-(A.23):

SSe→ er = eF − FSSe, (A.22)

SSf → fr= ff − FSSf . (A.23)
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2
rf

2

0 SSfFMSf −:*

1
1 3

1
1 3

0 0

rf rf

1: fSSf FfSSf :SSfFMSf −:* SSfFMSf −:*

)(a

2re

2

1 SSeFMSe −:*

0
1 3

0
1 3

1 1
re re

1: eSSe FeSSe :SSeFMSe −:* SSeFMSe −:*

)(b

Figure A.17: BG-LFT for sensor fault modeling: (a) sensor of flow, (b) sensor of effort

A.5.2 Methodology for fault estimation

The modeling of the fault with the BG-LFT aims to parameters, sources, and detectors

fault estimation. To this end, the notion of bicausality is exploited. Firstly, to be able

to estimate the faults, the following two conditions must be respected [Touati 2012]:

1. The system is over-constrained,

2. The fault is isolable,

3. There is a causal path between the modulated input source representing the fault

and a dualized detector.
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A.5.2.1 Fault parameter estimation

For parameters fault modeling, the procedure is to apply the bicausality propagating

from a detector to the modulated source of effort or flow caused by the fault. This

procedure is illustrated in Figure A.18, for a fault in the R element, where the bi-

causality is propagated from MSe ∶ WR to SSf ∶ f . The BG-LFT is created for fault

modeling (Figure A.18-(a)) and then, a bicausality between the detector (SSf) and

the modulated source of effort representing the faulty effort (MSe ∶ WR) is assigned

Figure A.18-(b). This graphical representation enables to obtain the following expres-

RR : RR :nRR :

4ne e=

nRR :

4f4ne e=
4f

RFzDe :*

F

00
RFzDe :*

F̂

21

RF−

RWMSe:

3 ne e=

21

RF−

ˆ: RDeDf W

3f3 ne e= 3f

2R 2

2Fe e= 2f2Fe e= 2f

11 1e 11 5e

1f 5f

1e 5e

1f 5f

fSSf : :SfSe f

)(

0=e

)(a )(b

Figure A.18: (a) BG-LFT for R−parameter fault modeling, (b) Bicausal BG-LFT for
R−parameters fault estimation.

sion for fault estimation in a systematic manner directly from the bicausal BG-LFT

model presented in Figure A.18-( b).
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11−junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

f = f1 = f2 = f5,

e2 = eF = e1 − e5.

(A.24) 12 − junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

ŴR = e3 − e2,

f2 = f3.

(A.25)

0 − junction ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

e4 = e3 = en,

f4 = f3.

(A.26) R − element ∶ {e4 = Rn.f4. (A.27)

LFT − procedure ∶

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

zFR
= en,

F̂R = −
ŴR

zFR
= − e3−e2Rn.f4

.

(A.28)

A.5.2.2 Input fault estimation

ˆ: MSeDeDf F

Ff

MS :
cte

1eMSe :

MSeFf

Fe
1 1cte

2e f

3e

2e f

3e
cteMSe : 1

fcteMSe :
f

1 1

f 0=e

f f f

)(

fSSf : :SfSe f

f

)(b)(a )(b

Figure A.19: (a) BG-LFT for MSE fault modeling, (b) Bicausal BG-LFT for MSE
fault estimation.

If a fault in the modulated source MSe is considered, the bicausality is propagated

from the modulated source (MSe ∶ FMSe) representing the fault to a detector (SSf ∶ f).

Then, the following expressions are obtained in a systematical manner directly from

the bicausal BG-LFT model presented in Figure A.19-( b).

F̂MSe = −ect + e2 + e3. (A.29)
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A.5.2.3 Sensor fault estimation

Finally, for sensor fault estimation, one must select one of modulated virtual sources

representing the fault and propagate the bicausality to a dualized detector. Then, the

faulty equation is generated by covering the path. This procedure is illustrated in

Figure A.20.

2

0 SSfFMSf −:*

rf 2

0 ˆ* : SSfDeDf F−

rf

1
1 3

0 0 1
1 3

0 0

Ff

10 0

rf rf
10 0

rf rf

Ff0=e

FfSSf :SSfFMSf −:* SSfFMSf −:* : FSfSe fSSfFMSf −:* SSfFMSf −:*

)(a )(b

Figure A.20: (a) BG-LFT for Df fault modeling, (b) Bicausal BG-LFT for Df fault
estimation.
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namique. PhD thesis, Institut National des Sciences Appliquées de Lyon, 2010.

84

[Kam 2005] C. S. Kam and G. Dauphin-Tanguy. Bond graph models of structured

parameter uncertainties. Journal of the Franklin Institute, vol. 342, pages 379–

399, 2005. 132

[Kanev 2004] S. Kanev. Robust Fault-Tolerant Control. PhD thesis, University of

Twente, 2004. 13

[Karnopp 1990] D. C. Karnopp, D. Margolis and R. Rosenberg. Systems dynamics: A

unified approach. John Wiley, New York, second édition, 1990. 34
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Bond Graph Model Based on Structural Diagnosability and 
Recoverability Analysis : Application to Intelligent 

Autonomous Vehicles 
 
 
Abstract :  
 
 
This work deals with structural fault recoverability analysis using the bond graph 
model. The objective is to exploit the structural and causal properties of the bond 
graph tool in order to perform both diagnosis and control analysis in the presence of 
faults. Indeed, the bond graph tool enables to verify the structural conditions of fault 
recoverability not only from a control perspective but also from a diagnosis one. In 
this way, the set of faults that can be recovered is obtained previous to industrial 
implementation. In addition, a novel way to estimate the fault by a disturbing power 
furnished to the system, enabled to extend the results of structural fault recoverability 
by performing a local adaptive compensation directly from the bond graph model. 
Finally, the obtained structural results are validated on a redundant intelligent 
autonomous vehicle. 
 
Keywords: structural analysis, fault recoverability, fault diagnosis, intelligent 
systems, bond graph. 

 

Résumé : 

La présente thèse concerne lʼétude structurelle pour le recouvrement du défaut par 
lʼapproche du bond graph. L'objectif est d'exploiter les propriétés structurelles et 
causales de l'outil bond graph, afin dʼeffectuer à la fois le diagnostic et lʼanalyse de la 
commande du système physique en présence du défaut. En effet, lʼoutil bond graph 
permet de vérifier les conditions structurelles de recouvrement de défauts pas 
seulement du point de vue de lʼanalyse de commande, mais aussi en considérant les 
informations issues de lʼétape de diagnostic. Par conséquent, lʼensemble des défauts 
tolérés est obtenu en mode hors-ligne avant dʼeffectuer une implémentation réelle. 
En outre, en estimant le défaut comme une  puissance perturbatrice fournie au 
système,  ce qui permet dʼétendre les résultats  dʼanalyse structurelle pour le 
recouvrement du défaut à une compensation locale adaptative, directement à partir 
du modèle bond graph. Enfin, les résultats obtenus sont validés dans une application 
dʼun véhicule autonome intelligent redondant. 

Mots clés : analyse structurelle, recouvrement de défaut, diagnostic, systèmes 
intelligents, bond graph. 
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