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Abstract

In this paper, we consider the channel allocation problemtlicoughput maximization in cognitive radio
networks with hardware-constrained secondary users.if@jadly, we assume that secondary users (SUs) exploit
spectrum holes on a set of channels where each SU can use tabmeogvailable channel for communicatidfle
present the optimal brute-force search algorithm and its conplexity for this non-linear integer optimization
problem. Since the optimal solution has exponential compiégty with the numbers of channels and SUs, we
develop two low-complexity channel assignment algorithmthat can efficiently utilize spectrum opportunities
on these channelsin the first algorithm, SUs are assigned distinct sets of shln We show that this algorithm
achieves the maximum throughput limit if the number of chasarns sufficiently large. In addition, we propose
an overlapping channel assignment algorithm, that candugpthe throughput performance compared to the non-
overlapping channel assignment counterpart. In addii@nesign a distributed MAC protocol for access contention
resolution and integrate it into the overlapping channsigmsnent algorithmWe also analyze the saturation
throughput and the complexity of the proposed channel assigment algorithms. Moreover, we have presented
several potential extensions including greedy channel @gsiment algorithms under max-min fairness criterion
and throughput analysis considering sensing errorsFinally, numerical results are presented to validate the
developed theoretical results and illustrate the perfoaagains due to the proposed channel assignment algorithms

Index Terms
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I. INTRODUCTION

Emerging broadband wireless applications have been dantandprecedented increase in radio spec-
trum resources. As a result, we have been facing a serioesrgpeshortage problem. However, several
recent measurements reveal very low spectrum utilizatiomast useful frequency bands [1]. Cognitive
radio technology is a promising technology that can fundaally improve the spectrum utilization of
licensed frequency bands through secondary spectrumsaddesever, transmissions from primary users
(PUs) should be satisfactorily protected from secondaegspm access due to their strictly higher access
priority.

Protection of primary communications can be achieved tjinaaterference avoidance or interference
control approach (i.e., spectrum overlay or spectrum uaggefl]. For the interference control approach,
transmission powers of SUs should be carefully controltethat the aggregated interference they create at
primary receivers does not severely affect ongoing prinsarymunications [2]. In most practical scenarios
where direct coordination between PUs and SUs is not peassibti/or if distributed communications
strategies are desired, it would be very difficult to maimthiese interference constraints. The interference
avoidance approach instead protects primary transmis$&ipmequiring SUs to perform spectrum sensing
to discover spectrum holes over which they can transmit [Blfd4]. This paper focuses on developing
efficient channel assignment algorithms for a cognitiveaagtwork with hardware-constrained secondary
nodes using the interference avoidance spectrum sharp@agh.

In particular, we consider the scenario where each SU caloiexg most one available channel for
communications. This can be the case if SUs are equippedonithone radio employing a narrow-band
RF front end [[5]. In addition, it is assumed that white spaass so dynamic that it is not affordable
for each SU to sense all channels to discover available am#erato exchange sensing results with one
another. Under this setting, we are interested in detengiai set of channels allocated to each SU in
advance so that maximum network throughput can be achieveddistributed manner. To the best of
our knowledge, this important problem has not been consttbefore. The contributions of this paper
can be summarized as follows.
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« We formulate the channel assignment problem for throughyaximization as an integer optimization
problem. We then derive user and total network throughputhfe case SUs are assigned distinct sets
of channelsWe present the optimal brute-force search algorithm and andyze its complexity.

« We develop two greedy non-overlapping and overlapping mhlaassignment algorithms to solve
the underlying NP-hard problem. We prove that the propossdaverlapping channel assignment
algorithm achieves the maximum throughput as the numbehafiels is sufficiently large. For the
overlapping channel assignment algorithm, we design a M@pol for access contention resolution
and we integrate the MAC protocol overhead analysis intoctiennel assignment algorithm.

« We analyze the saturation throughput and complexity of tpgsed channel assignment algorithms.
Moreover, we investigate the impact of contention collsiamn the developed throughput analytical
framework.

« We show how to extend the proposed channel assignment algttmms when max-min fairness
is considered. We also extend the throughput analytical moel to consider sensing errors and
propose an alternative MAC protocol that can relieve congetson on the control channel

« We demonstrate through numerical studies the interacaomsng various MAC protocol parameters
and suggest its configuration. We show that the overlappmanmel assignment algorithm can
achieve noticeable network throughput improvement coepao the non-overlapping counterpart.
In addition, we present the throughput gains due to bothgeeg channel assignment algorithms
compared to the round-robin algorithms, which do not explbe heterogeneity in the channel
availability probabilities.

The remaining of this paper is organized as follows. In ®&dil, we discuss important related works
on spectrum sharing algorithms and MAC protocols. Secfibddscribes the system model and problem
formulation. We present the non-overlapping channel assent algorithm and describe its performance
in Section IV. The overlapping channel assignment and tlieesponding MAC protocol are developed
in Section V. Performance analysis of the overlapping ckhmssignment algorithm and the MAC
protocol is presented in Section VI. Several potential esitens are discussed in Section VII. Secfion Ml
demonstrates numerical results followed by concludingamsin Sectiom IX.

II. RELATED WORKS

Developing efficient spectrum sensing and access mechari@ntognitive radio networks has been
a very active research topic in the last several years [3}[1®]. A great survey of recent works on
MAC protocol design and analysis is given In [6]. In [3], it svahown that by optimizing the sensing
time, a significant throughput gain can be achieved for a 87]), we extended the result inl[3] to the
multi-user setting where we design, analyze, and optimidA& protocol to achieve optimal tradeoff
between sensing time and contention overhead. In fact, wenad that each SU can use all available
channels simultaneously ihl[7]. Therefore, the channagassent problem and the exploitation of multi-
user diversity do not exist in this setting, which is the topf our current paper. Another related effort
along this line was conducted in![8] where sensing-periothupation and optimal channel-sequencing
algorithms were proposed to efficiently discover spectruterand to minimize the exploration delay.

In [9], a control-channel-based MAC protocol was proposedsecondary users to exploit white spaces
in the cognitive ad hoc network setting. In particular, thhars of this paper developed both random and
negotiation-based spectrum sensing schemes and perfahredyhput analysis for both saturation and
non-saturation scenarios. There exists several othehsyngous cognitive MAC protocols, which rely on
a control channel for spectrum negotiation and accessdimajuthose in[[10], [[11],[[12],[[13],[ [14]. A
synchronous MAC protocols without using a control channaswroposed and studied in [15]. [n [16],
a MAC layer framework was developed to dynamically recomBgMAC and physical layer protocols.
Here, by monitoring current network metrics the proposednfEwork can achieve great performance by
selecting the best MAC protocol and its corresponding condiion.

In [17], a power-controlled MAC protocol was developed téogntly exploit spectrum access oppor-
tunities while satisfactorily protecting PUs by respegtinterference constraints. Another power control
framework was described in [118], which aims to meet the ratpiirements of SUs and interference con-
straints of PUs. A novel clustering algorithm was deviseflLB] for network formation, topology control,
and exploitation of spectrum holes in a cognitive mesh ngkwlb was shown that the proposed clustering
mechanism can efficiently adapt to the changes in the netamdkradio transmission environment.

Optimal sensing and access design for cognitive radio netwks were designed by using optimal
stopping theory in [21]. In [22], a multi-channel MAC protocol was proposed taking into account



the distance among users so that the white spaces can be e#fitly exploited while satisfactorily
protecting PUs. Different power and spectrum allocation afjorithms were devised to maximize the
secondary network throughput in [23], [24], [25]. Optimization of spectrum sensing and access in
which either cellular or TV bands can be employed was perforred in [26].

In [27], cooperative sequential spectrum sensing and packescheduling were designed for
cognitive radios which are equipped with multiple spectrumsensors. Energy-efficient MAC protocol
was proposed for cognitive radio networks in [28]. Spectrumsensing, access, and power control
algorithms were developed considering QoS protection for Bs and QoS provisioning for SUs in
[29], [3Q]. Finally, a channel hopping based MAC protocol wa proposed in [31] for cognitive
radio networks to alleviate the congestion problem in the fied control channel design. All these
existing works, however, did not consider the scenario wher cognitive radios have hardware
constraints which allows them to access at most one channet any time. Moreover, exploiting
the multichannel diversity through efficient channel assigment is very critical to optimize the
throughput performance of the secondary network for this problem. We will investigate this problem
considering its unique design issues in this paper.

IIl. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

We consider a collocated cognitive radio network in whighSUs exploit spectrum opportunities in
N channels. We assume that any SU can hear the transmissiatisenfSUs. In addition, each SU can
use at most one channel for its data transmission. In additime is divided fixed-size cycle where SUs
perform sensing on assigned channels at the beginning of @ade to explore available channels for
communications. We assume that perfect sensing can bevadhveth no sensing error. Extension to
the imperfect spectrum sensing will be discussed in SedfibB. It is assumed that SUs transmit at a
constant rate with the normalized value of one.

B. Problem Formulation

We are interested in performing channel assignment to magithe system throughput. L&}t denote
the throughput achieved by SU Let z;; describe the channel assignment decision wheye= 1 if
channelj is assigned to SU and z;; = 0, otherwise. The throughput maximization problem can be
formally written as follows:

M
max Zl T;. Q)

For non-overlapping channel assignments, we have follpwonstraints

M
D ay=1, forallj. 2)
=1

We can derive the throughput achieved by &tdr non-overlapping channel assignment as follows. Let
S; be the set of channels solely assigned toiSUet p;; be the probability that channglis available at
SU i. For simplicity, we assume that; are independent from one another. This assumption holds whe
each SU impacts different set of PUs on each channel. Thisnchred be the case because spectrum
holes depend on space. Note, however, that this assumgtiobecrelaxed if the dependence structure of
these probabilities is available. Under this assumptiorgan be calculated as

N

Ti=1- Hpij =1- H (pij)x” (3)
JES; 7j=1

wherep,; = 1 — p;; is the probability that channglis not available for SU. In fact, 1 — HjESi pi; Is the
probability that there is at least one channel availableSor:. Because each SU can use at most one
available channel, its maximum throughput is 1. In the @amying channel assignment scheme, constraints
in (2) are not needed. From this calculation, it can be oleskthat the optimization problerh (26)-(2) is
a non-linear integer program, which is a NP-hard problerte(est readers can refer to Part VIII of
reference [35] for detailed treatment of this hardness reslh).



C. Optimal Algorithm and Its Complexity

Due to the non-linear and combinatorial structure of the formulated channel assignment problem,
it would be impossible to explicitly determine its optimal dosed form solution. However, we can
employ the brute-force search (i.e., exhaustive search) tdetermine the best channel assignment
that results in the maximum total throughput. Specifically, we can enumerate all possible channel
assignment solutions then determine the best one by compag their achieved throughput. This
solution method requires a throughput analytical model thda calculates the throughput for any
particular channel assignment solution. We will develop soh a model in Section[ VI-A of this
paper.

We now quantify the complexity of the optimal brute-force sarch algorithm, which is involved in
determining all potential channel assignments. Let us cotfder SU i (i.e.,i € {1,..., M}). Suppose
we assign itk channels wherek € {1,..., N}). Then, there are C% ways to do so. Sincé: can take

N
any values ink € {1,..., N}, the total number of ways to assign channels to SWis > C% = 2",

k=0
Hence, the total number of ways to assign channels to all SUs (2N)M = 2N¥M_ Recall that we
need to calculate the throughputs achieved byl// SUs for each potential assignment to determine
the best one. Therefore, the complexity of the optimal bruteorce search algorithm is O(2V),

Given the exponentially large complexity required to find the optimal channel assignment solution,

we will develop sub-optimal and low-complexity channel asgnment algorithms in the following
sections. In particular, we consider two different channelassignment schemes. In the first scheme,
SUs are assigned distinct sets of channels. This channel iggsnent scheme simplifies the spectrum
sharing design because SUs do not compete for the same avhlachannels. However, it overlooks
the potential diversity gain of the spectrum sharing problen. In the second scheme, we allow SUs
to sense and operate on overlapping channels. When one patilar channel is exploited by several
secondary users, it is assumed that a MAC protocol is emplogeto resolve the channel contention.

IV. NON-OVERLAPPING CHANNEL ASSIGNMENTALGORITHM

We develop a low-complexity algorithm for non-overlappititannel assignment in this section. Recall
that S; is the set of channels solely assigned for 8{.e., S, NS; = 0, i # j). The greedy channel
assignment algorithm iteratively allocates channels te $tat achieves the maximum increase in the
throughput. Detailed description of the proposed algaoriih presented in Algorithm 1. In each channel
allocation iteration, each SW calculates its increase in throughput if the best availablannel (i.e.,

channelj; = arg max p;;) is allocated. This increase in throughput can be calcdlagefollows:
JE€Sa

AL =T =17 = [1- (1-py) [ O —Pij)] - [1 -1 a —Pz’j)] =py; [[ 0 =p). @

JES; JES; JES;
It can be observed froni(4) that7; will quickly decrease over allocation iterations becajde(1 — p;;)

JES:
tends to zero as the s8tis expanded. We have the following property for the resgltihannel assignment
due to Algorithm 1.

Proposition 1: If we have N >> M, then the throughput achieved by any $due to Algorithm 1 is
very close to the maximum value of 1.

Proof: This proposition can be proved by showing that if the numbehannels is much larger than
the number of SUs (i.elN >> M) then each SU will be assigned a large number of channelsaalRec
that Algorithm 1 assigns channels to a particular Shlased on the increase-in-throughput metxic;.
This property can be proved by observing that if a particlar: has been assigned a large number of
channels, itsAT; is very close to zero. Therefore, other SUs who have beegreessia small number
of channels will have a good chance to receive more chanAsls result, all SUs are assigned a large
number of channels iV >> M. According to [(B), throughput achieved by Swill reach its maximum
value of 1 if its number of assigned channels is sufficierdlgé. Hence, we have proved the proposition.

[ |
In practice, we do not need a very large number of channelshigee the close-to-maximum through-
put. In particular, if each channel is available for secapdgpectrum access with probability at least 0.8



Algorithm 1 NON-OVERLAPPING CHANNEL ASSIGNMENT
1: Initialize the set of available channefs := {1,2,..., N} andS; :=0 fori=1,2,...,. M
2: for i =1to M do
3 Jji = argmax pj;
jE€Sq
if S; # 0 then
Find AT; = T¢ —T?, whereT and T} is the throughputs after and before assigning chapel
else
Find Aﬂ = Dijr»
end if
end for
" = argmax; AT;.
Assign channej. to user:i*.
. UpdateS, = S,\j.
. If S, is empty, terminate the algorithm. Otherwise, return te e
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el ol
W NP O

then the throughput achieved by a SU assigned three chaisned$ smaller thal — (1 —0.8)3 = 0.992,
which is less than % below the maximum throughput. Note that after running Aion 1, we can estab-
lish the set of channels allocated to each SU, from which veutae its throughput by usingl(3). Then,
the total throughput of the secondary network can be cakdilay summing the throughputs of all SUs.
When the number of channel is not sufficiently large, we caemially improve the system throughput by
allowing overlapping channel assignment. We develop sacbvarlapping channel assignment algorithm
in the next section.

V. OVERLAPPING CHANNEL ASSIGNMENT

Overlapping channel assignment can improve the networutirput by exploiting the multiuser
diversity gain. In particular, a channel assigned to onlg &J cannot be exploited if it is being used
by a nearby primary user. However, if a particular channeidsigned to several SUs then it is more
likely that it can be exploited by at least one SU. HoweverewBeveral SUs attempt to access the same
assigned channel, a MAC protocol is needed to resolve thesaaontention. This MAC protocol incurs
overhead that offsets the throughput gain due to the meltidsersity. Hence, a sophisticated channel
assignment algorithm is needed to balance the protocoheaerand throughput gain.

A. MAC Protocol

Let S; be the set of channels solely assigned for Sahd S°™ be the set of channels assigned for
SU ¢ and some other SUs. Let dend#* = S; U S5°™, which is the set of all channels assigned to SU
1. Assume that there is one control channel, which is alwayslable and used for access contention
resolution. We consider the following MAC protocol run byygparticular SU:, which belongs the class
of synchronized MAC protocol [20]. The MAC protocol is illmated in Fig.[1l where synchronization
and sensing phases are employed before the channel contemd transmission phase in each cycle.
A synchronization message is exchanged among SUs duringytighronization phase to establish the
same starting epoch of each cycle. After sensing the assighannels in the sensing phase, each SU
1 proceeds as follows. If there is at least one channef;imvailable, then SU chooses one of these
available channels randomly for communication. If this && the case, SU will choose one available
channel inS:°™ randomly (if there is any channel in this set available). Bavity, we simply callusers
instead ofSUswhen there is no confusion. Then, it chooses a random bagkbfe which is uniformly
distributed in the intervalo, W — 1] (i.e., W is the contention window) and starts decreasing its backoff
counter while listening on the control channel.

If it overhears transmissions of RTS/CTS from any othersisewill freeze from decreasing its backoff
counter until the control channel is free again. As soon asea'sibackoff counter reaches zero, its trans-
mitter transmits an RTS message containing a chosen chamitslreceiver. If the receiver successfully
receives the RTS, it will reply with CTS and usestarts its communication on the chosen channel for the
remaining of the cycle. If the RTS/CTS message exchange dai¢ to collisions, the corresponding user
will quit the contention and wait until the next cycle. In d@itmh, by overhearing RTS/CTS messages of



TABLE |
CHANNEL ASSIGNMENTEXAMPLE (M=3, N =6)

| | Sl | 82 | SS | S;U”I | Ssum | S§U”I |

Cl] x

[o¥ X

C3 X

C4 X X

C5 X X
C6 X X X

neighboring users, which convey information about the oeéchosen for communications, other users
compared these channels with their chosen ones.

Any user who has its chosen channel coincides with the oaedhehannels quits the contention and
waits until the next cycle. Otherwise, it will continue toalease its backoff counter before exchanging
RTS/CTS messages. Note that the fundamental aspect thasntals MAC protocol different from
that proposed in[]7] is that in_[7] we assumed each winning us& use all available channels for
communications while at most one available channel can peigd by hardware-constrained secondary
users in the current paper. Therefore, the channel assignpreblem does not exist for the setting
considered in[]7].

An example of overlapping channel assignment for threesused six channels is illustrated in Table I.
Here, channel assignments are indicated by “x” in this tad¢ecan be seen, each sgtcontains distinct
channels while channels assigned to s&t&" may be shared by more than one users. For example,
channel 5 (denoted as C5 in Table 1) is shared by user 2 and3used channel 6 is shared by all three
users in this assignment example.

Remark 1: We focus on the saturation-buffer scenario in thispaper. In practice, cognitive radios
may experience dynamic packet arrivals which may result in epty buffers some time. Therefore,
it is natural to allow only backlogged users to perform sensig and access available channels in any
cycle. In addition, an efficient MAC protocol must allow users to fully utilize available channels
during the data transmission phase. Since the data transméson phase is quite large compared to
a typical packet size, we allow users to transmit several p&ets to completely fill the transmission
phase in our MAC design. This can be realized by requiring th&a only users who have sufficient
data at the beginning of any particular cycle can participae in the sensing and access contention
processes. An alternative design would be to allow any baakdjged secondary users to participate
in this process even if they do not have sufficient data to condgtely fill the data transmission
phase. These under-backlogged users can inform their neigbrs by setting the network allocation
vectors (NAVs) accordingly. Then we can allow other users t@erform contention on the control
channel during the data transmission phase to utilize undeutilized channels, which are detected
by decoding the NAVs of their neighbors.

B. Overlapping Channel Assignment Algorithm

We develop an overlapping channel assignment algorithingbssesses two phases as follows. We
run Algorithm 1 to obtain the non-overlapping channel assignt solution in the first phase. Then, we
perform overlapping channel assignment by allocating ohEnthat have been assigned to some users to
other users in the second phase. The MAC protocol overhgadatly increases when a larger number
of users compete for the same channel. Therefore, to actlieveptimal tradeoff between overhead and
the multiuser diversity gain, only small number of usersudtichare any channel.

We devise a greedy overlapping channel assignment algonifing the increase-of-throughput metric
similar to that employed in Algorithm 1. However, calcutatiof this metric exactly turns out to be a
complicated task. Hence, we employ an estimate of the isere&throughput, which is derived in the
following to perform channel assignment assuming that thCMprotocol overhead i8 < 1. In fact, 0
depends on the outcome of the channel assignment algoritamsets of channels assigned to different
users). We will show how to calculateand integrate it into this channel assignment algorithrerlat

Consider a case where channels the common channel of useigi,,...,ivs. Here, MS is the
number of users sharing this channel. We are interestedtimadgg the increase in throughput for a
particular uset if channel; is assigned to this user. Indeed, this increase of througtaoube achieved



because user may be able to exploit channglif this channel is not available or not used by other
usersiy, iz, .. .,ims. 10 estimate the increase of throughput, in the remaininthisf paper we are only
interested in a practical scenario whereggllare close to 1 (e.g., at least 0.8). This would be a reasonable
assumption given several recent measurements revealptbetrism utilization of useful frequency bands

is very low (e.g., less that5%). Under this assumption, we will show that the increas¢éhofughput for
user: can be estimated as

MS MS
ATMSSS) = (1 - 1/MS)(1 — )pi; (H ]_)Z-h> 1— H Pin Z [Z_%kj ( H piqj>] (5)

heS; hesgom k=1 q=1,q#k
MS MS
0)pij H Din H Pin sz‘qj H 1- H DPigh (6)
heS; hesP™  g¢=1 q=1 heSi,
MS MS
+(1 =1/ MSE)(1 - 6)py; H Pan | 1 - H Din szqy H 1— H Pigh | - (7)
heS; hesgom q=1 heS;,

This estimation is obtained by listing all possible scepsgvents in which usercan exploit channel
j to increase its throughput. Because the user throughpubusded by 1, we only count events that
occur with non-negligible probabilities. In particulamder the assumption that; are high (orp;; are
small) we only count events whose probabilities have at rwstsuch elements;; in the product In
addition, we can determine the increase of throughput fer iilby comparing its achievable throughput
before and after channglis assigned to it. It can be verified we have the following ésvdar which the
average increases of throughput are significant.

« Channel; is available for all users andi,, ¢ = 1,2,..., MS excepti, wherek =1,2,..., MS.

In addition, all channels ity; are not available and there is at least one chann&fifi available for
user:. Useri can achieve a maximum average throughput ef§ by exploiting channe}, while its
minimum average throughput before being assigned chaniseht least(1 — §)/MS (when user
needs to share the available channeSfi™ with MS other users). The increase of throughput for
this case is at mostl — 1/ MS)(1 — 9) and the upper-bound for the increase of throughput of user
i is written in (B).

« Channelj is available for user and all usersi,, ¢ = 1,2,..., MS but each usei, uses other
available channel ii5;, for his/her transmission. Moreover there is no channefith avarlable In
this case, the increase of throughput for usé& 1 — § and the average increase of throughput of
useri is written in (8).

« Channelj is available for uset and all users,, ¢ = 1,2,..., MS but each usei, uses other
available channel irS;, for his/her transmission. Moreover, there is at least orenohbl in S°™
available. In this case, the increase of throughput for useupper-bounded byl — 1/ MS)(1 —9)
and the average increase of throughput of userwritten in (7).

Detailed description of the algorithm is given in Algorith2n This algorithm has outer and inter loops
where the outer loop increases the paramktavhich represents the maximum of users allowed to share
any particular channel (i.eMS in the above estimation of the increase of throughput) aedither
loop performs channel allocation for one particular valéié e=- MS. In each assignment iteration of the
inner loop, we assign one “best” channelo useri that achieves maximum\7,**(;). This assignment
continues until the maximum7;"*(;) is less than a pre-determined numbers 0. As will be clear in
the throughput analysis developed later, it is beneficiainwntain at least one channel in each Sgt
This is because the throughput contributed by channel§ tonstitutes a significant fraction of the total
throughput. Therefore, we will maintain this constraintemhrunning Algorithm 2.

C. Calculation of Contention Window

We show how to calculate contention winddw so that collision probabilities among contending
secondary users are sufficiently small. In fact, there isadetoff between collision probabilities and the
average overhead of the MAC protocol, which dependdionin particular, larger values dfi” reduce
collision probabilities at the cost of higher protocol dvead and vice versa. Because there can be several



collisions during the contention phase each of which ocduteo or more users randomly choose the
same value of backoff time. In addition, the probability loé tfirst collision is largest because the number
of contending users decreases for successive potentlaicos.

Let P. be the probability of the first collision. In the following,endetermine contention windoW by
imposing a constrainP, < ¢p whereep controls the collision probability and overhead tradeb#t us
calculateP. as a function of/ assuming that there are secondary users in the contention phase. Without
loss of generality, assume that the random backoff times afsers are ordered ags < r, < ... < 7,.

The conditional probability of the first collision if thereeam users in the contention stage can be written
as

P = Pr(j users collidg

= (LY (W—i-1\"7
-yxa(r) () ©

where each term in the double-sum represents the prolyathiit j users collide when they choose the
same backoff value equal to Hence, the probability of the first collision can be caltethas

M
P. = Z P x Pr{m users conteny, ©)
m=2

whereP{™ is given in [8) andPr {m users contendis the probability thatn users join the contention
phase. To comput®,, we now derivePr {m users contend It can be verified that usérjoins contention

if all channels inS; are busy and there is at least one channe$fit' available. The probability of this
event can be written as

P — Pr{all channels irS; are busy3! some channels i§<™ are available}
= <H Z_%‘j) 1 - H pij | - (10)
JES; jESEom

The probability of the event that users join the contention phase is

Ot ,
Pr {m users contenjd=") _ (H P§§L> 11 P (11)

n=1 \i€A, JEAM\AR
where A,, is one particular set ofr users,A,, is the set of allM users (1,2,..., M}). Substitute the
result in [11) into[(®), we can calculaf@.. Finally, we can determin& as
W = min {W such thatP.(W) < ep} (12)

where for clarity we denot@®,. (1), which is given in[(®) as a function d#'.

D. Calculation of MAC Protocol Overhead

Let » be the average value of the backoff value chosen by any Sth, e haver = (W —1)/2
because the backoff counter value is uniformly chosen inirtkerval [0, W — 1]. As a result, average
overhead can be calculated as follows:

(W —1]6/2 4 trrs + tcrs + 3tsies + tsen + tsyn
Tcycle
wheref is the time corresponding to one backoff units, tcts, tsirs are the corresponding time of RTS,

CTS and SIFS (i.e., short inter-frame space) messaggasjs the sensing timetsyy is the transmission
time of the synchronization message; ahg.. is the cycle time.

5 (W) =

(13)



E. Updates inside Algorithm 2

Because the overheaddepends on the channel assignment outcome, which is notrkmdven we
are running Algorithm 2. Therefore, in each allocation step updates based on the current channel
assignment outcome. Becausdoes not change much in two consecutive allocation dedsiéigorithm
2 runs smoothly in practice.

F. Practical Implementation Issues

To perform channel assignment, we need to know;; for all users and channels. Fortunately,
we only need to perform estimation ofp;; once these values change, which would be infrequent
in practice. These estimation and channel assignment tasksan be performed by one secondary
node or collaboratively performed by several of them. For eample, for the secondary network
supporting communications between)M secondary users and a single secondary BS, the BS can
take the responsibility of estimating p;; and performing channel assignment. Once the channel
assignment solution has been determined and forwarded to lakecondary users, each secondary
user will perform spectrum sensing and run the underlying MAC protocol to access the spectrum
in each cycle.

It is emphasized again that while sensing and MAC protocol a performed and run in every
cycle, estimating ofp;; and performing channel assignment (given these,;) are only performed if
the values ofp;; change, which should be infrequent. Therefore, it would be #iordable to estimate
pi; accurately by employing sufficiently long sensing time. Tl is because for most spectrum sensing
schemes including an energy detection scheme, mis-detectiand false alarm probabilities tend to
zero when sensing time increases for a given sampling freqoey [4], [3].

VI. PERFORMANCEANALYSIS

Suppose we have run Algorithm 2 and obtained the set of usemssociated with each allocated
channelj. From this, we have the corresponding s&tsand S°™ for each uset. Given this channel
assignment outcome, we derive the throughput in the folignassuming that there is no collision due
to MAC protocol access contention. We will show that by ajppiately choosing contention parameters
for the MAC protocol, the throughput analysis under thisuagstion achieves accurate results.

A. Throughput Analysis

Because the total throughput is the sum of throughput of sdirg it is sufficient to analyze the
throughput of one particular usér We will perform the throughput analysis by consideringpabksible
sensing outcomes performed by the considered iigerits assigned channels. We will have the following
cases, which correspond to different achievable througfgruthe considered user.

« Case 1: If there is at least one channelSinavailable, then userwill exploit this available channel

and achieve the throughput of one. Here, we have

T,{Case } =Pr{Case } =1 - [] py. (14)
JES;
. Case 2: If no channel i8}** is available for usei, then the achievable throughput of uses zero.
This scenario occurs with following probability

Pr{Case 2 = [] »y. (15)

jeset

« Case 3: In this case, we consider scenarios where all cremms)] are not available; there is at least
one channel ir5;*°™ available, and userchooses the available channefor transmission. Suppose
that channelj is shared byMS; secondary users including usefi.e., MS; = |U,|). There are four
possible groups of useig, k = 1,..., MS; sharing channel, which are described in the following

— Group I: channelj is available for usef; and useri; has at least 1 channel i}, available.
— Group Il : channelj is not available for usei;.
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— Group Ill : channelj is available for usety, all channels inS; are not available and there
is another channel’ in §{°" available for usefi;. In addition, user; chooses channet for
transmission in the contention stage.

— Group IV: channelj is available for usefy, all channels inS;, are not available. In addition,
useri;, chooses channglfor transmission in the contention stage. Hence, gyseompetes with
user: for channelj.

The throughput achieved by usem this case can be written as
MS; MS;j—A1 MS;—A1—As

T; ( Case 3= (1-6)6; Z Z Z Dy (Ay)Po(Az)P3(A3)Py(As) (16)
A1:0 A2:0 A3:0
where
— O, is the probability that all channels if; are not available and userchooses some available
channelj in §7°™ for transmission.
— ®;(A;) denotes the probability that there adg users belonging to Group | described above
amongMS; users sharing channgl
— ®,(A,) represents the probability that there ate users belonging to Group Il amonitsS;
users sharing channgl
— ®3(A;) describes the probability that there aflg users belonging to Group Il amon§tsS;
users sharing channgl
- ¢,(A,) denotes the probability that there arg = MS; — A, — Ay — A; remaining users
belonging to Group IV scaled by/(1 + A;) where A, is the number of users excluding user
competing with usef for channely.
We now proceed to calculate these quantities. We have

B

L
Z

@—HMZZEZ IT ri]IPs. (17)

keS; B;=1 h=1 je\Ijh jleqjh ]2€Scom\\1/h

where H; denotes the number of channels $°™. The first product term in((17) represents the
probability that all channels i5; are not available for user The second term if_(17) describes
the probability that usei chooses an available channglamong B; available channels is;°™
for transmission. Here, we consider all possible subsetB;advailable channels and for one such
particular casel” describes the corresponding set®f available channels.

A)=>" 11 (pmi 1= 11 Puu ] |- (18)

c1=1 mleggl) leSml

In (18), we consider all possible subsets of sizg belonging to Group | (there aréﬁ‘;s such
subsets). Each term |nS|de the sum represents the prdpdbilithe corresponding event whose set
of A; users is denoted bgl o -

Ag
CMijAl

=l ,eq®

In (19), we capture the probability that channeils not available forA, users in group Il whose
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possible sets are denoted Bﬁ).

Az
CMsijrAQ

By(Az) = ) IT (Posi 11 Ponass (20)

c3=1 mgGQg) 13ESmg
C7L
1
E E H pm3h1 H pm3h2 - n+ 1 . (21)
n=0 g=1 p, eSO ho eScomq

J,m3 J,m3

For each term in((20) we consider different possible subsfets; users, which are denoted Ki;f’).
Then, each term if_(20) represents the probability that mhlghis available for each usens; € Qc?;)
while all channels inS,,, for the usenn; are not available. I (21), we consider all possible sensing
outcomes for channels if;>™" performed by users € Qg’ . In addition, letS$o7" = S°™ {j} and

= |S5om |. Then, in [21) we consider all possible scenarios in whlcehetharen channels inS$om
avallable and usemns chooses a channel different from chanmé«br transmission (with probablfty

(1 — —=5)) whereS$on = S U S S andS5onin S = 0.
1 _
®4(A4) = (1 + A4) H pm4] H pm4l4 (22)
maeQ® 14€8m,
v &5
XS I s I1 s (57| 23
m=0 ¢g=1 hy eScom,q h2€Scomq

J,my

The sensing outcomes captured[inl (22) dnd (23) are similguoe in [(20) and (21). However, given
three sets ofd;, A,, and A3 users, the seR® can be determined whose size|i8?| = A,. Here,
7 denotes cardinality of the s&9" = S:°M {j}. Other sets are similar to those [n(20) ahdl (21).

However, all users if2Y) choose channel for transmission in this case. Therefore, us&ins the
contention with probabilityl /(1 + A4) and its achievable throughput (3 — 0)/(1 + Ay).

Summarizing all considered cases, the throughput achieyagser: is given as
T, =1T,{Case } + T, {Case 3. (24)

In addition, the total throughput of the secondary netwdrks the sum of throughputs achieved by all
secondary users.

B. Impacts of Contention Collision

We have presented the saturation throughput analysis asguhat there is no contention collision.
Intuitively, if the MAC protocol is designed such that celbn probability is sufficiently small then the
impact of collision on the throughput performance would Egligible. For our MAC protocol, users
perform contention resolution in Case 3 considered in thewipus throughput analysis, which occurs
with a small probability. Therefore, if the contention wowd in (12) is chosen for a sufficiently small
ep, then contention collisions would have negligible impaotsthe network throughput. We state this
intuitive result formally in the following proposition.

Proposition 2: The throughput/” derived in the previous sub-section has an error, which eaodper-

bounded as
M
E, Sfipz Hpij 11— H Dij (25)

i=1 jES; jesgom

whereep is the target collision probability used to determine thateation window in [(1PR).
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Proof: As discussed above, contention collision can only occuraseC3 of the previous throughput

analysis. The probability covering all possible eventsuseri in this case is[[ p;; {1 — [ pi; |- In
JES; jeSLOm

addition, the maximum average throughput that a particusari can achieve id — o < 1 (as no other
users contend with useto exploit a chosen channel). In addition, if contentiorismn happens then user
¢+ will quit the contention and may experience a maximum awetagoughput loss of —é compared to the
ideal case with no contention collision. Also, collisioropabilities of all potential collisions is bounded
above byep. Therefore, the average error due to the proposed throtigimalysis can be upper-bounded
as in [25). n

To illustrate the throughput error bound presented in thigopsition, let us consider an example where
pij < 0.2 andep < 0.03. Because the setS; returned by Algorithm 2 contain at least one channel,
the throughput error can be bounded b x 0.2 x 0.03 = 0.006M. In addition, the total throughput

will be at least>"", | 1— [] pi, | > 0.8M if we only consider throughput contribution from Case 1.
JES;

Therefore, the relative throughput error can be upper-dedrby0.006 M /0.8M = 0.75%, which is quite

negligible. This example shows that the proposed throughpalytical model is very accurate in most

practical settings.

C. Complexity Analysis

We analyze the complexity of Algorithm 1 and Algorithm 2 in this subsection. Let us proceed
by analyzing the steps taken in each iteration in Algorithm 1 To determine the best assignment for
the first channel, we have to search overM SUs and N channels, which involvesM N cases.
Similarly, to assign the second channel, we need to performearching over secondary users
and N — 1 channels (one channel is already assigned in the first iter@n). Hence, the second
assignment involvesM (N — 1) cases. Similar analysis can be applied for other assignmentin
later iterations. In summary, the total number of cases invéved in assigning all channels toM
SUsisM(N+...+2+1)= MN (N +1) /2, which is O(MN?). In Algorithm 1, the increase of
throughput used in the search is calculated by using (4).

In Algorithm 2, we run Algorithm 1 in the first phase then perfo rm further overlapping channel
assignments using Algorithm 2 in the second phase. Hence, weed to analyze the complexity
involved in the second phase (i.e., Algorithm 2). In Algoribm 2, we increase the parameter, from
1 to M — 1 over iterations of the while loop to allow increasing numberof users to share one
channel. For a particular value of h, we search over the channels that have been shared lhyusers
and over all M users. Therefore, we haveV M cases to consider for each value of each of which
requires to calculate the corresponding increase of througput using (5). Therefore, the worst case
complexity of the second phase isVM (M — 1), which is O(NM?). Considering the complexity of
both phases, the complexity of Algorithm 2 isO(MN?+ NM?) = O(MN(M + N)), which is much
lower than that of the optimal brute-force search algorithm (O(2V)).

VII. FURTHER EXTENSIONS AND DESIGN ISSUES
A. Fair Channel Assignment

We extend the channel assignment considering max-minefsginwhich maximizes the minimum
throughput achieved by all secondary users. Note that maxanpopular fairness criterion that has been
widely used in wireless resource allocation. Throughputgomance achieved under fairness criteria such
as proportional fairness will be in between those underutinput maximization and max-min fairness
[36], which, therefore, provide useful performance boufadsother fair optimization objectives. Toward
this end, the max-min channel assignment problem can bedsget follows:

max mxinTZ-. (26)
Intuitively, the max-min fairness criterion tends to alide more radio resources for “weak” users to
balance the throughput performance among all users. Thankse exact throughput analytical model
developed in Section VI.A, the optimal solution of the op#ation problem[(26) can be found by the
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exhaustive search. Specifically, we can enumerate all l[pesshannel allocations and calculate their
corresponding throughput performance. Then, the optiolatisn is the one that achieves the largest value
in (26). As being discussed before this exhaustive searsteki@memely high computational complexity.

To resolve this complexity issue, we devise greedy fair aeeHapping and overlapping channel
assignment algorithms, which are described in Algorithrm@ Algorithm 4, respectively. In Section VIII,
we compare the performance of these algorithms with thahefdptimal exhaustive search algorithm.
These algorithms are different from Algorithm 1 and Algbnit 2 mainly in the way we choose the user
to allocate one “best” channel in each iteration. In Aldgumt3, we find the set of users who achieve a
minimum throughput in each iteration. For each user in tatswe find one available channel that results
in the highest increase of throughput. Then, we assign tlest*bchannel that achieves the maximum
increase of throughput considering all throughput-mimmusers. Therefore, this assignment attempts to
increase the throughput of a weak user while exploiting thétioser diversity.

In Algorithm 4, we first run Algorithm 3 to obtain non-overlaipg sets of channels for all users.
Then, we seek to improve the minimum throughput by perfogramerlapping channel assignments. In
particular, we find the minimum-throughput user and an @pging channel assignment that results in
the largest increase in its throughput. The algorithm teat@s when there is no such overlapping channel
assignment. The search of an overlapping channel assidgmmegch iteration of Algorithm 4 is performed
in Algorithm 5. Specifically, we sequentially search oveawhels which have already been allocated for a
single user or shared by several users (i.e., channels aratepand common sets, respectively). Then, we
update the current temporary assignment with a better d@y) during the search. This search requires
throughput calculations for which we use the analytical eladeveloped in Subsectidn VIFA with the
MAC protocol overhead§ < 1 derived in[(V-D. It can be observed that the proposed throughpalysis
is very useful since it can be used to evaluate the perforemanh@ny channel assignment solution and
to perform channel assignments in greedy algorithms.

B. Throughput Analysis under Imperfect Sensing

We extend the throughput analysis considering imperfetsiag in this subsection. The same synchro-
nized MAC protocol described in Section V.A is assumed hkreddition, the MAC protocol overhead
can be calculated as presented in Section] V-D where thert@mmevindowV is determined as described
in Section[\V-C. There are two important performance measuwwich are used to quantify the sensing
performance, namely detection and false alarm probasilitiet?; andP; be detection and false alarm
probabilities, respectively of SWon channelj. In particular, detection event occurs when a secondary
link successfully senses a busy channel and false alarneseptis the situation when a spectrum sensor
returns a busy state for an idle channel (i.e., a transnmsgpportunity is overlooked). Also, let us define
P7 =1-7P; and P}j = 1—"P/. Under imperfect sensing, there are four possible scenéoiochannel
j and secondary user

« Scenario I: A spectrum sensor indicates that charinislavailable and the nearby PU is not using

channelj (i.e., correct sensing). This scenario occurs with the gindly fjfpij.
« Scenario Il: A spectrum sensor indicates that chanpne available and the nearby PU is using

channelj (i.e., mis-detection). This scenario occurs with the philits P?ﬁij. In this case, potential
transmission of secondary usewill collide with that of the nearby primary user. We assurhatt
both transmissions from SWand the nearby PU fail.

« Scenario Ill: A spectrum sensor indicates that channelnot available and the nearby PU is using
channelyj (i.e., correct detection). This scenario occurs with thebpbility P/p, ..

« Scenario IV: A spectrum sensor indicates that charniel not available and 'tﬁe nearby PU is not
using channelj (i.e., false alarm). This scenario occurs with the prolighi’p;; and the channel
opportunity is overlooked.

Since SUs make channel access decisions based on theimgenstomes, the first two scenarios can
result in spectrum access on chanpbly SU:. Moreover, spectrum access in scenario one actually lead to

successful data transmission. Let us defitify = P pi;+ P, D;; andPrae, = 1 — P4, as the probabilities
under which SUi may and may not access chanpglespectively. Since the total throughput is the sum
of throughput of all users, it is sufficient to analyze theotighput of one particular usér To analyze

the throughput of uset, we consider the following cases.
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. Case 1: There is at least one channefjravailable and useractually chooses one of these available
channels for its transmission. Usecan achieve throughput of one in such a successful accegs) wh
occurs with the following probability

k
cpl
ISi| |S;]

T,{Case }=Pr{Case 3 => > [[ rs [[ 7w (27)

ki=11l1=1 jleSll jQES'\Sgl

ZZ Ir»: 11 » (28)

ko=1ls= 1‘7 68l2 ja 68;1\852

|Sil—F1 \S\ k1

>y k2+k3 [17° I 7Pr @)

ks=0 I3=1 jseS)3 J6E€S\S;I\S;

The quantity[(2]7) represents the probability that therekaractually available channels ify (which
may or may not be correctly sensed by S)J Here, S"* denotes a particular set df actually
available channels whose index lis In addition, the quantity[ (28) describes the probabiliatt
there arek, available channels actually indicated by sensing (the m@ingavailable channels are
overlooked due to sensing errors) whe}f.é denotes thé,-th set withk, available channels. For the
quantity in [29),k; denotes the number of channels that are not actually alailali the sensing
outcomes indicate they are available (i.e., due to misetiet®). Moreoverk,/ (k2 + k3) represents
the probability that SU chooses the actually available channel for transmissigangits sensing
outcomes indicaté, + k53 available channels. The remaining quantity(inl (29) dessrithe probability
that the sensing outcomes due to Suncorrectly indicates:; available channels.

. Case 2: There can be some channelsit available for usef but the sensing outcomes indicate
that all channels are busy. As a result, useibes not attempt to access any channel. This scenario
occurs with following probability

k

5 “Jar
Pr{Case 2=>_ > [[ P/rsn I 7 (30)
k1=0 I1=1 j1€$§1 3268}%\551

The achievable throughput of uséers zero in this case.

. Case 3: All channels i5; are indicated as not available by sensing; there is at lazstcbannel
in §;°°™ indicated as available by sensing, and usehooses an actually available chanpiefor
transmission. Suppose that chanpe shared by\MS; secondary users including usei.e., MS; =
|U;|). There are four possible groups of uséfsk = 1,..., MS, sharing channe)j, which are
described in the following

— Group I: channelj is available for usei, and useri;, has at least 1 channel i, available as
indicated by sensing.

— Group Il: channelj is indicated as not available for usgrby sensing.

— Group Ill : channelj is available for usety, all channels inS; are not available and there
is another channef’ in §;°" available for usei; as indicated by sensing. In addition, usger
chooses channgl for transmission in the contention stage.

— Group IV: channel; is available for useiy, all channels inS;, are not available as indicated by
sensing. In addition, usef. chooses channel for transmission in the contention stage. Hence,
useri, competes with user for channel;.

The throughput achieved by usem this case can be written as
MS; MSj—A1 MS;—A;—

T, ( Case 3= IS > 2<I>1(A1)<I>2(A2)<I>3(A3)<I>4(A4). (31)

A1=0 As=0 A3=0
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Here, we use the same notation as for the perfect sensingewher

— ©, is the probability that all channels ifi; are indicated as not available by sensing and user
chooses some available chanpieh S7°™ as indicated by sensing for transmission.

— ®;(A;) denotes the probability that there adg users belonging to Group | described above
amongMS; users sharing channgl

— ®,(A,) represents the probability that there ate users belonging to Group Il amonitsS;
users sharing channgl

— ®3(A;) describes the probability that there aflg users belonging to Group Il amon§!S;
users sharing channgl

- ¢,(A,) denotes the probability that there alrg = MS; — A, — A, — A remaining users
belonging to Group IV scaled by/(1 + A;) where A, is the number of users excluding user
competing with usef for channely.

We now proceed to calculate these quantities. We have

i1 s
0:=> > Il P/ri Il 7 (32)
kl 0l1 1‘7 6851 j2€5\$1
H; “H;
> 2 I e II 7a (33)
k2:1 l2:1j G\IILQ j4esc0m\\1122
ko k2
ij
)IDIDIN | I | e (34)
ks=1l3= 1JEF1 j5€F3 j6€\1112\1—\13
H ]{,’2 H —ko

2. 2 ewodl U I | /0 (35)

4 l4 1 j7€F lg Jsesgom\\p? \Fl24

where H; denotes the number of channelsSf°™. The quantity in[(3R) is the probability that all
available channels i5; (if any) are overlooked by user due to false alarms. Therefore, user
does not access any channelsSin The quantlty in[(3B) describes the probability that thene /a
actually available channels i8°™ and ;> denotes such a typical set withy available channels.
The quantity in [(34) describes the probability that userorrectly detectst; channels out ofk,
available channels. The last quantity [nl(35) excludingfdwor 1/(k; + k) denotes the probability
that useri mis-detects:, channels among the remainidg — k. busy channels ii&;°™. Finally, the
factor 1/(ks + k4) is the probability that user correctly chooses one available channelsSiA" for
transmission out oks + k4, channels which are indicated as being available by sensing.

cls,
=S I0I (Pae (=TI Po] |- (36)

c1=1 mlEQ.(:l) IESml

In (36), we consider all possible subsets of users of diz¢hat belongs to Group | (there afé;?js
such subsets). Each term |n5|de the sum represents thebpitybaf the corresponding event whose
set of A; users is denoted b&cl .

A
Ci 2
MSj—Aq

> I o (37)

c2=1 mo GQ,(;?



16

In (37), we capture the probability that channeis indicated as not being available by sensing for
A, users in group Il. Possible sets of these users are denot@fﬁ)oy

A-
43
MS;—A1—Ag

msj m3l:
ESETD DI | G § %)
c3=1 m:;EQ%) 13ESmg
3 Cn 1
>y I ra T mer (o) =
n=0 g=1 p; €5 ha €553

For each term in((38) we consider different possible subsfets; users, which are denoted b}éﬂ’)
Then, each term ir_(38) represents the probability that mhlahis indicated as available by sensing
for each usern; € Qg’) while all channels irS,,, are indicated as not available by sensing.[1In (39),
we consider all possible sensing outcomes for channel%f;iﬁ performed by usem; € ngi:) In
addition, letSo7 = SoM {j} and 8 = [SSOT|. Then, in [(Z@) we consider all possible scenarios
in which n channels |n§°°m are indicated as available by sensing; and userchooses a channel

different from channe} for transmlssmn (with probablllt)(l — —)) whereS;OT = Sj"‘,’;‘;q usm"
com, octomg
andS; NS, =0.
1 m mayl
D4(Ag) = (1—|—A ) H |d|éJ H 7Dbuéyzl (40)
) 14€Sm,
v
myqhi mah
XS I e I ()| @)
m= Oq 1 h eScomq h2€Scomq

Jymy Jrymy

The sensing outcomes captured[in] (40) and (41) are similduotee in [3B) and (39). However, given
three sets ofd;, A,, and A; users, the seR® can be determined whose size|i8?| = A4. Here,
v denotes cardinality of the s&9" = Spo™ {j}. Other sets are similar to those [n38) ahd (39).

However, all users if2® choose channel for transmission in this case. Therefore, us&rins the
contention with probabilityl /(1 + A4) and its achievable throughput {$ — J)/(1 4+ A4).

Summarize all considered cases, the throughput achieveddry is written as
T, =T,{Case } + T, {Case 3. (42)
And the total throughpu¥™ can be calculated by summing the throughputs of all secgnasers.

C. Congestion of Control Channel

Under our design, contention on the control channel is nfittié hnumber of channeld’ is relatively
large compared to the number of SWA In particular, there is no need to employ a MAC protocol if we
have N >> M since distinct sets of channels can be allocated for SUs iog #dgorithm 1. In contrast,
if the number of channeld/ is small compared to the number of SWs then the control channel may
experience congestion due to excessive control messabareges. The congestion of the control channel
in such scenarios can be alleviated if we allow RTS/CTS nyessto be exchanged in parallel on several
channels (i.e., multiple rendezvous [32]). Design of suddAC protocol in the cognitive radio setting
requires extra care compared to traditional multi-chase#tings since PUs must be protected.

We describe potential design of a multiple-rendezvous MAGtqzol in the following using similar
ideas of a multi-channel MAC protocol (McMAC) in [32], [B1\Ve assume that each SU hops through all
channels by following a particular hopping pattern, whiciresponds to a unique seéd|[32]. In addition,
each SU puts its seed in every packets so that neighboringc&wW$earn its hopping pattern. The same
cycle structure as being described in Section V.A is empldyere. Suppose SU A wishes to transmit
data SU B in a particular cycle. Then, SU A turns to the curgdrannel of B and senses this channel as
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well as its assigned channels$f}, which is the set of allocated channels for liAlB. If SU A's sensing
outcomes indicate that the current channel of SU B is availdien SU A sends RTS/CTS messages
with SU B containing a chosen available communication ceamtherwise, SU A waits until the next
cycle to perform sensing and contention again. If the haakisis successful, SU A transmits data to SU
B on the chosen channel in the data phase. Upon completiagm@aismission, both SUs A and B return
to their home hopping patterns.

It is worth noting that the throughput analysis performedSection VI.A and Section VII.B is still
valid here except that we have to derive the protocol overtead choose an appropriate contention
window under this new design. In general, collisions amons @re less frequent under a multiple-
rendezvous MAC protocol since contentions can occur inlighien different channels. As suggested by
[32], it would not be possible to design a multi-channel MA@tpcol that can work efficiently in all
different scenarios. Discussions on different potentesdigns of a multi-channel MAC protocol and their
corresponding pros/cons can be found.in [32] and the redemetherein. We would like to emphasize that
the focus of this paper is on the channel assignment issageftire, consideration of alternative designs
of a MAC protocol is beyond its scope.

VIII. N UMERICAL RESULTS

We present numerical results to illustrate the throughput performance of the proposed channel
assignment algorithms. To obtain the results, the probabities p; ; are randomly realized in the
interval [0.7, 0.9]. We choose the length of control packetas follows: RTS including PHY header
288 bits, CTS including PHY header 240 bits, which correspoth to tgts = 48us, tcrs = 40 us for
transmission rate of 6Mbps, which is the basic rate of 802.Hlg standards. Other parameters are
chosen as follows: cycle timé . = 3ms; 6 = 20 ps, tsirs = 28 us, target collision probability ep =
0.03; tsgny and tsyy are assumed to be negligible so they are ignored. Note thatdéke values of) and
tsirs are typical (interest readers can refer to Tables | and 1l for [33] for related information). The
value of cycle timeT.. is chosen based on the fact that practical cognitive systenstich as those
operating on the TV bands standardized in the 802.22 standalrequires maximum evacuation time
of a few milliseconds [34].

A. MAC Protocol Configuration

We first investigate interactions between MAC protocol pagters and the achievable throughput
performance. In particular, we plot the average probabit the first collision, which is derived in
Section V-C versus contention window in Fig. 2 when Algarmiti2 is used for channel assignment. This
figure shows that the collision probability first increasesn decreases witN. This can be interpreted as
follows. WhenN is relatively small, Algorithm 2 tends to allow more ovenbapg channel assignments for
increasing number of channels. However, more overlappiranicel assignments increase the contention
level because more users may want to exploit same channalsh vesults in larger collision probability.
As N is sufficiently large, a few overlapping channel assignmeastneeded to achieve the maximum
throughput. Therefore, collision probability decreaséthwy.

We now consider the impact of target collision probabitityon the total network throughput, which is
derived in Section VI-A. Recall that in this analysis cabis probability is not taken into account, which
is shown to have negligible errors in Proposition 2. Speddiffc we plot the total network throughput
versusep for M = 10 and different values oWV in Fig.[3. This figure shows that the total throughput
slightly increases withep. However, the increase is quite marginaleas> 0.03. In fact, the required
contention window given in (12) decreases with increasifg(as can be observed from Fig. 2), which
leads to decreasing MAC protocol overheddll’) as confirmed byl (13) and therefore the increase in the
total network throughput. Moreover, the total throughpwayndegrade with increasing because of the
increasing number of collisions. Therefore, choosipg= 0.03 would be reasonable to balance between
throughput gain due to moderate MAC protocol overhead araughput loss due to contention collision.
We will illustrate the throughput performance achieved by proposed algorithms for this value of target
collision probability in the next sub-section.

B. Comparisons of Proposed Algorithms versus Optimal Allgors

We demonstrate the efficacy of the proposed algorithms by coparing their throughput perfor-
mances with those obtained by the optimal brute-force sealcalgorithms for small values of A and
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N. Numerical results are presented for both throughput-maxmization and max-min fair objectives.
In Figs. [1 and[8, we compare the throughputs of the proposed @hoptimal algorithms for M = 2
and M = 3 under the throughput-maximization objective. These figurs confirm that Algorithm 2
achieves very close to the optimal solutions for both valuesf M.

In Figs. [9,[10, we plot the throughputs achieved by our proposd algorithm and the optimal
algorithm for M = 2 and M = 3 under the max-min fair objective. Again Algorithm 4 achieves
throughput very close to the optimal throughput under this fair objective. These results are very
positive given that Algorithm 2 and Algorithm 4 have much lower complexity than those of the
optimal brute-force search algorithms. In addition, analytical results match simulation results very
well and non-overlapping channel assignment algorithms dgeve noticeably lower throughputs than
those by their overlapping counterparts.

C. Throughput Performance of Proposed Algorithms

We illustrate the total throughpdt versus the number of channels obtained by both AlgorithmdL an
Algorithm 2 where each point is obtained by averaging theuphput over 30 different realizations of
pi; in Fig.[4. Throughput curves due to Algorithms 1 and 2 aredatid as “P-ware” in this figure.
In addition, for the comparison purposes, we also show theughput performance achieved by “P-
blind” algorithms, which simply allocate channels to usersa round-robin manner without exploiting
the heterogeneity af; ; (i.e., multiuser diversity gain). For P-blind algorithnvge show the performance
of both non-overlapping and overlapping channel assigmrakyorithms. Here, the overlapping P-blind
algorithm allows at most five users to share one particulanobl. We have observed through numerical
studies that allowing more users sharing one channel cahdigve better throughput performance because
of the excessive MAC protocol overhead.

As can be seen in Figl 4, analytical and simulation resulisested by both proposed algorithms match
each other very well. This validates the accuracy of ourughput analytical model developed in Section
VI-A] It also indicates that the total throughput reaches itaximum value, which is equal fd = 15 as
the number of channels becomes sufficiently large for botitoAlhms 1 and 2. This confirms the result
stated in Proposition 1. In addition, Algorithm 2 achievieg#icantly larger throughput than Algorithm 1
for low or moderate values aV. This performance gain comes from the multiuser diverséingwhich
arises due to the spatial dependence of white spaces. erVafi.e., more than twice the number of users
M), the negative impact of MAC protocol overhead preventsofithm 2 from performing overlapped
channel assignments. Therefore, both Algorithms 1 and Reelsimilar throughput performance.

Fig. [4 also indicates that both proposed algorithms oubperfthe round-robin channel assignment
counterparts. In particular, Algorithm 1 improves the tdtaoughput significantly compared to the round-
robin algorithm under non-overlapping channel assignsieRor the overlapping channel assignment
schemes, we show the throughput performance of the roumd-assignment algorithms when 5 users
are allowed to share one channel (denoted as 5-user sharthg figure). Although this achieves larger
throughput for the round-robin algorithm, it still perfosnworse compared to the proposed algorithms.
Moreover, we demonstrate the throughput gain due to Algri2 compared to Algorithm 1 for different
values of N and M in Fig.[8. This figure shows that performance gains up%ocan be achieved when
the number of channels is small or moderate. Also, Big. 6gmtssthe throughput gain due to Algorithm
2 versus the P-blind algorithm with 5-user sharing. It carobeerved that a significant throughput gain
of up to 10% can be achieved for these investigated scenarios

Fig. [11 illustrates the throughput of Algorithms 3 and 4 wher p;; are chosen in the range
of [0.5,0.9]. It can be observed that the overlapping channel algorithm mproves the throughput
performance compared to the non-overlapping counterpart n terms of the minimum throughput.
Finally, we plot the throughputs achieved by Algorithms 1 aml 2 under perfect and imperfect
spectrum sensing forM = 5 in Fig.[12. This figure shows that sensing errors can significaly degrade
the throughput performance of SUs. In addition, the presenéd results validate the throughput
analytical model described in Section VII.B.

IX. CONCLUSION

We have considered a channel assignment problem for cogréiilio networks with hardware-constrained
secondary users in this paper. We have presented the ogimratforce search algorithm and analyzed
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its complexity. To resolve the high complexity of the optins@arch, we have developed two channel
assignment algorithms for throughput maximization. The& fatgorithm performs non-overlapping channel
assignment for secondary users, which was shown to achigwality if the number of channels is
sufficiently large. In the secondary algorithm, we havevadd overlapping channel assignments and
designed a MAC protocol to resolve channel access contemttten different users attempt to exploit
the same available channel. In addition, we have developexhalytical model to analyze the saturation
throughput achieved by Algorithm 2. We have presented asépatential extensions including design of
max-min fair channel assignment algorithms, throughpatyais considering imperfect spectrum sensing,
and alternative MAC protocol design to relieve congestibthe control channel. We have validated our
results via numerical studies and demonstrated signifitaoughput gains of the overlapping channel
assignment algorithm compared to the non-overlapping andd-robin channel assignment counterparts
in different network settings.
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Algorithm 2 OVERLAPPING CHANNEL ASSIGNMENT

1:
2:
3:

© o N9k

10:
11:
12:
13:
14:
15:
16:
17:

18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:

30:
31:
32:
33:
34:
35:

Initialize the sets of allocated channels for all us€rs= () for i = 1,2, ..., M andd,
Run Algorithm 1 to obtain non-overlapping channel assignis®lution.
Let the group of channels shared byisers bej;, andi/; be the set of users sharing chanpeind
sett ™ =U;, Vj =1,2,...,N.
continue := 1;h = 1; updoverhead := 0
while continue= 1 do
Find the group of channels shared hysers,G,
for j =1to |G| do
for [ =1to M do
if [ €U; then
A/]vlh,est<j> -0
else
Userl calculatesATlh’ESt(j) assuming channel is allocated to uset
end if
end for
I} = argmax; AT(5).
end for
Jj- = argmax; Aﬂg’eSt(j).
if AT}»*(j:.) < ¢ and updoverhead = then
Set: continue := 0
Go to step 35
end if
if AT *(ji) > e then
Temporarily assign channgl. to userl*, i.e., updateu;.li*mp: Uy, UL}
Calculatel?V and § with L{]‘.l?*mp by using methods in Sectiohs -C and V-D, respectively.
if |0 —do| > €5 then
Set: updoverhead =1
Return Step 7 using the updatégd= ¢
else
Updatel(;; := Ll]t.lf*mp (i.e., assign channel. to userl*), calculate and 4, with ;. , and
updateg,
Update: updoverhead := 0
end if
end if
Return Step 7
h=h+1
end while
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Algorithm 3 FAIR NON-OVERLAPPING CHANNEL ASSIGNMENT
1: Initialize SU+’s set of available channels; := {1,2,..., N} andS, := 0 fori = 1,2,..., M where
S; denotes the set of channels assigned foriSU
2: continue:=1
3: while continue=1 do
4. Find the set of users who currently have minimum througktit = argmin 77

whereS™" = {i,,... i, } C {1,..., M} is the set of minimum-througﬁput SUs.

5 if OR (8¢ #0) then
ile min )

6: For each SU; € S™ and channelj;, € S, find AT;, (7i,) = T3 — T};
whereT; and7} are the throughputs after and before assigning chajneind we sen\T;, = 0
if S = 0.

7: {Z}k,]:} = argmax AT} (j;)

! i[ESmi”JilESial
Assign channeyi*? to SU ;.
. UpdateS;; = S;; U j. andSp = Sp\jii forall ke {1,..., M}.

10: else

11: Set continue= 0

12 end if

13: end while

Algorithm 4 FAIR OVERLAPPING CHANNEL ASSIGNMENT
1: Run Algorithm 3 and obtain the sef; for all SU i. Initialize S°™ = §) for 1.
2: continue = 1.
3: while continue= 1 do
4. Find i* = argmin T and Ty, = T where ties are broken randomly.

1e{l,....M}
s SP= U S, S =ysPmSEn.
6: Run Aléjorithm 5.
7. if ORSP™™ £ ) then
8: Alssign Soom — SEOMEM gnd S; = S,
9. else
10: Set continue= 0.
11:  end if

12: end while
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Algorithm 5 SEARCHING POTENTIAL CHANNEL ASSIGNMENT
1: — Search potential channel assignment from separate-sets

for j € Sp*do

2:

3:  Find SU/ wherej € Sy. Letn, = M — 2.
4. forl=0ton.do
5
6

for k=1to C! do
Find 7%, T3, and T}

m

mel! s Whereuj is the set ofl new SUs sharing channgl

7 if min (T;,T;; iy ,T;f) > T then
J
8: - Temporarily assign channglto SUs:*, i and all SUsm: S™™ = Seomy j, SSO™e™ —
SPMU j, S = Sy\j and SLMEmP = Seomy j
9 - UpdateTmin = min (75, T3 | net > 15 ) -
J
10: - Reset all temporary sets of other SUs to be empty.
11: end if
12: end for
13:  end for
14: end for

15: — Search potential channel assignment from common-sets

16: for j € S do
17.  Find the subset of SUs except StJ SYs¢ who use channe] as an overlapping channel.
18 for I=0to M —1—|SY do

19: for k=110 C}, | uq dO
20: Find 7%, TF |yesuse, T2 )mew_, wherel/] is the set ofl new SUs sharing channg!
J
21: if min (T;i,il}‘% |iresuse , T meu;) > Tmin then
J
22: - Temporarily assign channglto SU i*, all SUs#' and all SUsm: SP™™ = §%m j,
Scomtemp — Scom j
23 - UpdateTinpn = min (72, T% | csuse ,T;Jmew 2
J
24: - Reset all temporary sets of other SUs to be empty.
25: end if
26: end for
27: end for

28: end for
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