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Abstract

In this paper, a multi-source multi—relay cooperative lese network with binary modulation and binary
network coding is studied. The system model encompassasdémodulate—and—forward protocol at the
relays, where the received packets are forwarded regardfdkeir reliability; and ii) a maximum-likelihood
optimum demodulator at the destination, which accountgémsible demodulations errors at the relays. An
asymptotically—tight and closed—form expression of theé-ernend error probability is derived, which clearly
showcases diversity order and coding gain of each sourdéedJsther papers available in the literature, the
proposed framework has three main distinguishable festtiiyét is useful for general network topologies
and arbitrary binary encoding vectors; ii) it shows how ratacode and two—hop forwarding protocol affect
diversity order and coding gain; and ii) it accounts for istad fading channels and demodulation errors at
the relays. The framework provides three main conclusignsach source achieves a diversity order equal
to the separation vector of the network code; ii) the codiaon @f each source decreases with the number
of mixed packets at the relays; and iii) if the destinationraa take into account demodulation errors at

the relays, it loses approximately half of the diversity exrd
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I. INTRODUCTION

Cooperative communications and Network Coding (NC) haeemtdy emerged as strong candidate tech-
nologies for many future wireless applications, such aayredided cellular networks [1], [2]. Since their
inception in [3] and [4], they have been extensively studiedmprove performance and throughput of
wireless networks, respectively. In particular, theord arperiments have shown that they can be extremely
useful for wireless networks with disruptive channel andrectivity conditions [5]-[7].

However, similar to many other technologies, multi—-hopfmerative communications and NC are not
without limitations [1], [8]. Due to practical hardware litations, e.g, the half—duplex constraint, relay
transmissions consume extra bandwidth, which implies tisatg cooperative diversity typically results in

a loss of system throughput [9]. On the other hand, NC is vasgeaptible to transmission errors caused by
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noise, fading, and interference. In fact, the algebraicatmns performed at the network nodes introduce
some packet dependencies in a way that the injection of esimgée erroneous packet has the potential to
corrupt every packet received at the destination [10],.[Dije to their complementary merits and limitations,
it seems very natural to synergically exploit cooperatiod BIC to take advantage of their key benefits while
overcoming their limitations. For example, NC can be anatiffe enabler to recover the throughput loss
experienced by multi-hop/cooperative networking, while tedundancy inherently provided by cooperation
might significantly help to alleviate the error propagatimoblem that arises when mixing the packets [1].
In this context, multi-source multi-relay networks, whiekploit cooperation and NC for performance
and throughput improvement, are receiving an always isimgainterest for their inherent flexibility to
achieving excellent performance and diversity/multipigxtradeoffs [12]-[36]. More specifically, consider-
able attention is currently devoted to understanding tigeaable performance of such networks when both
cooperation and NC operations are pushed down to the phiesyes, and their joint design and optimization
are closely tied to conventional physical layer functidiied, such as modulation, channel coding, and
receiver design [37], [38]. In particular, how to tackle #reor propagation problem to guaranteeing a given
guality—of—service requiremeng.g, a distributed diversity order, plays a crucial role wheestn networks
are deployed in error—prone environmergsy, in a wireless context. For example, simple case studies
in [16], [22], [23], and [39] have shown that a diversity losscurs if cooperative protocols or detection
algorithms are not adequately designed. To counteractighige, many solutions have been proposed in
the literature, which can be divided in two main categorigsdaptive (or dynamic) solutiong.g, [20],
[23], [27], [28], and [35], which avoid unnecessary erropgmagation that can be caused when encoding
and forwarding erroneous data packets; and ii) non—adapblutionse.g, [16], [19], [21], [22], and [25],
which allow erroneous packets to propagate through thearkthut exploit optimal detection mechanisms
at the destination to counteract the error propagationhEEategory has its own merits and limitations.
Adaptive solutions rely, in general, on the following asgtions [23], [24], [27], [28]: &) network code
and cooperative strategy are adapted to the channel comglind to the outcome/reliability of the detection
process at the relay nodes. This requires some overhead, tsie network code must be communicated to
the destination for correct detection; b) powerful enoughrmel codes at the physical later are assumed to
guaranteeing that the error performance is dominated bygeutvents (according to the Shannon definition
of outage capacity) [36, Sec. II]; and c) the adoption of id&gclic Redundancy Check (CRC) mechanisms
for error detection, which guarantees that a packet is reifh@pped or injected into the network without
errors {.e,, erasure channel model). However, recent results haversti@at; in addition to be highly spectral
inefficient as an entire packet is blocked if just one bit iseimor, relaying based on CRC might not be
very effective in block—fading channels [40], [41]. An intsting link—adaptive solution, which does not
require CRC for error detection and avoids full-CSI (Char8tate Information) information at the relays,

has been proposed in [18]. Therein, the achievable divefsging the Singleton bound) is studied under



the assumption thad hocinterleavers are used, while no analysis of the coding gatonducted.

Non-adaptive solutions rely, in general, on the followirggumptions [16], [19], [25]: &) neither error
correction nor error detection mechanisms are needed gthtysical layer, but the relays just regenerate
the incoming packets and forward them to the final destinafie., error channel model). This results in
a simple design of the relay nodes, as well as in a spectraiegffitransmission scheme as the received
packets are never blocked; and b) the possibility to recpaskets with errors needs powerful detection
mechanisms at the destination, which require CSI of the &hetwork to counteract the error propagation
problem and to achieve full-diversity. Similar to adaptsautions, this requires some overhead.

As far as adaptive solutions are concerned, [23], [27], [Z8]e recently provided a comprehensive study
of the diversity/multiplexing tradeoff for general muieurce multi-relay networks, and have shown that
the design of diversity—achieving network codes is eqeitaio the design of systematic Maximum Distance
Separable (MDS) codes for erasure channels. Thus, wedbletted and general methods for the design of
network codes exist, which can be borrowed from classicdingptheory. On the other hand, as far as non—
adaptive solutions are concerned, theoretical analysisgaidelines for system optimization are available
only for specific network topologies and network codes. T® best of the authors knowledge, a general
framework for performance analysis and code design ovémdazhannels is still missing. Motivated by these
considerations, in this paper we focus our attention on adaptive solutions with a threefold objective:
i) to develop a general analytical framework to compute thverage Bit Error Probability (ABEP) of
multi-source multi-relay cooperative networks with adoy binary encoding vectors and realistic channel
conditions over all the wireless links; ii) to provide guiides for network code design to achieve a given
diversity and coding gain tradeoff; and iii) to understahd tmpact of the error propagation problem and
the role played by CSI at the destination on the achievabersity order and coding gain.

More specifically, by carefully looking at recent literagurelated to the performance analysis and code
design for non—adaptive solutions, the following conttitmis are worth being mentioned: i) in [16], the
authors study a simple three—node network without NC (a leimgpetition code is considered) and they show
that instantaneous CSI is needed at the destination toecfué—diversity. No closed—form expression of
the coding gain is given; ii) in [19] and [33], the authorgaduce and study Complex Field Network Coding
(CENC), which does not rely on Galois field operations andakmterference and multi—user detection to
increase throughput and diversity. The analysis is validafbitrary network topologies. However, only the
diversity order is computed analytically, while the cod@ajn is studied by simulation; iii) in [21], the authors
study a simple three—node network with binary NC. Unlikeeotpapers, channel coding is considered in the
analysis. However, the error performance is mainly estihéirough Monte Carlo simulations; iv) in [22],
the author considers multiple relay nodes but a simple itapeicode is used (no NC). Main contribution
is the study of the impact of channel estimation errors onatti@evable diversity; v) in [25], the authors

study a network topology with multiple sources but with josie relay. Also, a very specific network code



is analyzed. This paper provides a simple and effective ateth accurately computing the coding gain of
error—prone cooperative networks with NC; vi) in [34], thateors analyze generic multi-source multi-relay
networks with binary NC, but error—free source—to—relakdi are considered, and the performance (coding
gain) is computed by using Monte Carlo simulations; vii)38] and [46], we have studied the performance of
network—coded cooperative networks with realistic sodt@erelay wireless channels. However, the analysis
is useful only for two—source two—relay networks and for ey\specific binary network code; viii) in [42], a
general framework to study the ABEP for arbitrary modulatsghemes is provided, but a simple three—node
network without NC is considered; and ix) in [43], the authstudy a three—node network with a simple
repetition code. Exact results are provided for coding gaid diversity order. Finally, in [44] and [45],
NC with error—prone source—to—relay links is studied, bt analysis is applicable only to noisy channels,
while channel fading and distributed diversity issues areimvestigated.

According to this up—to—date analysis of the state—of-dhtg-t follows that no general framework for
performance analysis and design of non—adaptive solutigts in the literature, which is useful for
generic network topologies, for arbitrary encoding vest@and which provides an accurate characterization
of diversity order and coding gain as a function of the CSlilabte at the destination. Motivated by
these considerations, in this paper we focus our attentiola general multi-source multi-relay network
with realistic and error—prone channels over all the waslénks. For analytical tractability (and to keep
the implementation complexity of relays at a low level [3g47]), we consider a binary network code, a
Binary Phase Shift Keying (BPSK) modulation, and the Denfatgs-and—Forward (DemF) relay protocol.
With these assumptions, the main contributions and outsashé¢his paper are as follows: i) a Maximum-—
Likelihood (ML-) optimum demodulator is proposed, whicloals the destination to exploit the distributed
diversity inherently provided by cooperation and NC. Thenddulator takes into account demodulation
errors that might occur at the relay nodes, as well as fomwgrand NC operations. It is shown that
the demodulator resembles a Chase combiner [48] with hagisidn decoding at the physical layer; ii) a
simple but accurate framework to compute the end—-to—endPA&teach source is proposed. The framework
provides a closed—form expression of diversity order ardingpbgain, and it clearly highlights the impact
of error propagation and NC on the end—to—end performairiét is proved that each source node can
achieve a diversity order that is equal to the separatiotové49], [50] of the network code. In particular, it
is shown that the optimization of network codes is equivialerthe design of systematic linear block codes
for fully—interleaved fading channels, and that Equal antegual Error Protection (EEP/UEP) properties
are preserved [49]; and iv) the impact of CSI at the destimais studied, and it is shown that half of the
diversity order is lost if the destination is unable to aauoior possible demodulation errors at the relays.

The paper is organized as follows. In Sectidn Il, networkotogy and system model are introduced. In
Sectionll, the ML—optimum demodulator that accounts femsdulation errors at the relays is proposed.

In Sectior 1V, a closed—form expression of the end—to—en&RBs given. In SectionlV, diversity order and



coding gain are studied for arbitrary binary network coded metwork topologies. In Sectién VI, numerical

results are presented to substantiate analysis and findtingaly, Sectio VIl concludes this paper.

Il. SYSTEM MODEL

We consider a generic multi-source multi-relay networkhwis sources §; for ¢ = 1,2,..., Ng),
Nr relays R, for ¢ = 1,2,..., Ng), and, without loss of generality, a single destinationWe consider
the baseline Time Division Multiple Access (TDMA) protocalbhere each transmission takes place in
a different time—slot, and multiple—access interferenae be neglected [3]. We assume that direct links
between sources and destination exist, and that the retdggte sources to deliver the information packets
to the final destination. The cooperative protocol is conepasf two main phases: i) the broadcasting phase;
and ii) the relaying phase. During the first phase, the sofirgeansmits the information packet intended to
the destination in time—sldf; for t = 1,2,..., Ng. TheseNg packets are overheard by thé; relays too,
which store them in their buffers for further processingisiphase lastéVs time—slots. During the second
phase, the relay, forwards a linear combination.e., NC is applied [4], of some received packets to the
destination in time—sldf’x 4, for¢ = 1,2,..., Ng. We consider a non—adaptive DemF relay protocol, which
means that each relay demodulates the received packegeotm NC and forward them regardless of their
reliability. As a result, packets with erroneous bits carirjected into the network. However, these packets
can be adequately used at the destination, by exploitingramhd detection and signal processing algorithms
at the physical layer, to improve the system performancel,18-20]. According to the working operation
of the protocol, broadcasting and relaying phases Mst+ Ny time—slots. SincéVg information packets
are transmitted by the sources, the protocol offers a fixed & that is equal toR = Ng/(Ng + Ng). In
this paper, we are interested in understanding how the tipesai.e., NC, performed at the relays affect the
end-to—end performance for this given rate. Main objedswenderstanding the performance of cooperative
networks with NC when physical layer terminologies are eitpt to counteract the error propagation
problem [37], and, more specifically, when demodulation aetivork decoding are jointly performed at
the destinationife., cross—layer decoding). For analytical tractability aidpicity, we retain three main
reasonable assumptions: i) uncoded transmissions withhaonel coding are considered. Accordingly,
there is no loss of generality in considering symbol-by-sghtransmission. Some preliminary results with
channel coding are available in [51]; ii) BPSK modulatiorassumed to keep the analytical complexity at
a low level; and iii) binary NC at the relays is investigatétbwever, unlike many current papers in the
literature,e.qg, [25], [39], [46], and references therein, no assumptiooudlthe encoding vectors is made.

These assumptions are widespread used in related litematr[14], [16], [22], and the references therein.

A. Broadcasting and Relaying Phases

According to the assumptions above, the generic sobyteoadcasts, in time—sl@f, a BPSK—modulated

signal,zg,, with average energy,,, i.e,, s, = v E,, (1 — 2bg,), wherebg, € {0,1} is the bit emitted by



S. Then, the signals received at relaigg for ¢ = 1,2, ..., N and destinatiorD are:

(€))

{ YSiRq = hs R, Ts, + nsiR,

ys,p = hs,pTs, + ng,p

whereh xy is the fading coefficient from nod& to nodeY’, which is a circular symmetric complex Gaussian
Random Variable (RV) with zero mean and varian@gy/2 per dimension (Rayleigh fadi@g Owing to the
distributed nature of the network, independent but nomtidelly identically distributed (i.n.i.d.) fading is
considered. In particular, letyy be the distance between nod€sandY’, anda be the path—loss exponent,
we havec%, = dy5 [52], [53]. Also, nxy is the complex Additive White Gaussian Noise (AWGN) at
the input of nodeY” and related to the transmission from nadeto nodeY. The AWGN in different time
slots is independent and identically distributed (i.ixi)h zero mean and varianc¥,/2 per dimension.

Upon reception ofys,z, andys,p in time-slotT;, the relayR, for ¢ = 1,2,..., N and the destination

D demodulate these received signals by using the ML—optimut@rion, as follows:
)

where(-) denotes the demodulated bit andl denotes the trial bit used in the hypothesis—testing proble

l;sth = argmin {’ysth — VEmhs, R, (1 - 21~75t>
bs, €{0,1}

BStD = uargmin {‘yStD -V E’nthtD (1 — 21;5})
bs, €{0,1}

More specifically,Bgth anngtD are the estimates of, atrelayR, forg = 1,2,..., Ng, and at destination
D, respectively. We note thdtl(2) needs CSI about the sowresstay and the relay—to—destination channels
at relay and destination nodes, respectively. In this paperassume that CSl is perfectly known at the
receiver while it is not known at the transmitter. This isabed through adequate training [22].

After estimatingBSth and BstD, the destinationD keeps the demodulated bit for further processing, as
described in Section1ll, while the relays initiate the yétey phase. More specifically, the generic relay,
R,, performs the following three operations: i) it appliesdw NC on the set of demodulated b&gth
for t = 1,2,...,Ng; ii) it remodulates the network—coded bit by using BPSK miatlon; and iii) it
transmits the modulated bit to the destinatidnduring time—slotl'y, ., for ¢ = 1,2,..., Ng. Once again,
we emphasize that all the demodulated bits are considerddisnphase, even though they are wrongly
detected,i.e, bs, # Bsth. As far as NC is concerned, we denote the network—coded hielay R,
by br, = fg, (leRq,BszRq7---7l;stRq> = 9s,r,bS,R, © 9S.R,bs.R, @ ... @ gSy_R,bsy R, Where: i)
fr, () denotes the encoding function at rel&y; ii) © denotes exclusive OR (XOR) operations; and iii)
gr, = [gS]Rq,gngq, - ,gstRq]T is the binary encoding vector at reldy, [4], wheregg, g, € {0,1} for
t=1,2,...,Ng. From this notation, it follows that only a sub—set of reegibits are actually network—
coded at relayR,, i.e., only those bits for whiclys,z, = 1 for ¢t = 1,2,..., Ng. Thus, our system setup

is very general: no assumptions are madeggn for ¢ = 1,2,..., Ng, and the encoding functionf, (-)

The framework proposed in this paper is applicable to othdinfy distributions. However, to keep the analytical depeient more concise and
focused, we consider Rayleigh fading only. In Apperidix I, prvevide some comments on how to extend the analysis to oddéimg distributions.



can be different at each relay. The goal of this paper is terstdnd how a given choice of these functions
affect the end-to—end performance, as well as to providéetjnes for their design and optimization.

Thus, the signal received at destinationn time—slot7y, , after NC and modulation igy(= 1,2, ..., Ng):

YR,D = hR,DTR, + NR,D 3

wherexr, = VE,, (1 — 2qu). Let us note that the average transmit energy of each reldg rsothe same
as the average transmit energy of each source n@&deF,,. This uniform energy—allocation scheme stems
from the assumption of no CSI at the transmitter. The impdadptimal energy allocation is postponed
to future research [25]. Thus, the total average transmérgynfor broadcasting and relaying phases is

Er = E,, (Ns + Ng), while the average transmit energy per network nodéis= Er/(Ng + Ng) = E,,.

I11. RECEIVER DESIGN

In this section, we develop a demodulator at the destinaflowhich is robust to the error propagation
problem caused by forwarding wrong detected bits from theyse As explained in [1, pp. 18-20], the main
goal is to improve the end—to—end performance by jointlyfgrering demodulation and network decoding.
To this end, we exploit the ML—optimum approach, which is posed of two main steps.

a) Step 1:Upon reception ofjr,p in time-slotTy,,, the destinationD computes:

2} @

where ISRQD is the estimate oby . Two important comments are worth being made. 1) At the end of

ERqD = ~argmin {‘quD — \/EmhRqD (1 — QBRq>
br,€{0,1}

broadcasting and relaying phases, the destinafiomas Ng + Ny estimated bits,.e., BS,D for t =
1,2,..., Ng from (2) andBRqD forqg=1,2,..., Ng from (4), which can be seen as hard—decision estimates
of all the bits transmitted in the network. These estimatresexploited inStep 2 as described below, to
retrieve the information bits emitted by the sources andayng into account NC operations performed at
the relays. 2) Hard—decision demodulation is performedreafietwork decoding, but, as we will better show
in Step 2below, the demodulator will take into account the reliapibf these estimates when performing
network decoding. Similar to [1, pp. 18-20], we will showttliais is instrumental to achieve full-diversity.
b) Step 2:In this step we take advantage of physical layer methodselde network demodulation
schemes that are robust to the error propagation problenB]lland, thus, to the injection into the network,
according to[(R) and {3), of wrong demodulated bits. This deénfator can be seen as a generalization of
diversity—achieving demodulators for cooperative neksarithout NC [16]. The reader can notice that the
proposed approach belong to the family of channel-awarecttets [54], [55]. To the best of the authors
knowledge, the only notable paper which has recently exéiiese decoders to cooperative networks with

NC is [25]. However, a single relay node and a fixed networkecace considered in [25].



Using the ML criterion,D demodulates the bitss, (t = 1,2,..., Ng) of the Ng sources as [52]:

[85178527"'7851\78] = _ a‘rgn}ax {7)(85178527"'7851\78’leDw"7BSNSD7BR1D7"'7BRNRD>}
bs, €{0,1},....bs  €{0,1} )
S
(a) Ns Nr
a ~ ~ o ~ ~ ~
< arg max HP<ngD bst) HP(quD bSl’bS2"“7bsNS> ®)
bSIE{O,l} ,,,,, bSNSE{O,l} t=1 q=1

(b) Ns . B Ng X
o arg max {ZIH<P<ngD bSt))+;1n<P(quD

bs €{0,1},ubsy  €{0,1} | 1=1

551,552,...,55NS))}

where: i)P ( X|Y) denotes the conditional Probability Density Function (PDFRV X given RVYH; i) o
denotes “proportional to”; iii)(g() is obtained from the Bayes theorem, by exploiting the indelpace of the
detection events in each time—slot, and by taking into actihat the emitted bits are equiprobable; anég't)v)

is obtained by moving to the logarithm domain, which pressmptimality. Due to NC operations, in the sec-
ond summation in the third row dfl(5) each addend is conditibmpon all the bits emitted from the source. In
particular, from Sectionll, we havé@® (Z;qu‘ bs,,bs,, - - - ,13st> =P (BRqD‘ fr, (531, bs,, . .. ,BSNS)> =

P (br,0|br, ) with br, = fr, (bs, bsas - bsy, )-

The conditional probabilities i {5) can be computed afedl. By direct inspection, it follows thai, p
fort =1,2,..., Ng turns out to be the outcome of a Binary Symmetric Channel (B8t cross—over prob-
ability Ps,p = Pr {BStD o bst} =Q <\/2 (Em/No) |hStD|2> ,whereQ (z) = (1/v2n) [[7exp (—t2/2) dt
is the Q—functionPr {-} denotes probability, and the last equality is due to usin§BPodulation. Accord-

ingly, P (Bgtp‘ 53,) follows a Bernoulli distributioni.e., P (Bgtp‘ 53,) =(1- PStD)1‘|BStD‘BSt| ngj;D_bst’.

Similar arguments can be used to comp@t{l}}w‘ BRq). In particular, forq = 1,2,..., Nr, we have

P <Z3qu‘ BRq> = (1 — PSl:NquD)1_|BRqD_BRq| Pgﬁ:gfg"’. However, in this case the cross—over probabil-
ity Ps, v r,0 = Pr {BRQD # fr, (bs,,bs,, - .- ,ngS)} is no longer related to a single—hop link, but it must
be computed by taking into account: i) dual-hop DemF prdicaad ii) NC operations performed at each
relay node. To emphasize this fact, we use the subs§ript, R,D, wheresS;.y, is a short-hand to denote
the Ng sources of the network. This probability is better defined eamputed in Section III-A.

By substitutingP (BS,D‘ 7)5,) andP (BRqD‘ BRq> in (B), the ML—optimum demodulator simplifies, after

some algebra and by neglecting some terms that have no effettte demodulation metric, as:

Ng Ngr
[bsl,bsg,~~~,bsNS] o arg min {Z(ws,D‘bstD—bst >+Z(w51:NSRqD‘quD—qu )} (6)
q=1

bsy €{0,1},bsy  €40,1} =1

wherews,p = In[(1 — Ps,p)/Ps,p) andws, ,_r,p =In [(1 = Ps, ,_r,p)/Ps, r,p0| fort=1,2,... Ng
andqg =1,2,..., Ny, respectively.

Three comments aboutl(6) are worth being made. 1) We canenaticevident resemblance with the
well-known Chase combiner [48, Eq. (13)]. In spite of theikmstructure, two fundamental differences

exist between the original Chase combiner and (6): i) thes€Eh@mmbiner does not consider dual-hop

Throughout this paper, the PDF of RY given RVY is denoted either by ( X|Y) or by Px (-|Y).



networks, which means that all the packets reach the déstintarough direct links; and ii) the effect of
error propagation caused by relaying and NC is not congiderthe Chase combiner. These two differences
are very important for two reasons: i) the detectoilin (6)dsemore CSI to work properly; and ii) the end—
to—end performance of](6) is affected by relaying and NC afp@ns. Thus, the analysis of the performance
of (@) requires new analytical methodologies, as we wilkdretlescribe in Sectidn 1V. 2) For larg€s and
Ng, the complexity of [(B) can be quite involving. As suggestedli, p. 19], this issue can be mitigated
by using near—optimum demodulation methodsy( sphere decoding [56]), which attain ML optimality
with an affordable complexity. 3) The demodulator [ih (6) deelosed—form expressions of the cross—over
probabilitiengl:NSRqD, which, in Sectior_IlI-A, is shown to depend on the CSI of tlmirge—to-relay
links, and on the NC operations performed at the relay nddegeneral, the estimation of this CSI requires

some overhead [22]. In Sectiéd V, we will analyze the impddC€8I on the achievable diversity order.

A. Cross—Over Probabilities of DemF-based Dual-Hop Neksavith Binary NC
In this section,PSl:NquD is computed in closed—fornProposition[1summarizes the main result.
Proposition 1: Let us consider system model and notation in Section Il ari@€llll The exact cross—
over probability, Ps,.x R,D: for arbitrary binary encoding vectors i@sl:NquD = Ps,.y.R, + Pr,D —

2Ps,r, Pr,p, Where P p = Q (\/2 (Ep/No) |hRqD‘2>’ Ps.p, = Q <\/2 (Em/No) | s, ,

2), and:

Ng Ng
Psl:Nqu=Z[gsthPsth 11 (1—2gsquPsTRq)} @)
t=1 r=t+1

Proof: For the generic relay?,, the end—to—end system can be seen as a dual-hop network:viher
the first hop is given by an equivalent wireless link wbtﬁqx) = R, (bsl,bs2, e ,bSNS) at its input and
br, = fr, (ZSS]Rq,BSzRq, . ,ESNSRq> at its output, respectively; ii) the second hop is given kg wireless
link with b, = fr, <Eisq,ZSSZRq, .. ,ESNSRq) at its input andbg, p in @ at its output. ThusPs, _r,p

is given by Ps,., r,p = Pr{BRqD # ng)}, which, by using [57, Eq. 23], is equal to:

P,y Ryp = Pr {qu # ng>} +Pr {BRqD + qu} —2Pr {qu " ng>} Pr {6RqD £ qu} ®)

In (@), Pr {BRQD + qu} = Prp = Q <\/2 (Ey/No) |hRqD\2>, as it is the error probability of a

single—hop link. On the other hany {qu # bgqx)} = Ps, v R, Can be explicitly written as:

Ps| ngry =Pr {gisqésl Ry ® 953R, b2y ® - - @QSNSRqBSNSRq 7 951R,0S1 Ry D 9y R OS3R, B - - @gstqustRq} 9)
Let us now introduce the notation € 1,2,..., Ng):

voumy) (10)

Ps, . ,r, = Pr {gisq bs Ry © 95y Ry0SsR, @ - - ® g5, Ry DS, Ry # 95, RyDS1 Ry D 52 R Sy Ry © - B g5, R, bsth}
Ps(th =Pr {gsth bs, Ry # 95. Ry bsth} =9gs,R, Pr {Bsth # bsth} =9s:Rr,Ps:R,

with P, ,r, = éf;f") - Pélg;fq) if t = 1. Furthermore, similar t@z, p, Ps,r, = Pr {ZBSth £ bsth} -



Ps,r, = Q <\/2 (Em/No) |hSth\2>. By taking into account the properties of the XOR operaf@ly,qan

be computed by using the following chain of recurrence i@t

(HSN R ) (95 R )
_ s e NgBaq
PSl:NSRq = PSl:stqu (1 - PSNSRq ) + (1 - PSl:stqu> PSNqu

(gsN —qu) <95N —qu)
_ _ s _ s
PSl:stqu _PSI:NS—2R41 (1 PSNS,IRQ + (1 PSl:stzRq)PSNS,qu an

9Ss R 9Ss R . . 9S1R 9SsR
Psl:2Rq = Psl:qu (1 - P~§2R2qRq)> + (1 - PSlleQ) P~52R2<1RQ) = PS] Rq 41> (1 - PSzRq )> + (1 - Pg] quRq)> P§2R2qRq>

A closed—form solution of a recurrence relation similar[Id))(has recently been given in [58] for multi—
hop networks. In particular, by using [58, Eq. (9}l (7) candbtained. This concludes the proof. [

Proposition[lis instrumental for an efficient implementation 6f (6). Fuetmore, the proof sheds lights
on the fundamental behavior of NC over fading channels. &, fay comparing[{[7) and [58, Eq. (9)], we
notice that the cumulative error due to performing NC on wrdemodulated bits at the relay is equivalent
to the error propagation problem in multi-hop networks. thmeo words, if the relay performs NC on the data
received froml < N§ < Ng sources, then the error probability of the network—coded dathe same as a
multi-hop network withN§ hops having fading channels given by the source—to—retdg liwhen adding
the relay—to—destination link, the end-to—end networkaleh like a/Ng + 1 multi-hop network. In other
words, Proposition[1clearly states that the larger the number of network—codedcss is i(e., the larger
the number of non-zero elements of the encoding vegto), the more important the error propagation
effect might be. In summanpRroposition1provides a simple, compact, and intuitive characteriratibthe

error propagation caused by DemF relaying and NC over fadivannels.

IV. PERFORMANCEANALYSIS — ABEP

In this section, we provide closed—form expressions of tlBER for each source of the network. The
framework takes into account the DemF relay protocol andcteracteristics of the network code. The
departing point of our analysis consists in recognizing,thacording to Sectionlll, the network code can
be seen as &Vg + Ng)—long distributed linear block code, whose fif§t bits can be seen as systematic
information bits, and the lasWy bits can be seen as the parity (redundant) bits. However the two
fundamental differences between the system model unddysimand classical linear block codes [52],
[59]: i) the system model in Sectidnl Il encompasses a dugl-fework, while state—of-the—art analysis
of classical codes usually considers single—hop trangmnisand ii) coding is not performed at the source
nodes, but it is performed at the relay nodes. Due to theiloliséd nature of the network code and the
assumption of realistic fading channels, encoding opmratat the relays are inherently error—prone, as shown
in Proposition[1 Accordingly, new frameworks are needed to characterieeetid—to—end performance of
dual-hop networks with NC, similar to the many frameworle tiave been developed for cooperative/multi—
hop networks without NC [58], [60]. Note that the framewoptsposed in [44] and [45] are not applicable

to our setup since fading is neglected and no diversity-ea@ig demodulators are investigated.
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Owing to the inherent similarly between the system modelant®n[Il and distributed linear block codes,
we use union—bound methods to compute the ABEP [53, Eqg. 4)]2.%he main difference with respect
to state—of—the—art frameworks is the computation of eadividual Average Pairwise Error Probability
(APEP), which must account for the DemF protocol and for th@repropagation introduced by NC.
Furthermore, in this paper we are interested in computiegABEP of each source of the network instead
of considering frame or codeword error probabilities, as misually done for linear block codes [52], [53].
The reason is that in our distributed system each sourcertiiés independent information flows, and we
are interested in characterizing the error performanceaoh ef them.

Using the union—bound for equiprobable transmitted big [bg. (12.44)], the ABEP of sourcg; is:

1 1 1 1 1 1
ABEPStgz%S S Y Y S S [APEP (e =) Alet],E 1)

bs;=0b5,=0  bsy =0bg =0bg,=0 bsy =0 (12)
(@ 1 N\ R _
= o ZZ [APEP (c =€) A(ct], € [t])]

b b

where: i) @ is a short—-hand to avoid multi—fold summations;(iD)T denotes transpose operations; i,
is ann x n identity matrix; iv)b = [bg,, bs,, . . . ,ngS]T andb = [bg,,bs,, . .- ,BSNS]T; vV)c=G®b and
¢ = G ®b, where ©” indicates that matrix operations (additions and multiations) are performed in the
Galois field GF(Z)G = [gRl,ng, e ,gRNR]T is the Np x Ng matrix containing the encoding vectors of
all the relays, andz = [INSX]VS@T]T is the (Ns + Nr) x Ng generator matrix of the whole distributed
network code; vi)z [m] is the m—th entry of vectorz; vi)) A (z,y) = 1 — A (z,y), whereA(-,-) is the
Kronecker delta function,e., A (z,y) = 1 if z =y andA (z,y) = 0 elsewhere; and ViiAPEP (c — ¢) is
the probability, averaged over fading channel statist€sletectingc when, insteadg is actually transmitted,
and these are the only two codewords possibly being tratesiniThe Kronecker delta function takes into
account that a wrong demodulated codeword might not reswhierror for the sources;, under analysis.
The next step is the computation of the APEP for a generic gfadfistributed codewords. We proceed

in two steps: i) the PEP conditioned on fading channels isprded; and ii) the conditioning is removed.

A. Computation oPEP (c — ¢)

The decision metric in_{6) can be rewritten in a more compawhfas follows:

Ns R ~ Ngr R ~ Ns+Ngr
S (wsin bsip =bs.|) + 3 (wsiwgryp pryp —br,|) = 30 {wlml & [m] - & mll} = A @) (13)
t=1 g=1 m=1
. T ~
where we have definedv = [’wle,wSzD,...,wSNSD,wsl:NsR]D,’wSl:NstD,...,wS]:NSRNRD] , b =
A . . . . T . T - ~ N ~ T
[b51D>bSQDa---abSNSD>bR1DabR2D>---abRNRD] b= [ble,bSQD,---,bsNSD>leD,bR2D>---,bRNRD] :

¢ = Gb, and¢ = Gb. From [I3), the PER,e., PEP (c — ) = Pr{A (c) > A (@)}, is:

Ns+Ng

PEP(C—)(_:):PI‘{ Z w[m](|é[m}—c[m}—é[m]—é[m})>0}(i)Pr{ Z w[m](é[m]—c[m]|—|é[m}—6[m})>0}
m=1 meBO(c,T)
(14)
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Where(i) is obtained by taking into account thBt(c [m], ¢ [m]) = w [m] (|& [m] — ¢ [m]| — |&[m] — T [m]|)
contributes to the summation if and only dffm| # ¢ [m|, and, thus, the summation considers only the
elements in the se® (c,¢) = {m|c[m] # € [m|}. The cardinality,card {-}, of © (c,<) is given by the
Hamming distance betweanandg, i.e., card {© (c,¢)} = dy (¢, €) = S VN7 ¢ [m] — & [m]].

By conditioning onm € © (c, ), it can be shown, by direct inspection, thatc [m],c [m]) is a discrete
RV which can only assume values|[m| and —w [m] with probability P [m] and1 — P [m], respectively,
whereP = [Ps,p, Ps,p, .-, Psy. D, P8,y kD> PS,n RoDs - - - 7PS1:NSRNRD]T is the vector of cross—over

probabilities computed in Sectignllll. Accordingly, thenctitional PDF of RVD (c[m], € [m]) is:

PD(cfmlglm)) (§lm € O (c,€)) = P [m]§(§ —w[m]) + (1P [m])d (£ + w[m]) (15)

whered (-) denotes the Dirac delta function. Since the R¥$c [m] , € [m]) are independent for. € © (c, ),
thenD (c,c) = Zme@(cvé) D (c[m],€[m]) has a PDF given by the convolution of tig (c,c) PDFs of the
individual RVsD (c [m] , € [m]). More specifically, let us denote i . ¢) = {mgi)a, mgi)a), . ,mgf}ggc’é))}

the specific set ofly (c, €) indexes such that. € © (c,¢). Then, the PDF oD (c,€) can be written as:

s = 1 _r-(1 _ (2 _[-(2 dy(c,e dyr(e,@ 6
Poes © (PD<c[m§:c)Jvc{m§:c)J> O o (el 2l Ze]) @O P (e[ miln ) o [mizn »])) ©
where® denotes convolution operations. Thus, by definition, the RH14) can be computed BEP (c — ¢) =
0+°° Pp(e,e) (€) d€. A closed—form expression of this PEP is givenAroposition[2
Proposition 2: Let Pp(c g (-) in (18), for high—SNRi(e., E,/ Ny — 0), PEP (¢ — ¢€) = f0+°° Pp(c,e) (§) dE

can be tightly upper—bounded as follows:

0

k=1

>
ANl

k=1 1
ke, (c,8) k

e (t45) :
H (e,T) 1 dp (e
PEP(c—»2) — [[ Plal ]+ > min{P[m{l ] P [mc))]

k=1
kE¥o(c,8)

(dH(;:yE)) dyg(c,8)
+ Z min ¢ P {mg:’%gl])] P I:MEZ,%[)Z])] » H P {mgz,)a)}

h=1
h#v (1], h#v (2]

v €EPo(c,E)
(5") (vi, 1)) (vie[2)) (v, [8]) L) ()
. _ (v _ (v _ (v _(h
+ kz::] min ¢ P {m(c)’%) ] P I:m(c”%) ] P I:m(c)ké) ] s hl;[] P {m(c’é)] 7
’“56‘1’43((“5)) hetv [1],h#vy (2], htvy, (3]
Vk; 3 c,c
(L dgy(e,€) J)
dp(e,©)/2 dp(e,®)
; = (vi[1]) = (vi[ldg (e,®)/2 ~ (H
+ kzj min { P {m(c)ké) ] ... P [m(c)%[)L H J])] i hH P [m(cl))é)}
K€Y 411 (c,5)/2] (€0 hatv, (1], h#vy [2]
Vkeq)LLdI_;(c,é)/iJ (e,8) kv [dp (e,8)/2]

where: i) () is the binomial coefficient; ii)|-| is the floor integer part; iii)¥, (c,c) is a set of in-
dexes defined a@,, (c,¢) = {k:| k+ Ypoy ((e®) < gdu(eo)-1 1}; and iv) @, (c,c) is the set of
all possible combinations of the indexes iz taken in sets of, and it is defined as, (c,c) =

{vi|ve ={vi[1],vk[2],..., vk [n]}}, wherevy is its k—th element,.e,, the k—-th combination of the

indexes inf . ¢). The cardinality of®,, (c,€) is card {®, (c,€)} = (4(9).

n
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Proof: We proceed in two steps: i) first, we describe the step—ep+siethodology to computeEP (¢ — ¢)
in (I7) fordg (c,c) = 3; and ii) then, we describe how the approach can be genetabizgeneriaiy (c, ).

Let us start withdy (c,€) = 3. In this case, we havi ¢ = {mgl)_ m(z)_),mgz)é)}, andPp(ce) (+) in

C7C) ’ (C7C

(16) can be computed by using some properties of the Dirda diehction. By doing so, and substituting
the obtained PDF iPEP (¢ — €) = [,"™ Pp(ee) () d€, we get:

#(w [miy] +w[n
) (1 =P [nT]) #

PEP (c — ) = P [m{) | P [m{2 | P [mZy]

(e.8) (e,®) ol v [m(2s])

F (P[] (- P a2 D)) (o [220] - w 120w [220,)
FP[aidl] (- P [20]) (P []) (v [ni2] -~ [2] - w [20))

#P [ (1P [00]) (1 [ ]) (- 2] o [2] ~w [2)]) "
R[] (12 [0y ]) (1 [220]) 2 (w [iZ] - w 2] 4w 2]

P 0] P [2(2] (1 P (2] 7 (o [ ] +w (2] ~w [2))

P[] P (2] (12 [0 ]) % (0 ] - [0+ w 72 ])

P 2] P [2(20] (1 P [00]) # (- 1]+ [ ]+ [2))

whereH (z) = 0+°°5(§ — x) d¢ is the Heaviside functiont{ (x) =1 if z > 0 and# (z) = 0 elsewhere.

The PEP in[(IB) can be simplified and can be written in a formithaore useful to compute the average
over fading statistics. The main considerations to this aredas follows: i) since, by definition (s€€ (6)),
w([m] >0form=1,2,...,dy (c,c), thenH ( dH(lc ) w [m%lz)é)D =0 and¥ ( dH(C ) w [m%lz)a)D =

1 for any dy (c,c) and for anym.z); and ii) in the high-SNR regime, the BEP in_[18) can be tightly
upper—bounded by recognizing that- P [m] — 1 for m = 1,2,...,dy (c, ). Furthermore, by exploiting
i) and ii), the resulting terms containing the Heavisidediion can be grouped in three pairs of two addends
each. For example, a pair in(18) 6= Z; + Z with:

R e e R A D) w0
22 =2 (500 1 (e [0 = 2]+ 12 )

while the other two pairs can be obtained by direct inspactib(18) accordingly.

For genericdy (c, ), pairs as shown i (20) can be obtained:

AR ey 7))

ke A ke A (20)

Z:= 1P [ |7 (- = w
cA keA

where A and A are two sets of indexes such tha, ) =AU A and AN A= 0.

By taking into account that, for high—SNR, we hawelm| = In[(1 — P [m])/P [m]] — —In (P [m]),
and from the definition of Heaviside functio®, (-), Z; and Z; in (20) simplify as:
[P [ ifklgjp[_ ) < IL P[]

Zy — { k€A ke A keA (21)

0 elsewhere

1P it] 1P i8] > 1P it {

0 elsewhere
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Thus, for high—-SNRZ = Z; + Z, can be re—written as follows:

I P|mis| i TP |m e (e
Z—>{ KeA e KEA [~ ; ]< i) :min{HP[ ) HP[ E?@]} 22)

ke A

I1P[mey] if HP[ ]<HP[EI§)@]

ke A
In conclusion, by exploiting the properties of the Heawsfdnction,?# (-) and the high—SNR approxi-
mation in [21), the PEP iri_(18) can be tightly upper-boundetbows:

P (o101 2 f2 | [ P 10 i (o (2] 2 002 2

#min {P [milo | P [m{Ci | P [m(Co] } + min {P [2(lo | P (o] P [miZ] }

The result in[(2B) represents the first part of our proof, dhwva us to explain two main aspects 6f [17):

23)

i) its validity and accuracy for high—SNRs only, as some agjpnations are used; and ii) the presence of the
min {-, -} function, which comes from grouping pairs of addends, anehploiting definition and properties
of the Heaviside function. The second step is to provide ®igation of (17) for arbitrarydy (c, €). First, let

us emphasize that, when possible, the proofdigr(c,c) = 3 has been given for arbitra®; (c, €), which
provides a first sound proof of the generality of our appro&eatond, we emphasize that the interested reader
might repeat the same steps as for the case studyduitte, c) = 3 for arbitrary dy (c,€) and eventually
lead to [[I¥). The only difficulty if the large number of termssang when computing the convolution in
(16). So, here we provide only some guidelines to undersfaidy The first thing to observe is that (23)
can be obtained froni_(17), and, more specifically, it is gilsgrthe first two addends in the right-hand side
of (I7). The other terms come from the fact that, der (c,c) > 3, in (22) we have to consider all possible
combinations of the indexa® . ¢ taken in sets of, 2, 3, etc., sinced and A in (20) are a partition of the

du (c, ) indexes inm ;). This explains the presence of all the other summations), @ong with the

du(c,€)

(c;©)/2]
to the equalrtymm{]_[keAP { } [[ocaP |m { EC)C)]} = mln{erAP { } [Trca P |m { EC)C)] }
and because only one of these Iatter terms is explicitlygmem [16). Furthermore, the need to compute

upper limit of each of them. The reason why the upper limithad tast summation |$ s ) is due

all possible combinations of the index@és . ) clearly explains the definition ob,, (c,¢) in (I7). The
only thing left is to understand why in each summation theeinkl must belong to the seb,, (c,c). The
motivation is as follows. When computing the convolution(I), the total number of addends in the final
result is24#(¢%)  |n fact, the convolution o2+ (<) PDFs is computed, each one given by the summation of
two terms. Among all thesg®= (¢ terms HdH ¢ p [m(k) ] and HdH(CC (1 -P [mgﬁ)é)D are treated

(c,©)

separately in[(17). More specrfrcallﬂd”(C < p [mglz)a)} is explicitly shown in [(1V) as the first addend,
while HdH °®) (1 -P [mEC?E)D in zero because of the properties of the Heaviside funclibe.remaining
2dx1(e€) _2 are grouped in pairs of two addends, as showhih (20). Fumitwer, each pair reduces to only one
addend as shown if_(22). Accordingly, the number of term&T) ¢annot be larger tha=(¢2) — 2) /2 =
2dn(e.®)=1 _ 1 In other words, when the cumulative inequalitydn, (c,€) is no longer satisfied, we can

stop computing the summations [n[17). This concludes toefpr g
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Proposition[2is very general and can be applied to ahy(c,c). However, it is not an exact result, as it
holds for high—SNR only. For the special cagg (c,c) = 2, an exact expression of the PEP [in](14) can be
obtained, which, in general, has to be preferred as it isratedor any SNR. InCorollary [1, we provide

the exact expression of the PEP [in](14) without any high—Spiitaximations.

Corollary 1: If dg (c,€) = 2, thenm 5 = {mgi)é),mgi)é)} and the PEP in_(14) is equal to:
PEP (c ) = min {P [m(})y | P [m(Z |} (24)

Proof: The proof follows from analytical steps similar fo {18) Rtoposition[2 In particular, we have:
Pop (e 2 ©) = [0 | [n(2] + P (2] (1P [of2]) 2 (v [0 - 20 ]

o [ni2] (P ] % (] +w )

Unlike Proposition[2 there is no need to exploit the high—SNR approximation P [m] — 1. On the

(25)

contrary, by using the properties of the Heaviside functi@d), and[(2R), we get:

P [mgi?a)] P [mg)e)] + (1 -F [mgi)a)p P [mgife)]
P ol2n] P ot2e] - (-r [0 P )

(c,€) (e,€) (e,€) (c,©)

P [mﬁ?a] if P [m@f_ ]

<
P [m“) ] if P [m“) ] <P [m(z) ]

(e,®)

PEP(c—>E):{

which clearly leads td(24). This concludes the proof. g

We note that the main difference between| (17) (24) is liserece in[(24) of the first addend [n{17).
In fact, this addend simplifies if the high—SNR approximatio— P [m] — 1 is not used in[(26). This
provides a better (and exact) estimate of the PEP. Howehisrptocedure cannot be readily generalized to
network codes withiy (c,€) > 3, without having a more complicated expression of the PERIwis not

useful for further analysis, and, more specifically, to reethe conditioning over fading statistics.

B. Computation oAPEP (¢ — ¢©)

The aim of this section is to provide a closed—form and int$iglexpression of the APERge., to average
the PEP in[(1l7) over fading channel statistics. In spite ef @pparent complexity of (17Rroposition[3
shows that a surprisingly simple, compact, and insightfguit can be obtained for i.n.i.d. fading.

Proposition 3: Let us consider the Rayleigh fading channel model introduoeSectiorll. The APEP,
APEP (¢ — ¢) = E, {PEP (c — ¢)}, is as follows:

E >7dH(C,5) e 1 ldm (c,)/2] NédH(Cvé))
APEP (c »e) - (4=2 142 7r1"(d c,c +—)
( ) ( No (e €+ 3 ~ T(d+3)I(du(c,8) —d+3)
@7
Ns+Npg G
x TT x{Acem =G, ml}
m=1
where: .
dp(c,©) if dp (e,©) < 9dm(e,€)—1 _ 1
A dr(e®) () PR 28)
d - d—1 _ d —
2du(eR)-1 _1 _ 33 (dH(CvC)) if > (dmc,c)) > 2dm(e®)—1 _q
e=1 e=1

and: i) E, {-} denotes the expectation operator computed over all fadaigsgof the network model
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introduced in SectioE]II' i{{=1if ¢ =0andx{{} =& if £ #0; i) Acge=cdc=(GoOb)®
(Gob); iv) £$) = Sgp + Skp + S5 v) Sep = [1/U§ID,1/U§2D,...,1/U§NSD]T and Sgp =
=L, leNR] , where0; ,, is al x n all-zero vector; viXgg, = [1/0%1&, 1/a§2Rq, e, 1/0§N8Rq]T,
zggj _ [gglzm,ggzz%,...,ggNRgSRNR]T’ and iégj — [olst, <2éGR))T}T; and vii) Zgp =
[1/0’%211771/0%221),...,1/0’12%NRD]T and Sgp = [01xn,, 3L,]"7. Finally, we emphasize that x>/
usual matrix operations are used and arithmetic is not in2F(

Proof: From the definition of APER,e., APEP (c — ¢) = E, {PEP (c — ¢©)} and the linearity property
of the expectation operator, it follows that two types ofrisrin [17) have to be analyzed:

dr (e8)
T1:Eh{ k];[l P[mg’j?é)]} and Ty = {mm{kgp[ ) kle_IAP[ E’;)C)]}} (29)

An asymptotically—tight (forE,,, /Ny — o) approximation ofl; and75 in (29) can be obtained by using

Lemmdlland Lemmd2in Appendix[]. In particular, for high—SNR[_(29) simplifies éollows:

dy (c,c) NS+NR
T — (4%’;)

T — (4‘?\,—73)7@“’6)

X {Ac z [m] Zéﬁg [m]}

270 (dp (e,8)+ 1) NS+NR 5(G)
F(d+%)F(dH(c,E)fd+%)i| {AC e [m] Zsgrp [m]}

30)

m=1
whered = card {A} denotes the cardinality of set.

From [30), equation (27) can be obtained frdml (17) as follajvthe first addend in[{17) ig} in (29)
and, thus, it can directly be obtained from(30); ii) eacin {-, -} term in [I7) corresponds t6, in (29) and,
thus, it can directly be obtained froi (30); and iii) by caitsf studying7> in (30), it can be noticed that it is
independent of the particular sub—set of indexed iand.4, as defined in(29). The only thing which matters
is the number of indexes i and in 4, i.e., their cardinalitycard {A} = d andcard { A} = dy (c,c) —d,
respectively. For example, ify; (c,¢) = 3 in (23), thenEy {mln {P [m(l) ] ,P [m@)_)} P {m(g)_ ] }} =

(¢,©)

o i [o2] o] o]} - 5 i e[ [ i}

remark holds for generic i.n.i.d. channels, and it implies identity (forn =1,2,..., |dg (c,c) /2]):
(stzc,c))
Eny > {H P [m( "], T[] P [m EZZ{L”]} = Nt (e, (31)
kE\IIf:(lc T) heA heA
VEEDn (,2)

whereT5; is given in [30), and/\/(gdH(C’E)) is the number of terms il (28) that are actually summed_in.(31)
By putting together these considerations, and by taking &icount that there af@l (c,c) /2] summa-
tions with differentcard {A} = d in (I7), we obtain[(Z7). The only missing thing in our proofasshow that
NédH(c"_’)) has the closed—form expression given[inl (28). This reslitivis from the definition of¥,, (c, )
forn=1,2,...,|dy (c,€) /2] in (L7). In fact, sincel,, (c,c) = {k! k+>_ (dH(hCC)) < 9du(e®)-1 _ 1},
the number of elements in each summatioriid (31) is: i) el(ﬁ’éij’ ) if we have not reached the maximum

number of indexes that can be summed, 2¢#(c®)-1 _ 1: ii) or, in the last summation, the remaining
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indexes if the cumulative summation ¥, (c,¢) exceeds this maximum number of indexes. Equafioh (28)
summarizes in formulas these two cases. This concludesrtiod. p O
Similar to Proposition[2 the exact APEP can be obtainediif (c,c) = 2, as given inCorollary [2
Corollary 2: Let us consider the Rayleigh fading channel model introdue&ectior ll. ThenAPEP (¢ — ¢©) =
En {PEP (c — ¢©)} with PEP (c — ¢) given in [24) fordy (c,c) = 2 is as follows:

—2Ns+Npg
APEP (c = ¢) = (\/5?\2:) T x {Ac,e (m] £S5 [m]} (32)

m=1

where the same symbols and notation a®iaposition[3are used.

Proof: It follows from (27) with dy (c,T) = 2, by neglecting the “1” term as shown @orollary[1 O

C. Particular Fading Channels

Proposition[3is general and it can be applied to arbitrary i.n.i.d fadihgrinels and network topologies
with generic binary NC. However, it is interesting to see wim@ppens to the network performance for some
special channel models and operating conditions, whiclofiem studied to shed lights on the fundamental
behavior of complex systems. In this section, we are intecet1 providing some simplified results for
three notable scenarios of interest: i) i.i.d. fading, vehere haves%, = o3 for every wireless link; i)
i.n.i.d. fading with high—reliable source—to—relay linkehich is often assumed to simplify the analysis, but,
as described ifProposition -4 it does not account for the error propagation effect due @ Bind iii)

i.i.d. scenario with high—reliable source—to—relay linkhie end—to—end APEP of these three scenarios is
summarized irCorollary [3, Corollary[4, andCorollary [B, respectively.

Corollary 3: If the fading channels are i.i.d. with%, = o3, then the APEP irProposition[3and in

Corollary 2 can be simplified by taking into account the following idénti

Ns+Ng __Ns+Npg
[T x{AcctI =G, ml} = (@3) "9 T x{Accmlg® ]} (33)
m=1 m=1
where: )1, n, IS al x Ng all-one vector; ii)gg)q) = 1+Z£V:SI 9s.R, = 1+N§eﬂ’R") forg=1,2,..., Ng,
whereNéCH’Rq) is the number of sources whose data is network—coded at neldg R,; and iii) g0 =
1 0 (0 © 17
IXNsng17.gR27"'7gRNR .

Proof: It follows from Proposition[Bwith 0% = oZ. In particular,£sp and Zgp simplify to all-one
vectors multiplied byl/ag, and each entry oﬂéﬁ) reduces to the summation of the elements of the binary
encoding vector used at each relay, which is equal to the rumbnetwork—coded sources. O

The result in[(3B) is very interesting as it clearly showsotigh Ngﬂ’Rq), that the larger the number of
network—coded sources is, the more pronounced the errpagation problem might be. Thus, depending
on the quality of the fading channels, it might be more or lessvenient to mix at each relay the data
packets transmitted from all the sources. Further commemetpostponed to Sectign V-A.

Corollary 4: Let us assume that the source—to—relay channels are vialylegl.e., no demodulation errors

at the relays. For example, this can be achieved either mguary powerful error correction codes on the
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source—to—relay links, or when the relays are located viesedo the sources. Theﬁ),é?{%D in Proposition 3

_ _ _ T
and Corollary [2 simplifies to S = Sgp + Srp = [1/0?911), e 1/0§NSD, 1/o% b 1/012% D} :

Proof: If the source—to—relay channels are very reliable, we mg\{ﬁq — oo fort=1,2,...,Ng and
qg=1,2,...,Ng. Thus, by definitionz_](scé) — O((ns+Nm)x1)- SO, the simplified expression Ef(scéf) follows

by taking into account the definition d&gp and £rp as block matrices. This concludes the proof. O
Two important conclusions can be drawn fra@@orollary [4. First, we notice that the APEP is affected

by the encoding operations performed at the relays onlyutiiiahe codeword’s distancg; (c, ), which

is the number of distinct elements betweerand c. This provides a very simple criterion to choose the

(G
< Z(SR%) [m] P for

which is an expected

network code for performance optimization. Second, sifiﬁs%) [m]

m=1,2,...,(Ns + Ng), then APEP (c — E)|U§

2
05 Ry 0

o SAPEP (€= T2 o,

result, and it confirms that, to limit the error propagatiaredo NC operations, the source—to—relay links
should be as reliable as possible. Further comments arpqast to Sectioh V-A.

Corollary 5: If the fading channels on the source—to—destination aray+&b—destination links are i.i.d.
with 0%, = o2, and the source-to—relay channels are very reliable witdetoding errors at the relays,
then Proposition[3and Corollary [2 can be simplified by taking into account the identity:

Ng+Ng

[T x{Accm =G, ml} = (o)~ (34)

m=1

Proof: It follows from Corollary [4, which for i.i.d. source—to—destination and relay—to-tidesion links

givesz_lé%) = (1/03) 1((ws+Nn)x1)- Since there arédy (c,c) non-zero terms iz, we get[(34). O

V. ANALYSIS OF DIVERSITY ORDER AND CODING GAIN

To better understand the performance of the cooperativeonketunder analysis, and to clearly showcase
the impact of the distributed network code on the end-topanfbrmance, in this section we study diversity
order and coding gain according to the definition given in.[&1 particular, we are interested in re—writing
the end-to—end ABEP i _(1L2) asBEPg, — [(Em/No) G _G;SH, whereG{* and Gflsf) are coding
gain and diversity order of; for t = 1,2,..., Ng, respectively. This result is summarized Pmoposition
4

Proposition 4: Given the ABEP in[(IR) and the APEP in_{27), diversity orded anding gain ofS; are:

a®) =sv
1
ldm (e,©)/2] Alda (@) e
c 1 d d
s 1 1+ 2y/7T (dg (¢, ) + 3) = F(d+%)r‘(dH(c,5)d+%)> (35)
GV =4 oNg 1321:3 Ns+Ng (@) B
du(e&)=sviy | ¥ H—1 X {AC,E [m] 2gEp [m}} Al(clt],elt])

whereSV is known, in coding theory, as “Separation Vector” (SV) [€&f. 1], and, for a given codebook
C = {c|c = Gb, Vb}, its t—th entry,i.e,, SV [t], is defined as the minimum Hamming distance between

any pair of codewords = Gb € C ande = Gb < C with differentt—th bit, i.e., with b [t] # b [t].
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Proof: First of all, let us stud)GElS'). From [2T) inProposition[Bwe notice that the APEP has diversity
orderdy (c,c) [61], which is the Hamming distance between the pair of cadda/c andc. Furthermore,
from (12) we know that this APEP contributes to the ABEP ofrsel; if and only if the t—th bits ofc
andc are different,i.e,, if and only if c[t] # € [t]. Since the network codes studied in this paper can be
seen as systematic linear block codes, as explained ino&dgtithe latter condition implied [t] # b [t].

Accordingly, in [2T) only the APEPs having a diversity ordez., a Hamming distance, equal to:

a4y = {dH (c,8)|dy (c,€) < dyy (c/,é/) Ve,g,¢ € €Cwithelt] &[] and ¢ [t] £ [t}} (36)

will dominate the performance for high—SNR. In fact, all thther APEPs will decay much faster with the

SNR, thus providing a negligible contribution. In formuldlse ABEP in [I2) can be re—written as:

ABEPg, < 2%5 ; Z [APEP (c — &) A(c[t],e[t])] — 2]1VS Z [APEP (c — €) A (c[t],E[t])] (37)
b b,b

dpr(e8)=df ™ (1)
From [36) and[(37), by definition [63, Def. ld%“i“) (t) is exactly thet—th entry of SV,i.e,, d&?in) (t) =
SV [t]. Thus, we have proved that the end—to—end diversity ordepofceS; is equal to its SV. This result
showcases that, depending on the used network code, diffeceirces in the network have, in general,
different diversity orders. This observation has impari@pplications, as described in Section V-A. Finally,
the coding gainGﬁSt), can be obtained through algebraic manipulations by sulisty (27) in [37), and

—G;St)
equating the resulting expressionABEPg, — [(Em/No) G . This concludes the proof. O

A. Insights from the Analytical Framework

Even though the overall analytical derivation and proof ¢ @7) inProposition[Bare quite analytically
involving, the final expression of the APEP turns out to beyvempact, elegant, and simple to compute.
In Section[V], via Monte Carlo simulations, we will substate its accuracy for high—SNR. In addition,
the framework is very insightful, as it provides, via diréespection, important considerations on how the
network code affects the performance of the cooperativeaor&t as well as how it can be optimized to
improve the end-to—end performance. Important insights fthe analytical framework are as follows.

e End-to—end diversity ordeAs far as diversity is concerned, Rroposition 4we have proved that each
source can achieve a diversity order that is equal to theratpa vector of the network code. This is a
very important result as it shows that even though a dualHetwork is considered, which is prone to error
propagation due to relaying and to demodulation errors riight happen at each relay node, the distance
properties of the network code are still preserved as fahashd-to—end performance is concerned. This
result allows us to conclude that, if we want to guaranteevargdiversity order for a given source, we can
use conventional linear block codes as network codes, astitgethat the end—to—end diversity order (and,
thus, the error correction capabilities [49], [50], [63]) these codes is preserved even in the presence of

error propagation due to relaying and NC operations. Thasltend its proof is, to the best of the authors
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knowledge, new, as it is often assumed a priori that the paesef error propagation does not affect the
diversity properties of the network code [34]. On a pradtfmaint view, this result suggests that, as far as
only the diversity order is concerned, the network codeshmmesigned by using the same optimization
criteria as for single—hop networks. Finally, we note the tesult obtained in this paper is more general
than [18], as our proof is not based on the Singleton bound, arore important, n@ad hocinterleavers
are needed to achieve a distributed diversity equal to the SV

e Comparison with single—hop network and classical codireptly It is interesting to compare the result
about the achievable diversity order Rroposition[4with the diversity order that is achievable in single—
hop networks. From [52, Sec. 14-6-1)], [53, Ch. 12], and [B£s. Il], we know that single—hop networks
operating in fully—interleaved fading channels and usiof-slecision decoding have a diversity order that is
equal to the minimum distance of the linear code. The resiroposition 4can be seen as a generalization
of the analysis of single—hop networks in [52], [53], [59]daal-hop networks with NC. It is important to
emphasize that in our analysis we have taken into accouligtreaommunication and channel conditions,
which include demodulation errors at the relays and pracfarwarding mechanisms. Also, our results are
in agreement with [64], where the error correction propsrtif network codes for the single—source scenario
have been studied, and a strong connection with classicihgdheory has been established. Our analysis
extends the analysis to multi-source networks, providesed—form expressions of important performance
metrics, and accounts for practical communication comgaFinally, we note that even though relays and
destination compute hard—decision estimates of the inogsignals and send them to the network—layer to
exploit the redundancy introduced by cooperation and N€ dikersity order is the same as in single—hop
networks with soft-decision decoding. The reason is thahatnetwork—layer we take into account the
reliability of each bit through a demodulator that reseraltlee Chase combiner [48] (see also Sedtion V-B).

e Comparison with adaptive NC solutiarie Sectiori]l, we have mentioned that another class of n&twor
code designs aims at guaranteeing a given end—to—end itliverder without injecting erroneous packets
into the network. In these solutions, the network code charagcording to the detection outcome at each
relay node. Results and analysis in [23], [27], and [28] hes@blished a strong connection between the
design of diversity—achieving network codes and lineaclloodes for erasure channels. More specifically,
[23], [27], and [28] have shown that MDS codes can be used@asoniecodes to achieve distributed diversity
for erasure channels. The analysis conducted in the prpsger complements design and optimization of
network codes foerasure channel® the performance analysis and design of such codesrfor channels
where all the bits are forwarded to the destination regasdtd their reliability.

e End-to—end coding gairs far as the coding gain iRropositior 4is concerned, and unlike the analysis
of the diversity order, there are differences between singind dual-hop networks with and without NC.
In fact, in Corollary [4, we have shown that both demodulation errors at the relagisdaal-hop relaying

introduce a coding gain loss if compared to single—hop tréssions. Thus, even though NC and relaying, via
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a proper receiver design, do not reduce the diversity omleerently provided by the distributed network
code, they do reduce the coding gain, which results in a pagnce degradation that depends on the
quality of the source—to—relay channels. However, thi$operance degradation might be reduced, and even
completely compensated, through adequate network codmimation and design. In facRroposition[4
and Corollary [4 provide closed—form expressions of the coding gain for lsattnarios where we account
for realistic and ideal source—to—relay channels. A godeérion to design the network codig., to exploit

the inherent redundancy introduced by NC, might be to chdosegenerator matrix of the network code

such that the following condition, for each source node aitssfied:

o = {G

It is worth being mentioned that, in general, the most imgaricriterion to satisfy is the diversity order

Ggst) _ Ggst)

2
USth<°°

—0 Vt=1,2,...,Ng and Vq=1,2,...,NR} (38)

2
TG, rg 0

requirement, as it has a more pronounced effect on the systeformance. The optimization condition in
(38) can be taken into consideration if there is no reduatiothe achievable diversity order for a given rate.
Finally, we emphasize that both diversity order and codiaig gan be adjusted by adding or removing relay
nodes from the network, which, however, has an effect on théeaable rate as shown in Sectioh Il. The
framework proposed in this paper can be exploited for manwar& optimizations, such as: i) designing
the network code to achieve the best diversity order andngodain for a given number of sources and
relays {.e. for a given rate); or ii) designing the network code to hawe minimum number of source and
relay nodesi(e. to maximize the rate), for a given diversity order and cgdiain.

e EEP/UEP CapabilitiesThe diversity analysis ifProposition[4has pointed out that each source of the
network can achieve a diversity order that is given by theassfon vector of the network code. In other
words, each source can achieve a different diversity otdecoding theory, this class of codes is known
as UEP codes [49], and it can be very useful when differentcesuhave to transmit data with a different
guality—of—service requirement or priority. In other weydhe network code might be designed to take into
account the individual requirement of each source, instéduking designed by looking at the worst—case
scenario only. For example, let us consider a network witeettsources, with one of them having data to be
transmitted with very low ABEP. Looking at the worst casersa®, we should optimize the system, and,
thus, the network code as well, such that this source hag fored transmit—power, a very high diversity
order. If we cannot tune the diversity order of each sourcividually, we are forced to adopt a network
code that provides the same high diversity order for all therces of the network, which might have an
impact on the achievable rate (see Secfion Il). Our anagfsisvcases that UEP codes usually exploited in
classical coding theory could be used to find the best treftleetween the diversity order achieved by each
source and the rate of the network. In our opinion, this mresidesign flexibility, and introduces a finer
level of granularity for system optimization, which has meen investigated yet for adaptive NC schemes.

In fact, in general, network codes are designed such thahalsources have the same diversity order [23],
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[27], [28]. Our framework provides a systematic way to gudea unequal diversity orders for each source.
Another interesting application that might benefit from U&dpabilities provided by NC can be found in
[65] and [66, Ch 3 and Ch. 5]. More specifically, in [65], UEPpahility is called “incremental diversity”.
The idea is that energy consumption can be reduced if sowdesnlocated farther from the destination
can transmit with the same power as closer source nodes,xataitd JEP properties to achieve the same
end-to—end performance. In other words, the incrementarslity offered by UEP network codes might
be used to have even energy consumption among the nodes oétiverk with important implications for
green applications [67]. Another application for energyirsg is the exploitation of the proposed framework
as an utility function for energy efficient network formatithrough coalition formation games [66, Ch. 5].
e Generalization of the performance analysis of dual-hopevative protocolsThe framework proposed
in this paper for can be thought as a generalization of theyntasults available in the literature for
cooperative networks without NC. Among the many papersriest in Sectiorill, let us consider, as an
example, [16]. In [16], it is shown that a dual-hop three-aadtwork using the DemF protocol can achieve
full—diversity equal to2 if the receiver has a reliable estimate of the instantaneos probability at the
relay. This result is included, as a byproduct, in our anglyshich is more general as it accounts for
arbitrary sources, relays, and binary encoding vectoraet eslay. In fact, under the classical coding theory
framework, the distributed code used in [16] can be seenatitim code with Hamming distance equal to
2 for the single source of the network. Accordingly, frdPnoposition[4we know that the diversity order is
equal to2, which confirms the analysis in [16] under a much broadergastive. In summary, the proposed
framework can be used to study the end—to—end performanteadfhop cooperative networks without NC,

since a repetition code is a special network code.

B. Impact of Receiver (Network) CSI on the Achievable Dityers

In this section, we are interested in analyzing the impaaof CSI at the receiver to achieve the full-
diversity inherently available in the structure of the netivcode, which is given by its SV. In fact, it is
important to emphasize that the conclusions drawn in Se8fidlhold if the receiver has perfect knowledge
of the cross—over probabilities computed in Section lIlTAis implies that the receiver knows the encoding
vectors used at each relay node, along with the CSI of all thelegs links of the network. In general, the
network code can be agreed during the initialization of taevork or transmitted by each relay node over
the control plane (at the cost of some overhead). On the bred, CSI must be estimated at the receiver.
In this section, we are aimed at showing the importance, lieege full-diversity, of the knowledge of these
cross—over probabilities. To this end, we assume that eamive node, including the destination, has access
to the CSI of the wireless links that are directly connected (single—hop). In other words, the destination
knows only the fading gains over the source—to—destinadimh relay—to—destination links, while it is not
aware of the fading gains over the source—to—relay linksti@rother hand, we assume that the destination

is aware of the network code used at the relays. This is anegent for any NC design.
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With these assumptions, the destination is unable to caerthetcross—over probabilities inl (7), and, thus,
the received bits cannot be properly weighted accordindnédr treliability. In such a worst—case scenario,
the destination can only assign the same reliability to eadeived bit. This corresponds to set all the

weights in [(6) equal to lie, w[m| =1 for m = 1,2,...,(Ng + Ng). Accordingly, the demodulator in

} 39

By using the connection between network code design andicisoding theory described in Section

(@) is no longer ML—optimum, and it simplifies to:

Ng
[bsl,bsz,...,bsNS] x argr{lin Z‘bStD_sz
bsy €{0.1},. b5y €101} (t=1

Ngr
+ Z ‘quD — bR,
q=1

V-A] the decoder in[{39) can be interpreted as a distributéaitvum Distance Decoder (MDD) applied to
the overall network code [52]. The fundamental differengthwlassical coding theory is that, even though
the receiver is not aware of CSI on the source—to-relay lidesnodulation errors at the relay always
take place and propagate through the network because of N@oamarding operations. The demodulator
in (39) simply cannot counteract these effects. Of coutsis, it a worst—case scenario as the destination
has no estimates, even imperfect, of this CSI. The goal lete understand the diversity order of this
low—complexity but sub—optimal demodulat®roposition[bprovides an answer to this question.

Proposition 5: Given the network model described in Sectioh Il, the dematulin (39) provides an
end-to—end diversity order equal to=£ 1,2, ..., Ng):

(40)

af =sviy - {SVTWJ

Proof: It follows by using the same steps as in Secfiioh IV by settirign] = 1 form =1,2,...,(Ng + Ng).
Due to space limitations, we describe only the main modificatof the proof that lead t@ _(#0). In particular,
whenw [m] =1 form =1,2,...,(Ns + Ng), (22), [29), and[(30) simplify as follows:

~(dr(e8)~d)

_ (k) _ (k) (@) ( Em ~(Tb)

z— []P[m{y] and - By { [1P [ } & <4_N0 Gr (41)
ke A ke A

where: i) the large—SNR approximation(ﬁ% is obtained by using the same development as in Appéndix I-B.
More specifically, in[(4]7) we have proved thdtcan be seen as the error probability of a Maximum Ratio
Combining (MRC) scheme withard { A} = dpy (c,c) — d branches, wheré = card {A}; and ii) é((im it
related to the coding gain @%, which is not shown here due to space limitations. By conmggid3) and[(411),

it follows that 7, undergoes a reduction of the diversity order frdm(c, <) to card { A} = dy (¢, ) — d.
From [27), because of the summation odgeach term of the APEP has no longer the same diversity order
equal tody (c,c), but the allowed diversity orders fall in the ran@gy (c,c) — |dy (c,€)/2],dy (c,T)].
Since end-to—end diversity is given by the addend havingsthallest diversity order, we conclude that
DIV apep = du (c,€) — max{d} = dy (c,€) — |dy (c,€)/2]. Finally, by taking into account the relation
between Hamming distance and SV given in SedtionV] (40) taiobd. This concludes the proof. O

Proposition[% brings to our attention the importance of the CSI of the sedi@-relay links. In fact,
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the demodulator in_(39) loses approximately half of the ptiad diversity order inherently available in the
network code. This result is in agreement with some studiesadle in the literature for simple cooperative
networks without NC, such as [14], [16], and [22], where ailsindiversity loss due to either non—coherent
demodulation or imperfect CSI has been observed. Furtherntids result seems to agree with the diversity
that can be achieved by linear block codes over single—htponks with hard—decision decoding [52, Sec.
14-6-2]. However, it should be emphasized that in our casealiversity loss is not due to hard—decision
demodulation at the physical layer, which is actually usedtoth demodulators if6) and_(39), but it
originates from the distributed nature of the network cdden demodulation errors at the relays, and from

the demodulator that does not adapt itself to the religbdftthe source—to—relay links.

VI. NUMERICAL AND SIMULATION RESULTS

The aim of this section is to show some numerical exampleglistantiate analytical derivations, claims,
and conclusions of the paper. More specifically, we are @sted in: i) showing the accuracy of the
proposed framework for high—SNR, as well as the accuracyvefrsity order and coding gain analysis; ii)
understanding the impact of assuming ideal source—torieles, as it is often considered in the literature,
and bringing to the attention of the reader that this migadll® misleading conclusions about the usefulness
of NC over fading channels; iii) studying the impact of théwerk geometry on the end—to—end performance,
and, more specifically, the role played by the positions efrilays; and iv) verifying the diversity reduction
caused when the reliability of the source—to relay linksas properly taken into account at the destination.
The analytical frameworks are compared to Monte Carlo satiars, which implement$(6) and_(39) with
no high—SNR approximations. Simulation parameters arentanaed in the caption of each figure.

a) Accuracy of the Framework for i.i.d. Fading Channekigs.[1£8 show the end—to—end ABEP for
three network topologies\s = 2 and Nk = 2; Ng = 3 andNi = 3; Ng = 2 and Ny = 5) and for different
network codes. In particular, the network codes are choseording to three criteria: i) NC is not used and
only cooperation is exploited to improve the performandeali the relay nodes implement binary NC on
all the received data, as it is often assumed in the litega5]; and iii) only some relay nodes perform
NC on a subset of receiver packets. The first class of codeddathe reference scenario to understand
the benefit of NC over classical cooperative protocols. Témosd class of codes represents the baseline
scenario for network—coded cooperative networks. Finglly third class of codes is important to highlight
UEP capabilities, and to show that a non—negligible impnoset can be obtained if the network code is
properly designed and only some sources are network—codederical examples confirm the tightness of
our framework for high—SNR, and that both diversity orded ading gain can be well estimated with
our simple framework. Furthermore, the UEP behavior of magiyvork codes can be observed as well. In
particular, by comparing the SVs summarized in the captibeazh figure with the slope of each curve,
we can notice a perfect match, as predicted in Se€tion V lIivee note that by comparing the results of

the 2—source 2—relay network with the results of the 2—sobrerelay network, we can notice that if the
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network code is not properly chosen, having multiple reldges not necessarily lead to a better diversity
order. Since the rate of the system is smaller for larger aedsv(more relays), we can conclude that small
networks with well-optimized network codes can outperféange networks where the network code is not
adequately chosen. What really matters to optimize theopmence of multi-source multi-relay networks
is the SV of the network code, and, thus, the way the packetsived at the relays are mixed together.

b) Impact of the Source-to—Relay Links on the AchievabléoReance: In Table[l, we show a
comparative study of the performance of three network tagiek for realistic source—to—relay links, along
with the scenario Wheregth —oofort=1,2,...,Ngandg =1,2,..., Ng, which is denoted as “ideal”
in the table. The results have been obtained from the analytiodels and have been verified through Monte
Carlo simulations. The accuracy between model and sinomnldtr the “realistic” scenario can be verified
in Figs.[1£8, since the same simulation setup is used. Onttiex band, due to space limitations, similar
curves for the “ideal” case are not shown, but similar accyitzas been obtained. The framework used for
this latter scenario is given i€orollary[4 As discussed in Sectidn IVIC, Talile | confirms that thereds n
diversity loss between the two scenarios, but only a codimig tpss can be expected. This is because for
both scenarios the ML—optimum demodulator is used. Howelrerconclusions about the usefulness of NC
for both scenarios can be quite different. Let us considarekample, the 2—source 2-relay network. In
the “ideal” setting, there is no doubt that NC-3 and NC—4 #hdue preferred to NC-1 (no NC) and to
NC-2 (all received data packets are network—coded), as sereachieves a higher diversity order while the
other has the same ABEP as NC-1 and NC-2. On the other handoictusion in the “realistic” setting
is different. In this case, we observe that the higher dityegder achieved by one user is compensated by
a coding gain loss for the second user. In other words, a gatirersity gain tradeoff exists. However, this
behavior is in the spirit of cooperative networking: onerusigght tolerate a performance degradation in a
given communication round and wait for a reward during aeottommunication round. Properly choosing
the network code enables this possibility. Furthermoregctyparing NC-1 and NC-2, we can notice that
different conclusions can be drawn about the usefulness@fiNthe analyzed scenarios. In the “ideal”
setting, a cooperative network with NC (NC-2) has the sam&RRs a cooperative network without NC
(NC-1). The conclusion is that NC is useless in this case.if@mother hand, the situation changes in the
“realistic” setting. In this case, we can see that NC-2 isesigp to NC-1, and, thus, we conclude that the
redundancy introduced by NC can be efficiently exploitechat receiver when it operates in harsh fading
scenarios. In fact, in the “realistic” setting, NC—2 can mmact the error propagation due to the dual-hop
protocol, even though this network code is not strong endogichieve a higher diversity order. Another
contradictory behavior can be found when analyzing the Gre®3-relay network. By comparing NC-1
(no NC) and NC-2 (the relays apply NC to all received packet® notice that in the “ideal” setting
NC turns out to be harmful, as NC-2 provides worse performahan NC-1. On the other hand, in the

“realistic” setting we notice that NC—1 and NC-2 provides #ame ABEP. In other words, NC does not
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help but at least it is not harmful. These examples, evenghapecific to particular networks and codes,
clearly illustrate the importance of considering reatisiburce—to—relay links to draw sound conclusions
about merits and demerits of NC for multi-source multi-yai@tworks over fading channels. Furthermore,
we mention that, for all the network topologies studied irbl&l, NC-2 is representative of a network

code that has been designed by keeping (38) in mind, as itdge¥he same high—SNR diversity order and
coding gain for both “ideal” and “realistic” settings. Flya we emphasize that our conclusions and trends
depend on the coding gain of the network, whose study is afegiected due to its analytical intractability

[16], [18], [19], [25]. In this paper, we succeeded to pravah accurate estimate of the coding gain as well.

c) Accuracy of the Framework for i.n.i.d. Fading Channelsldmpact of Relay Positionstn Fig.[9
and Fig[10, we analyze the accuracy of the framework ford.nfading channels. We consider a 2—source
2—relay network with nodes located as described in the @wapf the figures. We consider five network
topologies where the relay nodes can occupy differentijpositvith respect to source and destination nodes.
We observe a good accuracy of the framework, and notice tieapositions of the relays can affect the
end-to—end performance. This example shows that the peddcmmework can be used, for arbitrary fading
parameters, for performance optimization via optimalyglacement.

d) Impact of Receiver CSI on the Diversity Orddn Fig. [I1 and Fig[ 12, we study the impact
of using the sub—optimal non—ML demodulator n]1(39). In jpatar, the ABEP of this demodulator is
computed by using Monte Carlo simulations, and it is comghdcethe analytical investigation in Section
V-Bl For comparison, the ABEP (analytical framework and Mo@arlo simulations) of the ML—optimum
demodulator in[(6) is shown as well. The non—negligible dobphe diversity order can be observed, and,
by direct inspection, it can be noticed that the curves hheestope predicted i_(#0). This confirms the

importance of CSI about the source—to—relay links in ordeavioid substantial performance degradation.

VIlI. CONCLUSION

In this paper, we have proposed a new analytical frameworstudy the performance of multi-source
multi-relay network—coded cooperative wireless netwdoksyeneric network topologies and binary encod-
ing vectors. Our framework takes into account practical mmmication constraints, such as demodulation
errors at the relay nodes and fading over all the wireledsliMore specifically, closed—form expressions
of the cross—over probability at each relay node are gived, end—to—end closed—form expressions of
ABEP and diversity/coding gain are provided. Our analysis pointed out that the achievable diversity
of each source node coincides with the separation vectoneohetwork code, which shows that NC can
offer unequal diversity capabilities for different sowscé\lso, the importance of CSI about the source—
to—relay channels has been studied, and it has been proaeddl of the diversity might be lost if the
reliability of the source—to-relay links is not properlhkea into account at the destination. Monte Carlo
simulations have been used to substantiate analytical imgdend theoretical findings for various network

topologies and network codes. In particular, numericaimgdas have confirmed that the proposed framework
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is asymptotically—tight for high SNRs. Finally, by compayithe performance of various network topologies,
with and without taking into account decoding errors at thlays, we have shown that wrong conclusions
about the effectiveness and potential gain of NC for codperaetworks might be drawn when network
operations are oversimplified. This highlights the impoec& of studying the performance of network—coded
cooperative wireless networks with practical commun@attonstraints for a pragmatic assessment of the
end-to—end performance and to enable the efficient optiibizaf these networks. The framework proposed

in this paper provides an answer to this problem.

APPENDIX |

ProOOFS OFLEMMA [II, LEMMA [2, AND LEMMA 3

A. Proof of Lemmall
, A (e8) o [ = (k) : T
Lemma 1:LetT; = Eh{ PR [m(c,é)} } WithP = [Ps,p, ..., Ps,_ D, Ps, x R.D:- - Ps, Ry, D]

andP [m], form = 1,2,..., Ng+ Ng, given in Sectiofi Ill and ifPropositiori .1 Then, over i.n.i.d. Rayleigh

fading channels and for high—SNR; has closed—form expression as follows:

Ep \ ~4H(€:0) Ns+Ngr _
Ty — (470) [T x{Acclm=§), m} (42)

m=1
where all symbols are defined Proposition[3

Proof: Owing to the assumption of independent fading channel&llibws, by direct inspection, that

P [m] for m = 1,2,...,Ng + Ng are independent RVs, and, thus, = HZ’;({’"_’) En {P [m(k) ]} =

(c,©)
du (e2) 5 [mg’z)a)] whereP [m%’z)a)] = Ep {P [mglz)é)} } Furthermore, from the definition dP [m] in

Section Il andProposition[3. for high—SNR we have:

Ng

_ E ! 5 E o
Ps,p = (47720?%D) and  Psy v gD = D [gS'Rq (47720?%12")

Em -t
+ (4—02 D) (43)
t=1

No Rq

The results in[(43) can be obtained from the following chdiequalities and high—SNR approximations:

= (a1) Em/Ng)o2 (az) -1
Pxy =Ey {Q (\/2(Em/No) |hXY\2)} 21 {1 —4/ 11(13,“//7%)3% = (4?\7_7303(1/)

. ®1) 5 . . S By 5 .
Ps| nyryD = En {PSI:NSRq + Pr,D — 2PSLNSRqPRqD} = Ps;.ny Ry + PryD —2Psy, xRy PR,D =3 Ps| ngry + PRyD
Ng N

7 7 s i (ep) Ns _ (e Vs - -1
Ps, ngRq = tgl [gsmq Ps, R, 7«:111 (1—2gs,r, PSTRq):| = tgl 9s.rRyPs,r, — t§1 [gsth (470 0%th>
(44)

where: i) (@) comes from [52, Eq. (14-3-7)]; iis(g) is the high—SNR approximation é?—l) in [52, Eq.
(14-3-13)]; iii) (EQ is the high—SNR approximation c(ﬁlﬁ), which simply neglects the terlﬁswquPRqD,
as it decays faster for high—SNR; i‘%g follows by noticing thatl — 2gs, g, Ps.r, — 1 for high—-SNR; and
V) (3) is, similar to (ﬁ), is the high—SNR approximation é%). From [44), [(4D) follows by using notation
and vector representation Rropositior{ 3 More specifically, the vectoA ; takes into account that only the
indexes in the se® (c,c) = {m|c[m] # ¢ [m]} have to be included i}, and the vecto@éﬁ% accounts

for the dual-hop relaying protocol and the specific netwarlec This concludes the proof. O
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Two important remarks are worth being made abloemnmalll First, we would like to emphasize that,
for ease of presentation and to stay focused on the most iemassues of our analysise., dual-hop
networking and NC, the results in_(42) andl(43) are here giweiRayleigh fading only. However, they can
be generalized to other fading distributions for which thghhSNR approximation in [61] exists. In this
paper, Rayleigh fading is studied for illustrative purposaly. Second, by comparir%zé) and [62, Eq. (40)],
it follows that, for high—SNR, the effect, on the error prbidy at the relays, of performing NC on noisy
and faded received data is equivalent to an Amplify—andwbkat (AF) relay protocol with CSl-assisted
relaying [60] and with a number of hops equal to the numbepafaes that are network—coded at each relay.
This conclusion is in agreement with the equivalence betvilee error probability at the relays and the error
performance of DemF relay protocols already highlighte@atior TI-A. In fact, in [58] it has been shown
that, except when the number of hops is very large and thedaskeverity is very small, the performance
of AF and DemF protocols is very close, for high—SNR, to eattteio As the number of sources that can
be network—coded is, for practical applications, not vengé, this high—SNR approximation can be very
useful to get formulas that provide insights on the systeimabi®er. The high—-SNR equivalency between

(43) and AF relaying is exploited ihemmd2to get high—SNR but closed—form and accurate formulas.

B. Proof of Lemm&l2

Lemma 2:Let us consider the teril, = Ey {min {]‘[keAP {mé'j’a},nkejP [mglj)é)} }} with P =
[Ps,p, - .. s Psy. Dy PS, x RiD - - - ,Ps]:NSRNRD]T andP [m] form = 1,2,..., Ng+Ng given in Sectiof Il
and inProposition’1 Then, over i.n.i.d. Rayleigh fading and for high—SNR,has closed—form expression:

E —dg (c,€)
T2 — <4—m>
No

Ng+Npg _
[T x{Acem =G ml} (45)

m=1

2yl (du (c,8) + 3)
I (d+3)T (du (c,8) —d+ 3)

where all symbols are defined Proposition[3

Proof: The computation of is very analytically involving. To get accurate, but closéatm and insightful
formulas that can shed lights on the network behavior, wdo@ixpome high—SNR approximations. More

specifically, the starting point is the following high—SNRBpaoximation:

&m:Q(szmemﬂ

-1 (46)
(a) —o  Ns -
PS1;NSR4D = PSl:Nqu + PRqD - 2PS1;NS RqPRqD - Q (\j 2 (E"L/NO) l:!hRqD| ’ + tzl 9StRq |hSth| 2:| )

The approximation in(ﬁz follows from the closing comment ihemmalll where we have proved that
for high—SNR the cumulative error due to performing NC on mgralemodulated bits at the relays can
be well-approximated by an equivalent AF multi-hop relaywoek with a number of hops that is equal
to the number of network—coded sources. In particular, ff6] we can recognize that the argument of
the Q—function in@ is the end—to—end SNR of an AF relay network, which takes &uoount the relay—

to—destination link and the cumulative error due to commgniat the most/Ng source. The number of
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sources that are actually network—coded depends on the eruafinon—zero NC coefficientgs, z,. Let
us emphasize that the formula for the direct source—toirdeisin link is exact, but we have decided to
re—write it to better understand that high—SNR approxiomaaipplies only to the signals forwarded from
the relays. Thus, if,, we haveP [ C’E} —Q <\/2 m/No) SNRE ) )>, where: i) SNRE?E) = |hs,p|?
for the source—to—destination links, and by bearing in niivat in this case we have a true equality; and ii)

SNR((g) = | |pm,pl  + S gsi,

T — Ep, {min{ ITe <\/2 (Em/No) SNRE’;)C)> ITe <\/2 (Em/NO)SNRE’C“)C)> }}

ke A keA

@Eh {mln {Q (\/ (Ern/NO Tl Z SNR(k) )) Q ( 2(E77L/N0)T2 Z SNREﬁ?&)) }} (47)
keA ke A

Qe lo| |2Em/No)max {n S SNREL T ST SNRE’C‘)C)}
ke A ke A

where: i) the approximation ilga) is proved inLemmaBii) T; and Y, are two constant factors whose

-1
Rq|_2] for the relay—to—destination links. Thug; simplifies:

closed—form expression is given l,emmalB and iii) the equality in@ comes from the fact that the
Q-function is monotonically decreasing for increasingueal of its argument.

The last expression i _(#7) has a convenient structure #rabe averaged over fading channel statistics.
To this end, the following considerations can be madefi)can be seen as the ABEP of a dual-branch
Selection Combining (SC) scheme, where the equivalent SNiRsb and second branch is [53NR; =
2(Ep/No) T1 e 4 SNR{Y:) and SNRy = 2 (Ey/No) To e 1 SNR(L ), respectively; ii) bothSNR;
and SNR, can be seen as the equivalent SNR of a Maximum Ratio CombifMiRIC) scheme with a
number of branches given byard {4} = d and card {A} = dy (c,€) — d, respectively; and iii) the
“virtual” SC and MRC branches contain independent RVs, asiit be verified via direct inspection. Thus,
a closed—form and high—-SNR approximationof in (47) can be obtained by using the method in [61].
More specifically, by considering: i) the definition SNREIZ?E) in (47); ii) the closed—form expressions of
T, and T in LemmalB and iii) the general parametrization in [61, Prop. 1, Prépfor systems with
receive—diversity, we can obtain, after lengthly algebmianipulations, the final result shown in{45). In
particular,A.z and i(s?{?a have the same meaning asliemmé_]l while the term into the square brackets
accounts for the SC/MRC high—SNR approximation(:bc))fin (47). This concludes the proof. O

Finally, similar to Lemmalllwe emphasize once again that the closed—form solutioh_ i ¢46 be

generalized to other fading channel models by using [61] [&G8{
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C. Proof of Lemma&]3

Lemma 3:Let A = [[,c4 @ (\/2 (Em/No) SNRE?&)) with SNREIZ,)E)

high—SNR and Rayleigh fading, can be tightly approximated as follows:

defined inLemmalR Then, for

r=J]e <\/2 (Em/No) SNR§5?5)> -Q (\/2 (Bm/No)T S SNRE’;}E)) (48)

keA keA

24-177" T(d+1)
r(2)"r(d+1)

Proof: From the Chernoff bound.e., @ (z) < (1/2) exp (—2%/2) < exp (—2?/2), which is accurate for

1/d
whereY = [ ] andd = card {A}.

x> 1 that in our case implies high—-SNRU(, / Ny > 1), the following approximation holds:

HQ(MHQ( /szk> (49)
ke A ke A

whereY is a constant correction term, which is introduced to recdive coding gain inaccuracy that might
arise when using the Chernoff bound [16]. The high—SNR appration in [49) can be explained as follows.
By direct inspection, left— and right—hand side terms carslb@wvn to have both diversity order equal to
d = card {A}. In fact, the left—-hand side is the product @fterms each one having diversity one. On the
other hand, the right—hand side term is the error probglafice MRC scheme [53] witll diversity branches
at the receiver, which is known to have diversity{61]. The constant (correction) fact@f is introduced
only to avoid coding gain inaccuracies, which are alwaysemeéwhen using the Chernoff bound. Since the
goal of this paper is to accurately estimate both coding gauh diversity order, the accurate evaluation of
T is instrumental to estimate the end-to—end performancheobystem.

To get an accurate, but simple and useful for further amalyproximation we use first-order moment
matching to estimat& in (49). The motivation is that, as we will better substaetiat the end of this proof,
it allows us to have a closed—form estimateYothat depends only od in (48), while it is independent of
the fading parameters. In formulas, we seek to fih@duch that the following equality is satisfied:

o { ITe <\/2 (Em/No) SNRE‘C“?E)> } =Ep {Q (\/2 (Em/No) T Y SNREI;)E)> } (50)

ke A ke A

To this end, we need closed—form expressions of both aveiadg0). Once again, we use the high—-SNR

parametrization in [61], which leads to the following resul

Eh{ I1 Q<\/2(Em/No)SNRE’C“?E)>}@(4%)d I 1 +1§ gﬁtﬁ}

k€A keA | TRgD (1 95iRg
5 ® -d 201 T p(ay 1) (51)
Ep {Q <\/2 (Em/No)T 3 SNREC?5)> } © (aZnr) = -
kEA r(2)4r@+1) 11 {(;2]—+Z égt_’?tz) }
keA RqD t=175;Rq

where: 1)(2 is obtained by taking into account that G)\TRE?E) are statistically independent far € A;

(i) according toLemmd R SNRE? can be seen as the end-to—end SNRs of an equivalent multAfop

76)

relay protocol; and (iii) by using asymptotic analysis foulti-hop AF relay networks in [62]; and 2@
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is obtained from [61] and [62] by recognizing that we have eanpute the average of an equivalent MRC
scheme where each branch is an equivalent multi-hop netivatkuses the AF relay protocol. Finally, by
equating the two terms in_(b1); in (48) can be obtained. As mentioned abd¥es independent of channel
statistics. Similar td.emmd lland Lemmd_Pwe mention that the proposed procedure can be applied to any

fading channel model, for which the parametrization in [&Lhvailable. This concludes the proof. [
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(S¢)

TABLE |
ABEPg, = (Gﬁst)7m> d , WHEREG&S” IS THE DIVERSITY ORDER Gist) IS THE CODING GAIN, AND WE HAVE DEFINED
Ym = Em/No. 2-SOURCE 2-RELAY NETWORK. NC—1:bg, = bs, r,, bR, = bs,r,; NC-2:br, = bs, r, ® bs,R,,

33

sz = leRz D BSsz; NC—3ZbR1 = leRl D Esle s sz = Essz; NC—4:bR1 = leRl s sz = BSle D 852R2' 3-SOURCE 3-—RELAY
NETWORK. NC—:l.ZbR1 = bisl , bR2 = bs2R2, bR3 = bsaR.%; NC—ZSle = bisl D bs2R1 (&) bSSRl , bR2 = bis2 D bs2R2 (&) bS3R2!

bR3 = 651 R3 @ BszRS D 653R3; NC—3:bR1 = le Ry» sz = BSsz , bR3 = le Rs @ BS2R3 D BSSRS . 2-SOURCE 5-RELAY NETWORK.

NC-1:br, = I;SIRI bR, = 133132, br, = I;S1R3' br, = 133234, br, = I;S2R5; NC-2:bgr, = I;SlRl S I;S2R1 bRy, = 331R2 @ BSsz'

br, = leRs ® 55233' br, = 55134 @ 652R4'bR5 = leRs ® 55235; NC-3:bR, = I;SIRI bR, = I;Sle' br, = I;Sle ® BS2R3’

br, = bsy Ry ©bsyrys bRy = bsyRs - FINALLY, 1.1.D. FADING WITH 0§ = 1 1S CONSIDERED

Network: 2—source, 2-relay
Ideal source—to—relay channels Realistic source—to—relay channels
ABEPSY | ABEPS?) | ABEPS® | ABEPSY | ABEPS? | ABEPS®
NC-1 || 0.3750v;,2 | 0.3750vm2 - 0.75007;,2 | 0.7500;m2 -
NC-2 || 0.3750vm2 | 0.3750vm2 - 0.37507m2 | 0.3750vm2 -
NC-3 || 0.3750v;,2 | 0.9688v;° - 1125072 | 3.87507m° -
NC-4 || 0.9688v:2 | 0.3750v;,2 - 3.8750vm° | 1.1250v,,2 -
Network: 3—source, 3-relay
Ideal source-to-relay channels Realistic source—-to-relay channels
ABEPZY | ABEPY? | ABEPZ® || ABEPZY | ABEPL? | ABEPY®
NC-1 || 0.3750vm2 | 0.37507m2 | 0.3750vm2 || 0.7500vm2 | 0.7500vm2 | 0.7500vm>
NC-2 || 0.75007;,2 | 0.75007m2 | 0.75007m2 || 0.75007m2 | 0.75007m2 | 0.75007.m,2
NC-3 || 0.9688v;,:> | 0.9688v,> | 0.3750vm2 || 4.8438v,3 | 4.8438v,3 | 1.50007.72
Network: 2—source, 5-relay
Ideal source—to—relay channels Realistic source—to—relay channels
ABEPSY | ABEPY?) | ABEPS® || ABEPYY | ABEP(S? | ABEPY®
NC-1 || 0.4961v,* | 0.4844~7° - 3.9688vm% | 1.9375vm° -
NC-2 || 0.3750v;:2 | 0.3750v;,2 - 0.3750v2 | 0.3750v,,:2 -
NC-3 || 0.9980y,,° | 0.4961y;,* - 21.9570vm"> | 8.9297v,t -
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Fig. 1. ABEP of a 2—source 2—relay network. Markers show Montéig. 4. ABEP of a 3-source 3-relay network. Markers show Monte
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Fig. 6. ABEP of a 2-source 5-relay network. Markers show Monte
Carlo simulations and solid lines show the analytical fraomi. Setup:
|) ii.d. fadlng Wlth o‘O =1; and i) le = bisl, br, = bisz,
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Fig. 9. ABEP of a 2-source 2-relay network. Markers show Mont
Carlo simulations and solid lines show the analytical frevord. Setup.

i) i.n.i.d. scenario withoe = 3, og(y = d5, ii) the nodes are located
at positions (in meters)S; = (0, 25), S2 = (0,—25), D = (50,0),
Ry = (zr,,12.5), R2 = (zry,—12.5); and iii) bg, = bs,r, ®
bsyRry» br, = bs,r,. Furthermore, we have: i, = 25 andzpg, =
25in Scenario 1 iikr, = 5andxr, = 5in Scenario 2;iilxr, = 45
andr> — 45 in Scenario 3 ivir» — 5 andr~ — 45 in Scenario

Carlo simulations and solid lines show the analytical frenomd. Setup.
i) i.n.i.d. scenario witha = 3, agﬂ, = d5, i) the nodes are located
at positions (in meters)sS1 = (0,25), S2 = (0,—25), D = (50,0),
R; = ($R1,12.5), Ry = (IR27—12.5); and III) le = bisl’
br, = 133232. Furthermore, we have: Bz, = 25 andzg, = 25 in
Scenario 1; i)zr, = 5 andzg, = 5 in Scenario 2; ii)zr, = 45
andzg, = 45 in Scenario 3; iv)zr, = 5 andxg, = 45 in Scenario
4;Vv)zg, =45 andzg, = 5 in Scenario 5.
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