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Abstract

Popular content distribution is one of the key services @y by vehicular ad hoc networks
(VANETS), in which a popular file is broadcasted by roadsiditsu(RSUs) to the on-board units
(OBUSs) driving through a particular area. Due to fast spesd deep fading, some file packets might
be lost during the vehicle-to-roadside broadcasting stegehis paper, we propose a peer-to-peer (P2P)
approach to allow the OBUs to exchange data and complemeniissing packets. Specifically, we
introduce a coalitional graph game to model the cooperatimong OBUs and propose a coalition
formation algorithm to implement the P2P approach. Moreosegnitive radio is utilized for vehicle-
to-vehicle transmissions so that the P2P approach doesegatre additional bandwidth. Simulation
results show that the proposed approach performs betteaiious conditions, relative to the non-
cooperative approach, in which the OBUs share no informatitd simply response to any data request

from other OBUs.
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I. INTRODUCTION

Vehicular ad hoc networks (VANETS) have been envisionedrtwigde increased convenience
and efficiency to drivers, with numerous applications ragdgrom traffic safety, traffic efficiency
to infotainment [[1], [2]. One particular type of downloadirservices has attracted a lot of
attentions for its applications in both safety-related eochmercial areas. That is, the distribution
of popular multimedia contents to on-board units (OBUs)desa geographical area of interest
(Aol) by roadside units (RSUs), which is referred to as papuabntent distribution (PCD) in [3].
Examples of PCD may include: a local hotel periodically loi@asts multimedia advertisements
to the vehicles entering the city on suburban highway; alltreael company advertising the
current activities in scenic areas to the passing vehieled;a traffic authority delivers real-time
traffic information ahead, or disseminates an update versidocal GPS map_|3].

On the Internet, the downloading services of large files f@gh-definition movies) often adopt
peer-to-peer (P2P) protocols, such as BitTorrent and e®d&000 [4]. Those P2P systems go
beyond client-server systems by introducing symmetrysdeaclient may also be a server) and
enjoy high performances in data rate, delay, scalabilitgl eobustness. For PCD in VANETS,
it is natural to adopt P2P ideas for improving the networkfgremnance. Actually, since it takes
usually less tharl minute for moving vehicles to drive through the coverage mfRSU, the
OBUs may fail to download the large popular file (e.g. an atisement video may be as
large as100 MB) directly from RSUs within the limited time for vehicletroadside (V2R)
transmissions. For completely downloading the popular flles not only optional, but also
essential for the OBUs to build a self-organizing deceiziedl P2P network, in which popular
packets are exchanged among OBUs through vehicle-toleeM2V) channels. However, those
P2P techniques on the Internet should be carefully insgdotdore applying in the proposed
PCD problem for the following reasons:

1) The wireless links in VANETs are unreliable due to both péading and co-channel

interference, compared to the wired links on the Internet.

2) The network topology of a VANET is unpredictable and esleanging, due to the high

mobility of OBUs, compared to the static topology of the mnist.
Hence, P2P protocols in VANETs are no longer applicatiorellgarotocols based on reliable

transmissions, but cross-layer protocols that jointly siders content request, peer location,



channel capacity, and potential interference.

In [5], the author first studied cooperative downloadingvees in VANETS, in which they
proposed SPAWN, a pull-based, P2P content downloadingo@ubtthat extends BitTorrent.
However, the peer and content selection mechanisms hateokigrhead and are not scalable,
especially when most of the vehicles are interested in doadihg popular contents. 1n/[3],![6],
network coding (NC) methods were proposed, in which pacietsmixed together by coding
at every intermediate node and the broadcast nature ofesgahnedium is exploited, so that
the usefulness of each coded packet is increased.| In [7Jaut®or focused on the link layer,
and proposed VC-MAC, a cooperative medium access contrédGMprotocol for gateway
downloading scenarios in vehicular networks, to maximiee ‘broadcast throughput”.

In this paper, we propose a P2P approach to address the P®Rmron VANETS, in which
the OBUs are allowed to exchange data and complement thegsimgi packets. Among all the
possible P2P solutions, the non-cooperative approachmplaito apply, in which the OBUs
share no information and response to any data request froer @BUs. However, since the
transmissions are not coordinated, the non-cooperatigeoaph might be inefficient due to the
collisions and repeated transmissions. Therefore, weid®n$o introduce cooperation among
OBUs, i.e., the OBUs can share some information to make the &throach more efficient.
Particularly, we adopt the coalitional graph game modelrasifitroduced by Myerson in [8]. In
a coalitional graph game, the players try to maximize thadiviidual payoffs, which are related
to the specific graph that interconnects them. This modelé@ntly been used in many graph-
based communication problems [9]. In [10], the author itigased the problem of the formation
of an uplink tree structure in the IEEE 802.16j standard \thign coalitional graph game model,
in which the relay stations form a directed tree graph to omprtheir utility considering both
packet success rate and link maintenance cost. In [11]utm®aconsidered a network formation
game where the nodes wish to send traffic to each other andradibthe myopic best response
dynamics is proposed. In the proposed PCD problem, we int®da coalitional graph game
model considering content request, peer location, chazapcity, and network topology, and a
coalition formation algorithm is proposed to implement #@P approach based on this model.

Also, we utilize cognitive radio (CR) for V2V transmissions the proposed approach. In
VANETS, V2V links might be blocked by the factors such as delegpnnel fadings and severe data

collisions. By exploiting CR, it is possible to utilize othavailable channels with better channel



conditions, which in result, increases the sum transmmssite and reduces data collisions in the
network. Therefore, CR is better for QoS for delay sensgipplications. Moveover, the vehicles
can easily provide sufficient power and space that are espyeneeded by CR devices. And in
vehicular environments, especially in suburban highwéys,spectrum is relatively clean and
there are plenty of spectrum holes that can by utilized by TRis, CR is beneficial in VANETSs.
Considering all the benefits, we utilize CR for the vehidesehicle (V2V) transmissions in the
P2P approach.

The main contribution of this paper is to introduce a caoatiel graph game model to the
popular content distribution problem in VANETSs. Based oa ¢fame theory model, a distributed
coalition formation algorithm is proposed, in which the O8Belf-organize into coalitions to
coordinate their V2V and V2I transmissions. Simulationufessshow that, using the proposed
algorithm, the maximal total throughput is increasediB$% and250%, respectively, relative to
the non-cooperative approach and the pure broadcastiegnechAnd the total possessed packets
are increased bg5% and218%, respectively, relative to the non-cooperative approauh tae
pure broadcasting scheme.

The rest of this paper is organized as follows. Section livigles the system model and
the non-cooperative approach. In Section Ill, we formutage graph-based utility function and
present a coalitional graph game for modeling the transmgitbehaviors of OBUs. In Section
IV, we exposes the properties of the coalitional graph gameell as the dynamics algorithm
for forming a best-response network graph. In Section V &tman results and analysis are

presented, and in Section VI we conclude the paper.

I[I. SYSTEM MODEL
A. Network Model

Consider a VANET consisting aV OBUs driving through the coverage of a RSU. A popular
content, which has been equally divided inté packets with the size of each packetis
broadcasted at an authorized frequency band (e.g7iN#Hz bandwidth in the 5.9GHz band
for IEEE 802.11p[[12]) from the RSU to the OBUs inside the cage. We suppose the V2R
transmission time is not sufficient for any OBU to download #ntire file, but a few packets.
Let N, M and M; denote the set of OBUs, and the set of packets, and the setckétsa
possessed by OBW respectively.



For downloading of the entire file, a P2P network is built agn@ddBUs by unauthorized
channels using cognitive radio. We suppose there Farsuch channels with primary traffic
modeled asK independent Poisson processes with the same arriving\rgger time slot. In
each slot, every OBU in the network transmits, or not, to h@eo©BU through an empty channel.
The OBUs keep exchanging their possessed packets untyl ©&i in the network achieves the
entire file, formally, M; = M,Vi: € N. Let K and K; denote the set of unauthorized channels
and the set of unauthorized channels sensed by @BEkspectively.

As shown in Fig[lL, the evolution of the popular file in an OBUlligstrated. When an OBU
arrives in the range of the RSU, it immediately receives ttzaticasted packets from the RSU.
As getting out of range, it starts the P2P transmissions etlter OBUs in unauthorized channels
using cognitive radio. After finite P2P transmissions, tbpydar content can be entirely obtained

by all OBUs in the network.

B. Channel Model

In this paper, we suppose all OBUs and the RSU are equippddswigle omnidirectional
antenna. The RSU periodically broadcasts the popular finauthorized frequency with data
rate Ry. For the V2R channels between the RSU and the OBUs insidewsrage, we adopt
Rayleigh model for small-scale fading and a path loss modél the path loss exponent equal to
4. For simplicity without loss of generality, we do not coraidhe shadowing by other vehicles.
Also, we assume in the same slot the channel is unchanged, frteugain of the V2R channel
between the RSU and any OBi4Jdenoted by, is given by

hi = Ozdz-_z, (l)

where « is a complex Gaussian random variable with unit variance zsrd mean, and,; is
the distance between the RSU and OBU herefore, the capacity of the V2R channel between
the RSU and OBU, denoted by;, is given by

¢; = Wlog, (1+ B |hi*), (2)

wherelV is the bandwidth authorized for V2R communications @ral scale factor representing
the transmit power of the RSU. In each slot, we assume @REN receive useful data from
the RSU if and only ifc; > R,.



For the V2V channels, we suppose the transmitting signahfemy OBU ¢ can only be
received by its “neighbors” (the OBUs with a line of sight (&Dto OBU ) [13], denoted by
N;. For those channels with a LOS, we adopt a similar model a/#R channels. Thus, the
channel gairhﬁj between OBU; and OBUj # i in the k-th unauthorized channel is given by

ad; ;7% a LOS exists
hiy = (3)
0 , otherwise
whered, ; is the distance between OBUand OBU j, andk = 1,2,..., K. Therefore, the

corresponding capacity, denoted &iy is given by
;= Wilogy (146 W [F) k=12, K. @)

whereW, is the bandwidth of thé-th channels; a scale factor representing the transmit power

at OBU i. For simplicity without loss of of generality, we assumig = W, = ... Wy =W’
andp; = fy = ..., 8k = A

C. Non-cooperative Approach

In the non-cooperative manner, the P2P transmissions doaawtiinate with each other. For
any OBUi € /N, its packet request is broadcasted to its “neighbors” atb#ginning of each
slot, and the first responding OBU, e.g., OBUtransmits the requested packets to OBWor
finding available channels, OBY randomly sense#&’; < K unauthorized channels, the set of
which is denoted byC; C K, and for each channel with a constant timelf the period of a
slot isT', the transmitting time left is the#’ — K7, and the corresponding rate is given by

T—- Kt
Rfl = (TJ) Cﬁz‘v ke K;. (5)
The channel with the largest transmission rate is selecge@BU j, which is given by

T—- KT
R, =max R}, = | ——= | x maxc},. (6)
' kek; T kek;

We suppose the relation betweéf) and the maximum channel capacity. can be given by



a function f (k) in the average sense. The transmission ratélin (6) is theritteswas

. T— Kt
Rj,i = ( T ’ ) f(K]) (7)
To maximizeR;;, we haveK; must satisfy
dR;; f(K;) T
—2 = 0. = K =, 8
ak, TR T ©

We further suppos¢ (K;) = Aln(K; + 1) andT = K, then, [8) is rewritten as

Equation[(®) can be easily solved by numerical solutionsthadesult can be seen as a reference
value for K;. We adopt a logarithmic form as the expressiorf k’;) for the following reasons:
(1) f(K;) must be an increasing function, since an extra channel chnirrease, or at least,
maintains the maximum capacity in average sensef(R);) must be a concave function, since
the contribution of an extra channel will be mitigated by thereasing channel number.

In the above analysis, we do not consider any data collismwhgh, however, are inevitable.
As we noted, the transmitting signal from any OBldan only be received by its “neighbors”.
Thus, the signal as well as the interference are both confiméde “neighbors”. Considering
the potential collisions with primary users (the users vggectrum license) and other OBUSs,
the successful transmitting conditions are: (1) a LOS sxtween OBUi and OBU j, (2)
no primary traffic exists in thé-th channel, (3) no “neighbors” of OBW transmit in thek-th
channel. In fact, the influence of collisions has been in@dlin factor A when we suppose

f(K;) = Aln K;, which makes no difference in the result.

[1l. COALITIONAL GRAPH GAME MODEL

For the proposed PCD problem, we have provided a non-cotgesolution, in which the
sensing-throughput tradeoff has been locally optimizeolwéler, due to the random establish-
ment of V2V links, the OBUs may be connected to inefficientighdors” or even with no
“neighbor” to be connected to. Thus, the entire network mafes from low data throughput,
or equivalently, high transmission delay. In this sectia®, introduce a coalitional graph game
model to coordinate the V2V links between different OBUs atgb the V2R links from the



RSU to the OBUs. In this model, each OBU decides to connectr tbeoconnected to other
OBUs in order to maximize its own utility that takes into asnbdata throughput as well as link
maintaining cost. The result of the interactions among tBJ®is a directed grapli-(V, &)
with V denoting the set of all nodes (the OBUs and the RSU)&uddnoting the set of all edges
(V2V links and V2R links). For any, j € V, we say the link fromi to j exists, ife; ; € £.

A. Utility Function

For any OBU: € N, we suppose positive utilities can be extracted from boéhefiective
packets received from and transmitted to other OBUs, whiepedds on the current links
associated with OBU. Thus, the utility function is a graph-based function, whis denoted
by U;(G). Due to the single antenna, the maximum number of connexti@m or to OBU
i is confined tol, which implies the out-degre&’*’ and in-degree\!" of nodei in graphG
satisfying0 < \¢“ < 1,0 < A\ < 1. Using the broadcasting channel, the RSU can connect to
as many OBUs as possible while no OBU can connect to it, whigflies out-degree%,, and
in-degree)\?,,; of the RSU in graph’ satisfying\%4,; > 0, A%y, = 0.

The corresponding utility of the received packets, dendigdl/!"(G), is assumed to be

proportional to the number of received packets, which iggiay

( *

Yin P min { —= AMAM) OM| ) N =1 & ej,; €€,

UMG) = q 4, T N =1 & epgpses, (0

S

0 A =0,

where,;, > 0 is a pricing factor and?;; is the probability of successful transmission from
OBU j to OBU ¢, the expression of which will be given in the following pafttbe section.
The corresponding utility of the transmitted packets, deddy U (G), is assumed to be

proportional to the number of transmitted packets, whichiven by

*

. (RLT t
Your Py min { — AMAMG) OM| | N =1 & e €€,

Uy(G) = (11)

0 A =0,

where~,,; > v, iS @ pricing factor and?; ; is the probability of successful transmission from

OBU i to OBU j, the expression of which will be given in the following pafttbe section. The



main driver behind the transmitting benefit is that the intgioce of the role of OBU increases
if OBU i serves more OBUSs, and, thus, its utility should increase.

When OBU: transmits or receives data, certain channels are occupieidh increases the
probability of data collisions. The cost of potential csitins is proportional to the number of
OBUs that has been interfered. For the link from OBlUhe interference is confined in OBU
i's “neighbors” ;. For the link from OBU; to OBU ¢, the interference is confined in OB}k
“neighbors”N;. Thus, the cost function, denoted By(\?“*, i), is given by

4 Veost AT [N + Yeost A NG, AT =1 & e € €,
Ci(A™, ") = (12)
Yeost N NG| ,otherwise
where~,.s; > 0 is a pricing factor.
In summary, given a transmission graphV, £), the cost and benefit of OBW € N is

captured by the following utility function

Ui(G) = UM(G) + U™ (G) = Ci(AT™, ). (13)

B. Collisions

For any given unauthorized chanriek K and any OBU: € NV, the probability of miss (i.e.,
probability of missing the detection of the primary traffefd false alarm (i.e., probability of
the false detection of the primary traffic) are denotedRjy(k) and P;(k), respectively. For
simplicity without loss of generality, we suppose the segslevices in all OBUs have the same
performance for any channels, which implig§ (k) = P, Pj(k) = P;,Vi € N,k € K. As we
noted, the primary traffic in any channklis modeled as a Poisson process with paramkgter
Thus, the probability that no primary traffic occupies chelrinis denoted byP, = e~

We consider the probability of successful transmissiomfloBU i to OBU j, denoted by
P, ;. For a successful transmission, the link from OBWo OBU ; should not be interfered
by other OBUs, which implies that none of OBk “neighbors” is transmitting at the same
channel. In the average sense, therefai& channels available for V2V transmission and OBU

1 occupies one of them. Thus, the probability that OB® neighbors do not transmit at the

. (KPR -1\
PM_( KF ) . 4

same channel is given by
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We denote by, the hypothesis that the unauthorized channel is occupieal goymary user in

real, and#, the alternative hypothesis. Also, we denote?sy the hypothesis that the sensing
result shows the unauthorized channel is occupied,##nthe alternative hypothesis. Thus, the
possibility that the empty decision of the unauthorizednei®h is correct can be expressed by:

P(Ho)P(Hy|Hy)
(Hg|Ho)P(Ho) + P(Hg|Hy)P(Hy)

P (HolHp) = (15)

where P(Hy) = I, P(H,) =1 - Fy, P(Hj|H,) = P,,, and P(H}|H,) = 1 — P;. Note that
(@5) is also the probability that the transmission from OBtd OBU j does not collide with
primary traffic, we rewrite this probability as

Pb— R - Fy)
bd Po(l—Pf)+(1—P0>Pm

(16)

Thus, the probability of successful transmission from OBtd OBU j is given by

KPy— 1\ ( Po(1 — Py) )
P .= Pa‘Pb = — ’ 17
j il ( KP, ) Py(1—P;)+ (1 - Ry)P, 40

which completes the expressionséf'(G), U?“(G) in (I0), (I1), respectively.

V. NETWORK FORMATION ALGORITHM

In this section, we propose a myopic dynamics algorithm fa toalitional graph game,
which results in a directed graph that coordinates the mnéssons in the networkMyopic
dynamics refer to the property of the dynamics that at any given rourmjes update their
strategic decisions only to optimize their current utjlily contrast to dynamics that consider
some long-term objectivé [11]. We show that the proposedrdtgn is distributed and localized

algorithm that results in &ocal Nash network, which adapts to the environmental changes.

A. Network Formation Algorithm

The proposed network formation algorithm is distributwebrried out by each OBU in the
network. Given the transmission gragh(V, £), the available strategies any OBUe N are
classified as follows:

1) Offer OBU j # i a new linke; ;, if A = 0.

2) Break the linke; s, if A9 =1,e;, € £.
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3) Acceptj's (OBU j or the RSU) request for the link; ;, if \i" = 0.

4) Break the linkey;, if A" =1,ex; € &.

5) Combinations of item ~ 4.

Formally, denote(a;, b;) as the state of OBU, wherea;, € N U {RSU} is the node that
transmits to OBU: (a; = 7 refers toA! = 0), andb; € A is the OBU that OBU; transmits
to (b; = ¢ refers toA?" = 0). Thus, the state space of OBUis given by {(a;,b;) | a; €
N U{RSU},b; € N'}. By carefully inspecting the strategies listed above, we fimat those
strategies correspond to their consequent states of @Bus, the strategy spacg is also
the state space of OBW Formally, denoteS; = {(a;,b;) | a; € N U{RSU},b; € N} as the
strategy space of OBWands; € S; as the strategy of OBU.

Note that the proposed algorithm focuses on maximizing treeat utility U; of OBU 1,
some of the strategies ity may be infeasible for reducing the utilities of correspogdOBUSs.
For strategies that only involves in breaking down old lifgsy., item 2 and item 4), the utility
U; of OBU ¢ should be improved, or at least maintained the same. Faegtes that involves
in forming new links (e.g., item 1 and item 3), both the will; of OBU i and the utility U,
of OBU j should be improved, or at least maintained the same. Thugjiveethe following
definition.

Definition 1: A local strategys; = (a;/,b;') € S; is afeasible local strategy for OBU i € N/
with state(a;, b;), if and only if: (1) U;(G") > U;(G), (2) U,,(G") > U,(G) for a;' # i,a;" #
ai,a; € N, B) U, (G') > U, (G) for b;' #4,b;" # b;, whereG(V, £) is the current transmission
graph andG’(V, £’) is the consequent transmission graph by strategipenoteF; C S, as the
set of feasible strategies for OBU

DenoteG,, s, as the graplty formed when OBU; plays a feasible strategy € F; while all
other OBUs maintain their vector of strateges = [s1, ..., S;_1, Si+1,- - -, sn|. We define the
local best response as follows [15].

Definition 2: A feasible local strategy s; € F; is alocal best response for OBU i € N if
Ui(Gss_,) > Ui(Gs,s_,),Vs; € Fi. Thus, thelocal best response for OBU i is to select the
links that maximizes its utility given that the other OBUsintain their vector of strategies.

We assume that each OBU is myopic, in the sense that the OBWsa&aimproving their
utilities considering only the current state of the netwd@kveral models fomyopic dynamics

have been considered in the literaturel [15]-[17]. Here, mop@se a myopic dynamics algorithm
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composed of indefinite number of rounds, where in each rolir@BUs in N update theitocal
best responses by random priority. If the algorithm converges to a final dra@* (), £*) after
finite rounds, we adopt* to coordinate the transmissions in the network, that isenad@®BU
i or the RSU) transmits to OBY if and only ife; ; € £*.

B. Convergency and Stability

Having an analytical proof for the convergency of networkriation games, especially with
practical utilities and discrete network formation stegés, is difficult [17], [18]. In fact, in
wireless applications [19]-[21], it is common to proposathresponse algorithms without any
analytical proof of convergency, since such algorithms @ammost cases, converge.

If the proposed algorithm converges to a final graph we define the following concept [15]:

Definition 3: A network graphG, in which no node can improve its utility by a unilateral
change in itdeasible local strategy s; € F;, is alocal Nash network.

Lemma 1: The final graphG* resulting from the proposed algorithm is a local Nash networ
Proof: When the proposed algorithm converges to a final g@ptv, £*), any strategy;
that OBU ¢ € N maintains must be thiocal best response s;. Thus, we havel; (G s_;) >
Ui(Gs,s_,),Vs; € F; from the definition oflocal best response. In consequence, there is no OBU
¢ € N can improve its utility by a unilateral change in femsible local strategy s; € F;. Hence,
the final graphG* is alocal Nash network. [ |

In the case of non-convergence, the proposed algorithm mjele detween a number of
networks. In order to avoid such undesirable cycles, oneictinduce additional constraints
on the strategies such as allowing the nodes to select ttrategies, not only based on the
current network, but also on the history of moves or stratetgken by the other nodes. In[22],
the author allows the nodes to observe the visited netwoukimgl the occurrence of network
formation. By setting up an upper bound for the occurrencebrar of a particular network,
those potential cycles could be broken and the proposed gameonverge. This constraint need
every node be aware of the topology of the entire networkching not a big problem in [22]
since the nodes are relay stations with fixed locations agld tiansmitting power. However, in
our scenario, where the nodes are OBUs with high mobility lemded transmitting power, it
is difficult for every OBU to achieve the entire topology witha slot-level period. Therefore,

in our proposed algorithm, we allow the OBUs to count for eastd strategy and set an upper
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bound for it. Formally, we define a history functidtj(s;) which represents, for every used
strategys; € S; (note the strategy space is nd), the number of times this strategy was used
by OBU i in the pastt iterations. Further, we define a thresheldpositive integer) forhl(s;)
above which OBU is no longer interested in adopting this strategy, sinceay tead to a cyclic
behavior. Thus, at any iteratiant- 1, there is an additional step for any OBUW: A/, which is

to update the set of its feasible strategies by

Ff = F\{si | hi(s;) = o}, (18)

whereF; is the original set of feasible strategies defined in defin{fl. The proposed algorithm
with strategy constraint is summarized in Table I.

By adding the strategy constraint to the algorithm, the itioakl graph game will converge
after finite iterations, which is guaranteed by the follogvtheorem:

Theorem 1: Given any initial network grapltiy, there exist a positive integdr, that the
proposed algorithm with strategy constraint will conveedter T iterations.

Proof: Suppose the algorithm does not converge dfteterations. In this regard, denoting

by G, the graph reached at the end of any iteratiotihe proposed algorithm consists of a graph

sequence such as the following
Go— G -Gy —...> G — ... > Gr. (29)

According to the pigeonhole principle, there exists a grgfti), £¥) that occurs more than
T/ |G| times, whereG = {G(V,€) | Vi € N, A" < 1,2 < 1} denotes the set of all possible
network graphs. Again according to the pigeonhole primgiptere exists an OBW € N that
uses the strategy, = (a,, b,) more thanl’/(|G| N) times, wheree,, ,, e, € £*. We suppose
T = |G| N(o0 + 1). Then, afterT iterations, there exits an OBW € A/ and one of its strategy
sz € Sz, Where the corresponding history function satisfying

hY (s,) > % = hl(s,) > o, (20)

which contradicts to our constraint. Thus, the proposedrdtyn with strategy constraint must

converge aftefl” iterations, wherél" is a finite number. [ |
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C. Scalability and Adaptation to Environmental Changes

The proposed algorithm in Tablé | adopts a distributed aggrato form a network graph,
which coordinates all transmissions for the proposed PQGilicgiion. By carefully inspecting the
utility function U;(G) in (I3), we find that, for calculating;(G), the topology of transmission
graphG is not essential. All information OBWneeds can be achieved from OBY “neighbors”
N;, which includes channel conditions, the possessed paokétseighbors”, the number of a
“neighbor’s neighbors”. Moreover, the strategy constraia introduce can also be performed in
a localized manner. Hence, the proposed algorithm is aifmthlpproach with overhead only
between “neighbors”, which is, therefore, a scalable allgor.

In the proposed PCD problem, the myopic dynamics algorithmepeated periodically every
slot, which allows the OBUs to take autonomous decisionsptiate the transmission topology
adapting to any environmental changes. As the slot is chimslea shorter, the proposed algorithm
is played more often, allowing a better adaptability. Mamep as the environmental changes
mitigate, we can expect the change of the final transmisgiaphgalso mitigates, which implies
less complexity in calculation since the transmission reqil be inherited by the next slot.

In the proposed algorithm, the OBU selects its transmitthgnnel individually without any
coordination, which may, when the network is dense, intoedoonsiderable interference. To
avoid the potential collisions, interference managemanttoe introduced, e.g., the cooperative
approach in[[23], where each node assigns different weightdhe channels and cooperatively
sort their channels, in a manner to reduce interference a i@l possible. We do not introduce
such management for the following reasons:

1) The proposed PCD problem is in highway scenarios, whersglectrum is relatively clean

and the traffic flow is not heavy. Thus, the interference manmsnt may be unnecessary.

2) In order to implement the cooperative interference mamamnt, each node needs to share

its information with the entire network, which ruins the &ized property of our algorithm.

V. SIMULATION RESULTS

In this section, the performance of the proposed algorithriable[] is simulated in various
environmental conditions, compared with the pure broadwascheme, the non-cooperative
approach, and the optimal solution. Here, the pure broéidgas a scheme in which no V2V

transmission is allowed and all the OBUs can only receivenftbe RSU. The pure broadcasting
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scheme can be seen as a lower bound for evaluating all pp$s2B approaches. Also, we give an
upper bound with the optimal solution, in which the overafbrmation has been considered and
an optimal solution has been derived by enumeration. Thdlityalmodel and system parameters
are presented in the following subsection.

A. Mobility Model and System Parameters

The mobility model we use is similar to the Freeway Mobilitptiel (FMM) proposed in [14],
which is well accepted for modeling the traffic in highwaysagos. In FFM, the simulation area
includes many multiple lane freeways without intersectioftt the beginning of the simulation,
the vehicles are randomly placed in the lanes, and move tdrjnbased speeds. The vehicles
randomly accelerate or decelerate with the security distdp,;, > 0 maintained between two
subsequent vehicles in the same lane and no change of laabswed.

In our scenario, the map has been simplified to a one-wayadnadfid with double lanes as
shown in Fig[l. All the OBUs independently choose to speedmuglow down by probability
p and acceleratiom > 0. The velocity of any OBU; € N is limited by v,,;, < v;(t) < Vpax
for all time. To better reflect the changing topology of VANE Wwe decide to allow the change
of lanes when a vehicle is overtaking, as long as the secdistyance is maintained. Also, to
prevent the vehicles from being widely scattered, we alse gin upper bound,,.. for the
distance between any two subsequent vehicles in the sarae Tae overall constraints in our
mobility model are listed as follows:

1) The OBUs are randomly placed on both lanes in an area wiltjthel. that is D away

form the RSU when the simulation begins.

2) The initial speed of OBU € N/, denoted by;(0), is randomly given iNv,,in, Vmaz]-

3) The speed of OBU € N satisfies:

v; (t) . 1—2p,
V; (t + 1) = min (Ui (t) + a, 'Umax)v b, (21)
max (Uz(t) — a, Umin)a b,
wherep is the probability of acceleration or deceleration.

4) For any OBU; € N with OBU j; ahead in the same lane and OB{Jahead in the other
lane, OBU1 switches to the other lane, df; ;, (t) < d,.;,, andd, ;,(t) > dinin, OF OBU ¢
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decelerates to;(t + 1) = vVyin, If dij, (1) < dpin, k =1, 2.
5) For any OBU; € A/ with OBU j; ahead in the same lane, OBlccelerates to;(t+1) =
VUmazxs If di,j1 (t) Z dma:c-

The parameters are taken from a general highway scenariooasian Table ]l

B. Smulation Results

In Fig.[2, we show the total throughput as a function of timerfetworks withN = 10, K =
10, andK' = 4. Let P(t) = >,  |M;| denote the total possessed packets in the network. Then,
the total throughput is given byP(t)/dt, which represents the packets successfully delivered at
current slott. For pure broadcasting scheme, the total throughput iseseas the OBUs enter
the communication range of the RSU, and then decreasesdmgehe OBUs leaves this area.
By introducing V2V transmissions as in the proposed appgraswell as the non-cooperative
approach, the total throughput is largely increased. Evenr the OBUs completely leaves the
RSU area, the packets can still be exchanged among the OBUthartotal throughput is still
above zero. Further, by introducing cooperation among QBkks proposed approach reduces
the probability of collision and avoids repeated transioiss, relative to the non-cooperative
approach, and thus, has a better performance in total thpuigin particular, Fig.]2 shows that,
using the proposed cooperative approach, the maximalttotaighput is increased 3% and
250, respectively, relative to the non-cooperative approachpure broadcasting approach. Note
that as more packets are delivered in the network, the OBldsrbe less willing to exchange
data and the potential throughput for V2V transmissionsrebses. The total throughput of
optimal solution may fall below other methods, and our psgazbapproach may fall below the
non-cooperative approach, especially seen fromElab slot 100 in Fig. [2.

In Fig.[3, we show the sensing-throughput tradeoff by sgttiiffferent X’ from 1 to K in both
the non-cooperative approach and the proposed algoritlamweAcan see, the value &f" with
the best performance occurs &t = 4 ~ 5, which coordinates to our reference value given in
(9). Thus, the best spectrum sensing tiikie- can be individually decided by simple numerical
solutions. Note that evelk’ = K = 10, which means no time is left for V2V transmissions,
the OBUs can still receive data from the RSU. The total passkepackets®(t = 100) is above

zero for anyK’ < K, as seen in Fid.]3.
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In Fig.[4, we show the performance of the proposed algorithith different numbers of
cognitive radio channels for V2V transmissions. Here, themeterk”’, representing the number
of sensed channels, has been chosen to satisfy equatiohs(9)e can see, the number of total
possessed packets is highly effected by the cognitive spactTherefore, we can expect a
considerable performance improvement, when we apply CR/®f transmissions, especially
in highway scenarios with plenty of spectrum holes.

In Fig.[H, we show the performance of the proposed algorithith different network sizes.
Note that the total possessed packets increases lineatty tine network size. We have the
average possessed packets of each OBU is a stable condtamliffiérent network sizes, which
implies the proposed algorithm is scalable and its perfoeds stable. This coordinates with
our analysis in Section IV.C, in which we point out that theedwead of the proposed approach
is localized. As seen in Fi@] 5, when the network is larfye=f 50), the total possessed packets
of the proposed cooperative approach are increasezhbfyand218%, respectively, relative to
the non-cooperative approach and the pure broadcastingagp When the network becomes
smaller, the advantage declines gradually. In extremedysspnetworks, as seen in Hig. 5 when
N converges td, there is few V2V transmission, so that all three P2P apprescliegenerate
to the pure broadcasting scheme. Note that the centraligcha solution is shown for up to
N = 10 since it is mathematically intractable for larger networks

In Fig.[d, we show the convergence performance of the prapapproach for networks with
N = 5,10,15, K = 10 and K’ = 4. In Section IV.B, we have proved the convergence of
the proposed algorithm. As we can see, the proposed appomesterges in a fast speed with
different network sizes. Also, we can see the average pesdgsackets converge to different
values with different network sizes. On the one hand, demsivorks have more chance for V2V
transmissions, and thus, brings more missing packets t®Big after sufficient iterations of
our proposed algorithm. On the other hand, since there isnamal distance constraint between
any two subsequent vehicles, the network can not be infindehse, and thus, the converging
value of average possessed packets can not be infinitey. lacually, we can see that the gap
between/N = 15 and N = 10 is considerably smaller than the gap betwéén- 5 and N = 10,
which stands for a limited converging value whanis infinite.

Also, if the iteration number is denoted iy we have he overall complexity of the proposed

algorithm isO(NI). Since the proposed algorithm is distributed and the olveadahplexity is
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shared by all OBUs, the calculation complexity of each OBW{d), which increases linearly
with the iteration number. Thus, Fig. 6 also shows the paréorce of the proposed algorithm as
a function of the calculation complexity of each OBU, whete performance converges rapidly

to the maximal value as the individual calculation complexncreases.

VI. CONCLUSIONS

In this paper, we have addressed the PCD problem in VANETwhich the RSU broadcasts
a popular file to the passing OBUSs, but the OBUs fail to recetme packets due to high speeds
and channel fadings. To support reliable transmissiondave proposed a P2P approach based
on coalitional graph game to allow the OBUs to exchange datha@mplement the missing
packets. Specifically, we have introduced a coalitionaplyrgame to model the OBUs, and have
proposed a coalition formation algorithm to implement ti#PRapproach. The convergence of
the proposed algorithm has been proved and the overheadeHasdized for arbitrary network
sizes. Also, CR has been utilized to perform the P2P trarssoms over unlicensed channels
and the sensing-throughput tradeoff has been analyzedhichwhe optimal number of sensed
channelsk” satisfied K'+1) In (K’ 4+ 1)+ K’ = K, whereK is the number of potential channels.
The simulation results show that, by introducing cooperatimong OBUSs in a coalitional graph
game model, the maximal total throughput is increased 33y, and250%, relative to the non-
cooperative approach and the pure broadcasting schenw. fABtsnetworks in a large scale, the
total possessed packets of our proposed algorithm can beased by25% and218%, relative

to the non-cooperative approach and the pure broadcastivee, respectively.
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TABLE |

PROPOSEDALGORITHM FORPOPULAR CONTENT DISTRIBUTION IN COGNITIVE RADIO VANETS

Phase I: Spectrum Sensing

Each OBU: € N randomly sense&’; unauthorized channels, the reference value of
which is given by[(®).

Phase II: Network Formation

* repeat

In iterationt + 1, given the current transmission gragh(), £) (In the first iteration,
G° is the final transmission graph of the last slot), a randonhlgsen OBU: € N
engages in the algorithm as follows:

1)
2)
3)
4)

5)

asks its “neighbors” inV; for the needed information for calculation.
calculates the set of feasible strategiédefined in definitior 1.

updates the set of feasible strategiesHiyas in [18).

chooses the local best response-= (a},b;) defined in definition 2, and updates
W (s7) = RU(s7) + 1, A (si) = h'(s:), Vsi # s7.

the new graplt:**' (V, £') is updated by = (E"\{eq, s €ip, })U{€ar is €ipr }
wheree,, ;, e;5, € E".

x until converges to a final grapi” after T iterations.

Phase lll: Data Transmission

For any OBU: € N with the set of available channels’, OBU i
1) transmits to OBU, if ¢;;, € £7, b + i, through its best available chanriel € K7,

where R}, = maxyex: Ry,

2) receives froma (OBU a, or the RSV), ife,; € £ a # i, througha's best

available channet* € K, where R¥', = maxcx: RE .

The algorithm is run repeatedly every slot for adapting to ervironmental changes.
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PARAMETERS FORSIMULATION
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N=1~150 number of OBUs in the network
L =50m x N initial length of the fleet of vehicles
D = 350m initial distance from the RSU
Umin = 10m/s the minimal speed
Vmaz = 30m/s the maximal speed
Apin, = D0M the security distance
Amaz = 100m the maximum distance
a=1n~5m/s the acceleration
p=0.1 the probability of changing speed
M =100 number of packets of the entire file
Ms = 100Mb the size of the entire popular file
K=1~10 number of V2V channels
K=1~K number of sensed V2V channels
W =T5MH~z the bandwidth of the V2R channel
W'=10MHz the bandwidth of V2V channels
B = 15dB signal-to-noise rate for V2R transmission
5 =10dB signal-to-noise rate for V2V transmission
Ry =5Mb/s the broadcasting rate of the RSU
Yout = 0.5, Yin = 1, Yeost = 0.1 the pricing factors
P, =01 the possibility of missing
P;=0.1 the possibility of false alarm

Segments

Segments
e from OBUs O

Segments
from RSU O needed

Fig. 1. System model of popular content distribution in doge radio ad hoc VANETS.
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—e— optimal solution
—&— proposed approach
—¥— non-cooperative approach| |
—&— pure broadcasting

Total throughput (packets per slot)

Fig. 2. Total throughput as a function of time for networkgshaiV = 10, K = 10 and K’ = 4.
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Fig. 3. Total possessed packets by the proposed approacthembn-cooperative approach at st 100, as a function of
K' for networks withN = 10 and K = 10.
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—a— proposed approach

700

600 1 —¥— non-cooperative approach

300 -~

s1axoed passassod [e10|

10

Fig. 4. Total possessed packets by the proposed approacthembn-cooperative approach at st 100, as a function of

K for networks withN = 10 and K’ satisfying equatiofi]9.
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Fig. 5. Total possessed packets at glet 100, as a function ofV for networks withK = 10 and K’ = 4.
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| | | |
—e— proposed approach N=5
—&— proposed approach N=10 | |
—v— proposed approach N=15

Average possessed packets

0 - AT

| | | |

| | | |

| | | |
1 2 3 4 5 6 7 8 9 10
Iterations

25< L L L L

Fig. 6. Average possessed packets as a function of numbeerafions by the proposed algorithm for networks with=
5,10,15, K = 10 and K’ = 4.
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