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Abstract— This paper is concerned with the performance of ~ Among these strategies, amplify-and-forward (AF) has been
differential amplify-and-forward (D-AF) relaying for mul ti-node the focus of many studies because of its simplicity in the
wireless communications over time-varying Rayleigh fadig chan- ¢ |5y s function. Specifically, the relay’s function is tauitiply
nels. A first-order auto-regressive model is utilized to cheacterize . . . . . .
the time-varying nature of the channels. Based on the second the received signal V\_"th a fixed or vgrlable gain and forward
order statistical properties of the wireless channels, a ne set the result to the receiver. For convenience, the overalhcal
of combining weights is proposed for signal detection at the of source-relay-destination is called the cascaded, thiveq
destination. Expression of pair-wise error probability (PEP) is alent or double-Rayleigh channel. Depending on the type of
provided and used to obtain the approximated total average b ,4qy|ation, the relays may need full or partial channelestat
error probability (BER). It is shown that the performance of . . - e .
the system is related to the auto-correlation of the direct ad information (QSI)_for determining the amplification fac'For
cascaded channels and an irreducible error floor exists at gh  Also, the destination would need the CSI of both the direct
signal-to-noise ratio (SNR). The new weights lead to a bette and the cascaded channels in order to combine the received
performance when compared to the conventional combining signals for coherent detection.
fggimeérct:?&pgglSé’i‘;”'at'on is carried out in different scearios To avoid channel estimation at the relays and destination,

PP ysiS. differential AF (D-AF) scheme has been consideredin [2}{1

Index Terms—Differential amplify-and-forward relaying, non-  \which only needs the second-order statistics of the channel
coherent detection, time-varying channels, performanceralysis,  5; the relays. In the absence of instantaneous CSI, a set of
channel auto-correlation, auto-regressive models. . . e

fixed weights, based on the second-order statistics, has bee
used to combine the received signals over the relay-déistima
|. INTRODUCTION and the source-destination links. Then, the standardrdiftel

The increasing demand for better quality and higher dagigtection is applied to recover the transmitted symbol. How
rate in wireless communication systems motivated the use&er, all the previous works assume a slow-fading situation
multiple transmit/receive antennas, resulting in the ated and show that the performance of D-AF is abound 3-4 dB
multiple-input multiple-output (MIMO) systems. Howeverworse than the performance of its coherent version. Fordéutu
using multiple antennas is not practical for mobile unite ttu reference, we call such a scheme “conventional differentia
insufficient space to make wireless channels corresportdingdetection” (CDD). In practice, the increasing speed of rteobi
multiple antennas uncorrelated. This limitation was hasvevusers leads to fast time-varying channels (also referreasto
addressed by the technique of cooperative communicafigns fime-selective channels). Thus, the typical assumptiodenia
[2], which has been shown to be applicable in many wirdéhe development of conventional differential detectioamely
less systems and applications such as 3GPP LTE-AdvandBs, approximate equality of two consecutive channel uses, i
WIMAX, WLANSs, vehicle-to-vehicle communications andviolated. Therefore, it is important to consider performen
wireless sensor networks| [3[2[7]. of D-AF relaying systems and its robustness under more

Cooperative communication exploits the fact that, singgactical and general channel variation scenarios. It Ishou
other users in a network can also listen to a source durilpo be mentioned that the effect of time-varying channels
the source’s transmission phase, they would be able to @# the performance of coherent AF relay networks has been
broadcast the received data to the destination in anotti@restigated in[[13],[[14].
phase to help the source. Therefore, the overall diversity a In this paper, the performance of D-AF for a multi-relay
performance of the system would benefit from the virtu&letwork in fast time-varying Rayleigh fading channels is
MIMO system that is constructed using the help of other usegudied. We call the detection scheme developed for su¢h fas
Depending on the strategy that relays utilize to coopethte, time-varying channels “time-varying differential detect’
relay networks have been classified as decode-and-forward BVD). The channels from the source to the relays (SR
amplify-and-forward[[8]. channels), the source to the destination (SD channel) and

from the relays to the destination (RD channels) are changin
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time-varying nature of the cascaded channels. The stafisti Let )V = {e/2™/™ m =0,..., M — 1} denote the set of
properties of this model are verified using theory and montéf-PSK symbols. At timek, a group oflog, M information
carlo simulation. Taking into account the statistical mdjes bits is transformed taw[k] € V. Before transmission, the
of channel variations, new weights for combining the reeéiv symbols are encoded differentially as

signals over multiple channels are proposed. Since amajyzi
the performance of the proposed system using fixed combining s[k] = v[k]s[k — 1], s[0] = 1. @)
weights is too complicated (if notimpossible), the perfamoe  The transmission process is divided into two phases. Techni
of the system using the optimum maximum ratio combininggly, either symbol-by-symbol or block-by-block dualgse
(MRC) weights is analyzed and the result is used as a loWgsnsmission protocol can be considered. In symbol-bykmym
bound for the system error performance. Specifically, thgotocol, first the source sends one symbol to the relays
pair-wise error probability (PEP) is obtained and used ¥hd then the relays re-broadcast the amplified versions of
approximate the average bit error rate (BER) using neargsé corresponding received signals to the destination, in a
neighbour approximation. It is shown that an error floor®xitjme division manner. Hence, two channel uses Are- 1

at high signal-to-noise ratio (SNR) region. Such an errarflo symhols apart. However, this protocol is not practical as it
can be approximately determined and it is related to the-aufgyses frequent switching between reception and trarismiss
correlation values of both the direct and the cascaded @i®nn|nstead, in block-by-block protocol, a frame of informatio
Simulation results are presented to support the analysisdgs is broadcasted in each phase and then two channel uses
various scenarios of fading channels and show that the T\As one symbol apart. Therefore, block-by-block transioniss

with the proposed weights always outperforms the CDD {8 considered in this paper. However, the analysis is bigica

time-selective channels. _ the same for both cases as only the channel auto-correlation
The outline of the paper is as follows. Sectloh Il describggyyes are different.

the system model. In Section Il the channel model and the, phase |, the symba)/Pys|k] is transmitted by the source
differential detection of D-AF relaying with MRC techniqueyy the relays and the destination, whefg is the average

over fast time-varying channels is developed. The perfagea soyrce power. The received signal at the destination and the
of the system is considered in Sectlonl IV. Simulation resulfi relay are

are given in Sectioh V. Sectidn VI concludes the paper.

Notations: (-)*, | -| and Rg-} denote conjugate, absolute yolk] = \/ Poholk]s[k] + wolk] ®)
value and the real part of a complex number, respectively.
CN(0,0%) and x3 stand for complex Gaussian distribution Ysri (k] = v/ Pohsr, [K]s[k] + ws, [k] )

with mean zero and varianee® and chi-squared distribution wherewg k], we, [k] ~ CA/(0, 1) are the noise components at
with two degrees of freedom, respectively-, Var{-} denote the destination and thih relay, respectively.
expectation and variance operations, respectively. Botlind  The received signal at thigh relay is then multiplied by an

exp(-) show the exponential function. amplification factor4;, and forwarded to the destination. The
amplification factor can be either fixed or variable. A valéab
Il. SYSTEM MODEL A; needs the instantaneous CSI. For D-AF, in the absence of

me instantaneous CSl, the variance of the SR channels (here

The wireless relay model under consideration is shown o . . e
equals to one) is utilized to define the fixed amplificatioidac

Figure[d. It has one source? relays and one destination.
The source communicates with the destination directly afd [o-12):

also via the relays. Each node has a single antenna, and the A =/ i (5)
communication between nodes is half duplex, i.e., each node FPo+1

can either send or receive in any given time. The chann&bere P; is the average transmitted power of titk relay.
from the source to the destination (SD), from the sourceéo th The corresponding received signal at the destination is
ith relay SR;) and from theith relay,i = 1,--- , R, to the

destination R;D) are shown withhg k], he, [k] and hy,q[k], yilk] = Ashria[F]yse, [K] + wria K], (6)
respectively, where: is the symbol time. A Rayleigh flat- \;nere we.alk] ~ CA(0,1) is the noise component at the
fading model is assumed for each channel. The channels éé%tinati(;n. SubstitutingX(4) int@1(6) yields

spatially uncorrelated and changing continuously in tifitee

auto-correlation value between two channel coefficientéiv yi[k] = Ai/Pohs[k]s[k] + w;k], @)
aren symbols apart, follows the Jakes’ fading modell[15]:

where the random variable;[k] = hs, [k]h.,a[k] represents
E{h[k]|h*[k 4+ n]} = Jo(27 fn), (1) the gain of the equivalent double-Rayleigh channel, whose

] ] ~ mean and variance equal zero and one, respectively. Further
where Jy(-) is the zeroth-order Bessel function of the firsf,ore

kind, f is the _ma_ximum normalized Doppler frequency of the wilk] = Ashr,a [Flwer, [k] + wr,a[K]

channel and: is eitherhy, hg,, Of hy,q. The maximum Doppler

frequency of the SDSR; andR;D channels are shown with is the equivalent noise component. It should be noted thrat fo
fsas fsr, @nd fr.q, respectively. Also, it is assumed that the givenh, q[k], w;[k] andy;[k] are complex Gaussian random
carrier frequency is the same for all links. variables with mean zero and varianegs= A?|h,,q[k]|? + 1



n = R + 1 for symbol-by-symbol transmission. The auto-
correlation value is equal one for static channels and dsese
with higher fade rates. Obviously, this value will be smialle
for symbol-by-symbol transmission than for block-by-t{oc
transmission, which is another drawback of using symbel-by
symbol transmission in addition to its practical implenaion

issue.
Similarly, the SR; channel can be described as
¥y _
Sourc __ ~ Destination hse, [k] = s, s, [k — 1] + 1 /1 — o, esr, [K]  (10)
-
P, [K] ha palk] whereag,, = Jo(2nfs,n) < 1 is the auto-correlations of the
Relav R SR, channel and;, [k] ~ CN(0,1) is independent o, [k —
y 1]. Also, under the scenario of fixed relays and destinatioa, tw

Fig. 1. The wireless relay model under consideration. consecutiveR;D channel uses are equal, i.e.,

hri,d[k] = h/l'id[k - 1] (11)
ando?(p; + 1), respectively, where; is the average received
SNR conditioned orh,,q[k], defined as

pi= o7 ' hilk] = o, hilk — 1] + /1 — a2 healk — Lew, [k (12)

In the following section, we consider the differential dete | . hi AR(L del with th dh Tk
tion of the combined received signals at the destination ahgrenisan (_ ) mo €l with the parametey;, andhy,alk—
1]es, [k] as the input white noise.

evaluate its performance.

Thus, for theith cascaded channel, multiplyidg{10) hyl(11)
gives

[1l. CHANNEL MODELS AND DIFFERENTIAL DETECTION B, Mobile Source and Destination, Fixed Relays

The CDD was developed under the assumption that tWo\yhen hoth the source and the destination are moving, but

consecutive channel uses are approximately equal. Howeygr relays are fixed, all the SR and RD channels become

such an assumption is not valid for fast time-varying Chimnetime—varying and again follow the fixed-to-mobile scatteyi
To find the performance of differential detection in fastéim ., 44 [15]. Also, the SD channel follows the mobile-to-

varying channels, we need to model both the direct and th&)iie channel model 18] which is still Rayleigh fading but
cascaded channels with time-series models. Dependingeon i, the auto-correlation value of the corresponding model
mobility of the nodes with respect to each other, three caspSerefore. the AR(1) models if](9) anE{10) are used for
are considered. The first case applies when a mobile UggSqe|ling the SD and SR channels, respectively. However, fo

is communicating with a base station both directly and Vigo sp channel. the value of, is obtained from the mobile-
other fixed users (or fixed relays) in the network. The secopd . spile chann’el model T18].

case can happen when the communication between two mobiltf:Or R,D channel, the AR(1) model is
users are conducted directly and also via other fixed relays. ’ '

The last case is a sﬂuaﬂ_on that a mobile user commumc_ates he,alk] = ow,ahe,alk — 1] + /1 — a2 jer,alk] (13)
with another mobile user in the network both directly anchwit ’

the help of other mobile users. The channel models in thegfereq, 4 = Jy(27f..qn) < 1 is the auto-correlation ak;D

three cases are detailed as follows. channel and:,,q[k] ~ CA(0,1) is independent ok, q[k — 1].
Then, for the cascaded channel, multiplyifgl(10) byl (13)
A. Mobile Source, Fixed Relays and Destination gives
When the source is moving but the relays and the destination hilk] = aihilk — 1] + Ay K], (14)

are fixed, the SD and all SR channels become time-varyin ) ) )
and their statistical properties follow the fixed-to-meb8-D Wheréa; = s, ar,a < 1 is the equivalent auto-correlation of
isotropic scattering channels ]15]. However, all RD chasndh€ cascaded channel and

remain static.
First, the direct link is modelled with an AR(1) modgl[16], Ailk] = ase; (/1 — 07 jhs, [k — Uera[k] + ar,ay /1 — 03,
as follows he,alk — e [k] + \/(1 — a2 )(1 = a2 )es, [Kleralk]
ho[/{] = Oé()ho[/{ - 1] + A/ 1-— oz%eo[k] (9) (15)

whereay = Jo(27 fsan) < 1 is the auto-correlation of the SDrepresents the time-varying part of the equivalent channel
channel ancey[k] ~ CN(0,1) is independent ofiy[k — 1]. which is a combination of three uncorrelated complex-deubl
Note also thatn = 1 for block-by-block transmission and Gaussian distributiond [19] and uncorrelated /tgk — 1].




Since A;[k] has a zero mean, its auto-correlation function iSection[Y covers a variety of practical situations. These hi

computed as tograms along with the theoretical pdf @f; [%]| are illustrated
y in Figure[2. Although, theoretically, the distributions 4f k]
E{AJK Ak +m]} = {1 - !f m =0, (16) and A;[k] are not exactly the same, we see that for practical
0, if m#0 values of o; they are very close. Moreover, the resultant

Therefore. A.lk] i hit . ith . distributions ofh;[k], regardless of\;[k] or A;[k], are similar
E ZrekorAe*, ki[ l ls a 2W i€ NoISe process with varlance,y close to the theoretical distribution. The Rayleigh isdf
{A[K]AT[R]} =1 - aF. depicted in the figure only to show the difference between the

Hc_)wever, usingA;[k] in the way d(_eflned in[{15) is nOtI(j:iistributions of an individual and the cascaded channels.
feasible for the performance analysis. Thus, to make the

analysis feasible); [k] shall be approximated with an adjusted

version of one of its terms as C. All Nodes are Mobile
N I In this case, all links follow the mobile-to-mobile channel
. — 2 _ ’
Ailk] = /1= aihralk = esr, [k] 17 model [18]. However, they are all individually Rayleigh &bl

which is also a white noise process with first and second ord¥td the only difference is that the auto-correlation of the
statistical properties identical to that f [k] and uncorrelated channel should be replaced according to this model. Thes, th

to hylk — 1. channel model in[{9) and{lL8) again can be used as the time-
By substituting [Z7) into[{d4), the time-series model of théeries model of the direct and cascaded channels in this case
equivalent channel can be described as albeit with appropriate auto-correlation values. We refer

reader to the discussion in_[20] arid [18] for more details on
hilk] = a;hilk — 1]+ /1 — aZhy,alk — es, [k]  (18) computing these auto-correlations as well as the tutonialey
on various fading models for mobile-to-mobile cooperative
which is again an AR(1) with parameter; and h,,a[k — communication systems i [21]. For our analysis, it is asstim
1]e:, [k] as the input white noise. that the equivalent maximum Doppler frequency of each link,
Comparing the AR(1) models i (112) arfld [18) shows thaiegardless of fixed-to-mobile or mobile-to-mobile, is givand

in essence, they are only different in the model paramettegs: then the auto-correlation of each link is computed based on
parameter contains the effect of tiR,; channel in the former

model, while the effects of both theR; and R;D channels
are included in the later model. This means that the mo

in (I8) can be used as the time-series model of the casca d&?edCombmmg Weights and Differential Detection
channel for the analysis in both cases. Specifically, faicsta By substituting the time-series models[in (9) and (18) fer th

R;D channelsy,,q = 1 and hence[(18) turns t@ {112). direct and the cascaded channels ififo (3) &hd (7), respgtiv
To validate the model in(18), its statistical properties aone has

verified with the theoretical counterparts. Theoreticalame yolk] = aov[k]yo[k — 1] + no[k], (22)

and variance of;[k] are shown to be equal to zero and one,

respectively[[19],[[20]. This can be seen by taking expémtat 70[k] = wo[k] — agv[kJwo[k — 1] + /1 — a§/ Pos[k]eo [k

and variance operations over [18) so thathfk]} = 0, (23)

Var{h;[k]} = 1. Also, the theoretical auto-correlation bf[k] ~and

is obtained as the product of the auto-correlation of 3Re yilk] = auvlklyi[k — 1] + ny[k], (24)

andR,;D channels in[[20]. By multiplying both sides df (18) B
with h#[k — 1] and taking expectation, one has nilk] = wi[k] — azvlkjwilk — 1]

25)
1 — 11} = 0o E(hli — 10031k — 1]} + /1L abde/Pohalk ~ Uelilea 1)

FE(ARRIE — 1]} (19) Note that, the equivalgnt_noiseo[k] and alsom[k_] for a
! given h,,q[k], are combinations of complex Gaussian random
Since A,[k] is uncorrelated tdy;[k — 1] then EA,[k]h:[k — variables, and hence they are also complex Gaussian with
1]} = 0 and it can be seen that variances

E{hi[k]hi [k — 1]} = i = agr, ur,q. (20) oro=1l4+aj+(1—af)P (26)

2
In addition, the theoretical pdf of the envelope= |h;[k]| is on, = 0i (L+af + (1 -af)p) (27)
. It can be seen that, compared with the CDD scheme, an

I) = 4K (23) (21) additional term appears in the noise expression of (23) and
where K,(-) is the zero-order modified Bessel function of25) and their variances
the second kind [20]/[19]. To verify this, using Monte-Garl To achieve the cooperative diversity, the received signals
simulation the histograms df;[k]|, |A,[k]| and |A;[k]|, for from the two phases are combined as
different values ofw;, are obtained for both models ih_{14)
and [I8). The vall_Jes OL are computed frqm the nprmallzed_ ¢ = boyg [k — 1yolk] + Z by’ [k yilk] (28)
Doppler frequencies given in Table |, which as discussed in
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Fig. 2. Theoretical pdf ofh;[k]| and obtained distributions gfA;[k]|, |A;[k]| and |h;[k]| in Scenario | (upper), Scenario Il (middle) and Scenario Il
(lower). These scenarios are listed in Tdble .

whereby andb; are the combining weights. Using the MRCchannels.

technique([2P], the optimum combining weights, which takes For fast time-varying channels, the average varianceseof th
into account the noise variance of each link, would be equivalent noise terms in the direct and the cascaded links
o are Ho2 } = 1+af+ (1 —af)Py and Eo2 } = (1 +

o2 a?)(1+ A?) + (1 —a?)A? Py, respectively. Therefore, the new
opt QG (29)  combining weights for fast time-varying channels are psgsb

b; =3 i=1,---,R as

opt _
by =

Qv

However, as can be see frofi[27), even for slow-fading bo = 1—|—a2—|—(i—o¢2)P

channels witha; = 1, the noise variance depends on the 0 &, 0

channel coefficients,,a[k], which is not known in the system bi = A+ a)(1+A2) + (1 - a2)A2PR,

under consideration. To overcome this problem, for slow- ! v v .

fading channels, the average values of the noise variandé§an be seen that for slog\é-fadlng@ = landa; = 1, which

E{02 } =2 and Ho2, } = 2(1 + A?), were utilized to define glv_esbo = b5*¢ andb; = b§ as expectedj However, for fast-

the weights for the CDD scheme as fading channels, the weights change with the channel auto-
correlation and the source power. In essence, the new veeight

(31)

bgdd = 1 provide a dynamic combining of the received signals based on
2 1 (30) the fade rate of each link. The faster the channel changes in a
b= ——— i=1, R communication link, the smaller portion of the receivechsig
2(1+ A7) in that link is taken into account for detection. In terms of

It is also shown in[[B]+[12] that these weights give a pecomplexity, the proposed combining weights need the auto-
formance close to the optimum combining in slow-fadingorrelation values of the channels which can be computed



based on the Jakes’ model once the corresponding DoppleTherefore, the conditional PEP can be written as
frequencies are determined.

Finally, the well known minimum Euclidean distance (ED) Py(Erzlyo, {yitity, {hria}ite)
detection is expressed ds[23] = Pr(z > alyo, {yi} 1oy, {hesa i)

0[k] = arg min |¢ — v[k]|? (32) _ R
stV =Q(” ) —q|r+dr) o
In the next section, we analyse the error performance of this 7z i—1

detector.

whereQ(z exp (—t) dt and
IV. ERRORPERFORMANCEANALYSIS f Var 2

This section evaluates performance of the D-AF system I 70|dmm| 39
over time-varying fading channels. Although, the pradtica 0= Py+1 lyolke = 1]* (39)
combining weights given in[{31) are used in the detection Yildimin|?
process, finding the performance of the system with these i = m| yilk — 17 (40)

weights appears infeasible. Instead, performance of thB TV
scheme based on the optimum combining weights is carrie
out and used as a benchmark for the performance of the TVD _ agPo (41)
approach with the proposed weights. It is noted that such an o 2Py(1 — a%) +4+ P%
approach in performance analysis is also adopted for the CDD a2 p;
scheme as in [9]-[11]. Vi =

Without Iosd:i ]Efﬂg]enerality, assume that symbal is 2pi(1—af) +4 +
transmitted and it is decoded erroneouslyuvasthe nearest  Now, take the average over the dlstrlbution|g(f[k —1])?
neighbour symbol, by the decoder. The corresponding PEPaisd |y;[k — 1]|> by using the moment-generating function
defined asP;(FE12) = Ps(v1 — v2). An error occurs when  (MGF) technique [[24], the conditional PEP can be written

c}h ~vo and~; defined as

(42)

¢ —v1f? > [¢ = vaf? (33) *
which can be simplified to Py(Bral{hra}isy) =
w/2
Re{(v1 —v2)*¢} <0. (34) 1 1 r 1
- . _ _ = / Mr, <——2) HMP <——2) dg  (43)
By substituting¢ from (28) into the above inequality and m 2sin”60 /) - 2sin“ 0

usingby = bg** andb; = b2*", the error event can be further
simplified asz > a where where Mr,(-) and Mr,(-) are the MGFs ofl'y and T,

respectively. Sincey[k — 1] and y;[k — 1], conditioned on
hy,alk], areCN (0, Py+1) andCN (0, 0?(p;+1)), respectively,
it follows that yo[k — 1]|* ~ (Py+1)/2x3 and |y; [k — 1]|* ~

R
a = |dmin|? (aobSI’tlyo[k -1+ Zaib?pwyi[k —1]?
o?(p; +1)/2x3, respectively. Hence, the MGFs bf, andT;

i=1

5 — —QRQ{dfnm(bSptyS [k — 1]nolk] can be shown to bé&[25]
1
R Mr,(s) = ————
1- dmin 2
+ D0l k) @9 0l (44)
- Mr(s) = g

andd,in, = v1 — va. Note thatng[k] is Gaussian, while, con- o : .
ditioned onh,,q[k], n;[k] is also Gaussian Thus, conditioned Therefore, by substituting (#4) intg (43), one obtains

onyolk—1], {y;[k— 1]}, and{h,,q[K]} £ ,, the variable: is Py(Eo|{hea} ) =
Gaussian as well. Its meap,, and varianceg?, conditioned B

/2
on the above variables, are given as (see proof in Appendix // 1 L 1 4 (45)
): 1+ 3575701 dmin]? 27 1+ 55525 %ildmin|?
opt
e = |diin]? <g0bi 1|y0[k:— 1]]2 The above integral can be solved by partial fraction tech-
0

nique and then averaged over the distributiong/ofa[k]|%.
5 However, this leads to a complicated expression withouthmuc
+ Z pi + 1 lalk — 1| (36) insight. Instead, we take the average over the distribatiin
=t |hra[K])%, f(ni) = exp(—n:), m; > 0, and the unconditioned
PEP is given as

R
bopt

0,3 = 2|dmin|2 (aobgpt|yo[k - 1”2

R
R 1 /2 [T Z:(0)
+3 b yilk - 12| (37) P,(E / =1 dé 46
; | [ ]| ( 12) 0 1 + 281112 9'7/0|dmln|2 ( )



where which is independent of.,,q[k]|?. Therefore, by substituting

oo o the above converged values info](45) lor] (46), it can be seen
1.(0) = e dn: that the error floor appears as (see proof in Appehdix C),
Z( )_ 1 2 TIZ
1 + 5525l dmin| (47)
th PS(Elg) =
€; 0—>00
= &i(0) [1+ (B — 6(0)e“ D Er(e:(0))] . ;
] ) 1 Z Vi 1 77€|dmiﬂ|2 (53)
with ¢,(0), 8; ande;(6) defined as 2 R V25 Ak duin 2
F=0 T (e — %)
-(60) 4(1 — a?)A2 Py + 8A? ;;2
i\V) = 771 2 12 12 — 2\ A2 2 '
s @ A5 Dol dmin| 4+ A=) AR +8AT henge £5,, ¥k j > 0
b= Ao AR, + aA
lim Py(E12) =
51(9) = 1 8 P()ll)noo ( 12)

A2 Py ldmn? + A(1 — a2) A2 P, + S A2 . l
(48) L0y [ w5 (21) <71 )
2 /7|dmin|2 +2 -0 l 4+ 25/|dmin|2
and E;(z) = [(e~*/t)dt is the exponential integral function. (54)

The integral iflIEB), then can be computed numerically to finthen 5o =7, =7,V > 0
the PEP.

It can be verified that, for DBPSK, the expression[in] (46) .
gives the exact bit-error rate (BER). On the other hand, p({lgloo Py(Er) =
for higher-order)M/-PSK constellations, the nearest-neighbour = 5
approximation [[23] shall be applied to obtain the overall 70 {1_ /M}
symbol-error rate (SER) a®,(E) ~ 2P,(E)2), and the 2(% —NE Yo|dmin|* + 2

sinZ(6)

R Rk~
_Z 7§ il
235 — 7) R R AT

average BER for Gray-mapping as {1 S dmm? kii (21) ( 1 l}
Py(E) = ———=Ps(Er2). (49) Vldmin|?* +2 =5\ 1)\ 4+ 27| dmin?
logy M (55)
Finding an upper bound for the PEP expression can helpto S
get more insights about the system performance.fFer Z, when 5 #%; =7,V i >0
(@8) is bounded as It should be noted that the PEP and the error floor expres-
sions are obtained based on the optimum combining weights
a L(%) and hence, as will be observed in the simulation resulty, the
B < =1 2 50 give a lower bound for the PEP and error floor of the system
2(E12) < 2 + 70| dunin|? (50) using the proposed weights. The superior performance of the

i i . proposed TVD scheme over the CDD scheme as illustrated
Based on the definition of, and/;(w/2), in (&1) and[(4V), it iy the next section comes with the price of requiring the

can be seen that, the error probability depends on the faditiohnnel auto-correlations for determining the new conmigini
rates,ag anda;, of both the direct and the cascaded channelgeights. The accurate determination of these auto-caioak

If all channels are very slow-fading, = 1anda; = 1fori = ig important since it would affect both the actual system
1,.... R, and it can be verified thaiy oc Py and [(7/2) < performance and the performance analysis.
(1/Fy). Thus the diversity order oR + 1 is achieved. On the

other hand, if the channels are fast time-varying, the terms
(1 — ad)P and (1 — a?)F, in the denominator ofy, and _ _ _ _ _
I;(7/2) become significant in high SNR. This decreases the!n this section a typical multi-node D-AF relay network is
effective values ofy, and~; and consequently the overallSimulated in different channel scenarios and for the caae th

performance as well as the achieved diversity order of tRd nodes are mobile (the general case). In all simulatitres,

V. SIMULATION RESULTS

system will be affected. channelsho[k], {hs,[k]}2, and {h:.a[k]}[, are generated
It is also informative to examine the expression of PEP Htdividually according to the simulation method 0f [26]. dzal
high SNR values. In this case, on the normalized Doppler frequencies of the channelsethre
different scenarios are considered: (I) all the channets ar
%o = lim 4 = ag (51) fairly slow fading, (Il) the SD and SR channels are fairly
Py—o0 2(1—a3) fast, while the RD channels are fairly slow, (lll) the SD and

SR channels are very fast and the RD channels are fairly-
fast fading. The normalized Doppler frequencies of theahre
scenarios are shown in Taljle I. The values in the table can be
translated to different vehicle speeds of communicatiatheso

and (see proof in Append[xIB)

o
_i _ 1 E = ) 52
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in typical wireless systems. For example, in a system witt
carrier frequencyf. = 2 GHz and symbol duratioffs = 0.1

ms, the corresponding Doppler shifts for the SD channel doul
be aroundfp = fsa/Ts = 50, 500, 1000 Hz, which would
correspond to the speeds of= c¢fp/f. = 25, 270, 540
km/hr, respectively, where= 3x10% m/s is the speed of light.
Usually, the value of 75 km/hr is assumed for a typical vehicl 5 10
speed in the literature but much faster speeds are comm
in vehicles such as hi-speed trains. Thus, Tdble | covers 10}
wide range of practical situations, from very slow to vergtfa
fading, and these situations can be applicable in preseht ai 0t
future wireless applications. In fact, Scenario | is prealty
equivalent to the case of static channels. 10, 5 10 15 20 2 30 35 20 45 50

—— CDD, Simulation
—»— TVD, Simulation
= === Lower Bound
“““““ Error Floor

107

107

TABLE |

THREE SIMULATION SCENARIOS Fig. 3. Theoretical and simulation results of D-AF relayingh two relays

in Scenario | (lower plots), Scenario Il (middle plots) anckBario Il (upper

| | fsa [ for; [ frya ] plots) using DBPSK.
Scenario | | .005 | .005 | .005
Scenario Il | .05 .05 | .005
Scenario Il 1 1 .05

and does not practically exist in this slow-fading situatand
it is not plotted.

In each scenario, binary data is differentially encoded for N Scenario Il, which involves two fast-fading channels th
DBPSK (M = 2) or DQPSK (\/ = 4) constellations. Block- BER plots gradually deviate from the BER results obtained
by-block transmission is conducted in all scenarios. The afi Scenario |, at around 15 dB, and reach an error floor for
plification factor at the relay is fixed td; = /7]31_/(130 T1)to P > 30 dB. The error floor is also calculated theoretically
normalize the average relay powerfa The power allocation from (63) and plotted in the figures with dotted lines. The
among the source and relays is such ti#gt= P/2 and ©rror floor is arounds x 10> for TVD scheme, while it
P, = P/(2R), whereP is the total power consumed in theiS aro_unq_2 x 10~* for the CDD scheme in both figures.
network. Note that, due to the way the variance of all AWGNNe significantly-lower error floor of the TVD scheme clearly
components and channel gains is normalized to unity, tha to¥OWS its performance improvement over the CDD scheme.
power P also has the meaning of a signal-to-noise ratio (SNRgf]e deviating” phenomenon starts earlier, around 10 dB in
At the destination, the received signals are first combin&f€nario lll, and the performance degradation is much more
with the proposed weights so that the minimum EuclideaSEVere since all the channels are fast fading in this saznari
distance detection can then be carried out. The simulatibffhough the existence of the error floor is inevitable infbot
is run for various values of the total power in the networkletection approaches, the TVD scheme with the proposed
For comparison, the same simulation process but with tH&ights always outperforms the CDD scheme and it performs
combining weights given in[{30) is repeated for the cpisloser to the theoretical res.ults using the optimum wglgm
system. The practical BER values obtained with the CDD asfPected, for both Scenarios 1l and I, the theoretical BER
TVD schemes are plotted versisin Fig.[3 (solid lines but plots corresponding to the optimum combining we|ghts give
different markers) for DBPSK and a two-relay network. Fig®Wer bounds for the actual performance. Another important
@ shows similar BER plots but for DQPSK and a three_re|£pservatlon is that the achieved diversity is severelycédi®
network. by the high fade rates of time-varying fading channels, al-

On the other hand, for computing the theoretical gefhough the multiple fading channels are still independent.
values, first the values at; and oy are computed for each
scenario. Also,|dwin|? = 4sin?(x/M) for M-PSK symbols VI. CONCLUSION
is computed to gived,i,|?> = 4 for M = 2, and |dyn|* = 2 Performance of multi-node relay networks has been ana-
for M = 4. Then, the corresponding theoretical BER valudgzed when differentiald/-PSK modulation along with the
from (49) are plotted in the two figures with dashed lines. amplify-and-forward strategy are used over fast time-vayy

As can be seen from Figlsl 3 arld 4, in Scenario | of veghannels. The time-varying nature of the channels waseetlat
slow-fading (practically the scenario of static channeleg to their auto-correlation values. Using the auto-corretat
desired cooperative diversity is achieved with both the CDialues, the new combining weights at the destination were
and TVD schemes. The BER curves for both schemes momwevided. The obtained error probability expression sea®
tonically decrease with increasing and are consistent with a lower bound of the actual BER. It was shown that the error
the theoretical values. Since in this scenario, all the nbkEn performance depends on the fading rates of the direct and the
are fairly slow, the combining weights are approximatelya@q cascaded channels. For fast fading channels, a large fading
in both CDD and TVD systems and the BER results are vergite can lead to a severe degradation in the error probabilit
tight to the theoretical values which are determined usi®g tlt was also shown that there exists an error floor at high SNR in
optimum combining weights. Also, the error floor is very lowime-varying channels and such an error floor was determined
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Fig. 4. Theoretical and simulation results of D-AF relayimigh three relays
in Scenario | (lower plots), Scenario Il (middle plots) anckBario Il (upper
plots) using DQPSK.

in terms of the channel auto-correlations. The analysis is
supported with simulation in different scenarios and despic
that the proposed combining gains lead to a better perforenan
over that achieved with the conventional combining weights

APPENDIXA
PROOF OF[(Z6nND (37)
pe = E{zlyolk — 1), {gilk — 1}y, {Prialk — 1} } =
—2Re{dmm (beP v [k — 1E{no[k]|yo[k — 1]}
+Zb"“ [k — 1E{ni[k ]|yi[k—1],hud[k—11}>}
— 2O‘()Re{dmln gptyg[ - 1]E{w0[k - 1]|y0[k - 1]}

S0yl ECult — llh — 1. Al - 11})}
- (56)

The conditional means of Gaussian noise componenis —
1] andw; [k — 1] are obtained as$ [27]

E{wolk — 1]|yo[k — 1]} = P—_HdminyO[k —1] (57)
E{wilk — 1[yslk — 1], hr,alk — 1]} = ﬁdminyi[/ﬂ Y
Z (58)

Substituting [(5l7) and_(38) int¢_(b6) gives [36).

02 = Var{zlyolk — 1], {sslk — 3%, {(hralk — 1}, }
= 2min® ((667) I3l — 1)[PVar{mo K] lyolk — 1]} +
R

3 (057 Jyalk — 1]1°Var{ni[k]|yi[k

i=1

— 1], hrak = 1]}>

(59)

The conditional variances ofig[k — 1] and n;[k — 1] are
obtained as

Var{no[k—1]|yolk—1]} = 14+ a2+ (1 —ad)P, = b"pt (60)
Var{n;[k — 1]y;[k — 1], hy,a[k — 1]} =
2 2y, _
I1+ai+(1—ai)p = 7ont (61)

Substituting [(6D) and (1) intd_(b9) givels {37). It should be
noted that since is proportional to the real part afy[k] and
n;[k], its variance is proportional to half of the total variance.

APPENDIXB
PROOF OF[(5R)

By substituting[(8) into[(42) we have

2A2P0771
lim
Py—o0 (214 Po(l — Qs ) —+ 4A2) i —+ 4

E{ | 2
‘E{2<1a—ia3>}‘ ST o)

}

(62)
APPENDIXC
PROOF OFI[(BB)EHE5)
R
1 H ()
lim Py(E2) = lim _/ :1 10—
Py—o0 Py—oo T 1+ T ’70|dmm|
o
us 1 I

1/2 Pognooll_[ ( ) 10—
" 0 Ptl)gnoo (1 + m’yoldminlz)

1 R 1

do

3|

O\Nlﬂ

1 + ﬁZ(g)ﬁddminP i=1 1+ m:)ﬂdminp

(63)

Now, for the first case thai, # 7;,V k,j > 0, using the
partial fraction technique gives

1 n 1
1+ ﬁz(e)%ldmml2 Pl Qsmg 7Yil dmin|?
R 1 B
,EO 1+ 5oy Vel dmin?
n 1
;;cml A (64)



wherecy, = RL Then, [4]
J#k 5]

R
1 1
—/E CkVk do = (6]
7T

0

(7]

R 1
ZCk%/ R 5do =
0

1+ m7k|dmin| [8]

ﬁk |dmin |2
2 + '_Yk |dmin|2
i=0 ' [10]

65) [

Now, for the second case thg§ = v, = 7,V i > 0, again
using the partial fraction technique gives

1 . 1 [12]
1+ smi 70|dm1ﬂ| 1 + m_’71|dm1n|
1 R+1 [13]
(66)
L+ 251n2 7|dm1ﬂ| [14]
Hence, using the integral techn|ques-[28], one obtains
R+1 (15]
l/ L do = [16]
" 0 1+ 281n2 7|dmlﬂl
R l [17]
1 2l 1
2 Sl 72 (l) <4+2vld - |2>
min l:() min [18]
(67)
For the last casey, # v; =%,V i > 0, one has [19]
1 r 1
1+ geirgy Toldmin]? -7 1+ m—%|dmm| [20]
R
1 1 _ [21]
1+ 2sinl2(9)'70|dmin|2 1+ MﬂdminP
R [22]
b b
1+ 07 PASERS Z : P (08) o
251n2 0|@min =1 (1 + 251n2 ’7|dmm| )
[24]
Yo R —"yR
whereb, = Fo—7 andby, = W Then taking the |25

integration from[(6B) gives the error floor expression[in)(55
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