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Abstract—Assuming noisy feedback channels, this paper inves- emissions [[30]. Specifically, with noisy feedback channels
tigates the data transmission efficiency and robustness offterent optimal power allocation becomes even more effective, as a
automatic repeat request (ARQ) schemes using adaptive powe |5rqa part of the resources may be lost due to errors in the

allocation. Considering different block-fading channel @asump- - . .
tions, the long-term throughput, the delay-limited throughput, feedback decoding. Furthermore, as discussed in the paper,

the outage probability and the feedback load of different ARY  ing optimal power allocation within the retransmissionmds
protocols are studied. A closed-form expression for the poar- not only increases the data transmission reliability bgbal
limited throughput optimization problem is obtained which is  reduces the expected delay for data transmission, leading t
valid for different ARQ protocols and feedback channel cond- higher throughput.

tions. Furthermore, the paper presents numerical investigtions . S

on the robustness of different ARQ protocols to feedback emwrs. Literature r(?v_lew. The ARQ'based_ papers _related to_ our

It is shown that many analytical assertions about the ARQ Work can be divided into two categories. The first group is the

protocols are valid both when the channel remains fixed durig works that have studied the optimal power allocation, betwe

all retransmission rounds and when it changes in each round the retransmission rounds, in noise-free feedback camditi

(independently. As demonstrated, optimal power allocabn is  Here the goal of power allocation is to minimize the reqgire

crucial for the performance of noisy ARQ schemes when the . . -

goal is to minimize the outage probability. number of retransmission rounds[11], bit error.r [14}, a
erage overflow raté [15] and the outage probability [16]}[18
or to maximize the throughputl[1].1[9]I_[13] and the outage-

I. INTRODUCTION limited average rate [10] [12]. The results have been obthi

Automatic repeat request (ARQ) is a well-established alp the presence of transmitter cha_nn_el state imformaticﬁ;iXC
proach aiming towards high throughput reliable wirelessico [1]: [L3]-{15], in delay- and buffer-limited condition [}415]
munication [1]-[18]. Utilizing both forward error corréeh and when the channel changes in each retransmission round
and error detection, ARQ techniques reduce the data outdge [13]: [15], [16] or remains constant between the whole
probability and/or increase the throughput by retrangngjtt transmissions [9]=[11]. [14]. [17]. [18]. Particular(d], [9],
the data which has experiencbdd channel conditions. ARQ [10] have presented some theoretical comparisons between t
is a technique in thelata link layeralready provided in many "€Pelition time diversity (RTD) and incremental redundanc
wireless protocols, e.g., IEEE 802.11n][19] and IEEE goe. 16NR) hybrid ARQ protocols. However, the comparisons are

[20]. Hence, it needs no additional design which introdiitesdiven either under a specific continuous communication rhode
as a cost- and complexity-efficient approach. assumption with uniform power allocation] [9],_[10] or for

In wireless networks, the feedback signals reach the trafi&ed-length INR ARQ in the presence of transmitter partial

mitter through a communication link experiencing differenS! [1l- In all these works, the feedback signal is received

levels of noise and fading. Hence, it is probable to receif&ror-free.
erroneous signals at the transmitter which, if not handled 'N€ Second group, on the other hand, are the papers that

suitably, can degrade the system performance severely hiaye investigated the effect of feedback channel noise en th
make it even worse than aapen-loop system [21L]-[29]. performance of the ARQ proto_cols, e.@[ZEE[Z_Q]. However
This is because, due to receivers limited power and the ustd10ne of these works adaptive power allocation has been
interference constraints, the ARQ bits may be fed back at Iggnsidered, and the results have been presented for the case
powers and, consequently, may be received by the transsnitt uniform power allocation. Moreover, there is no general
unreliably. Therefore, it is interesting to study the cheinn/f@mework that unifies the analysis of noisy ARQ protocols
performance under noisy feedback conditions. from an information theoretic perspective. _

From another perspective, wireless systems are normallycontributions: This paper demonstrates a fairly general
power constrained. Therefore, with limited power resosycdnformation-theoretic framework for studying the noisy @R
optimal power allocation in the ARQ retransmission round¥0tocols utilizing adaptive power allocation. We obtalret
is a key point for increasing the system data transmissigpsults under different fading channel assumptions. Tie di
efficiency [11]-[18]. In the concept afreencommunication, CUSSIONs that we present here have not been covered in the

adaptive power allocation is crucial, as the energy consiamp "€viewed papers; A closed-form expression for the power-
of the wireless network is expected to increaselBy- 20% l'm_'ted throughpL_Jtoptlmlzatlon problem is presented wihi
every year and contributes aboRts of the global COs valid for the considered A_RQ protocols and any feedforward o
feedback channel conditions. Then, the long-term throughp
The authors are with Department of Signals and Systems,n@hal the delay-limited throughput and the outage probability of
UI“iverzig ?;eﬁe‘iﬂgﬂg%cﬁﬂg?sbgég’ Sweden, Emgibehrooz.makki, - different ARQ protocols are obtained and compared in noisy
a%aegand?e Graell i Amat was supported by the Swedish Agenmy ff€€dback conditions. Also, both fixed- and variable-length

Innovation Systems (VINNOVA) under the P36604-1 MAGIC jeij coding hybrid ARQ (HARQ) approaches are investigated.
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Finally, the robustness of the protocols to feedback chianne

errors is compared numerically. number of information nats considered for a packet by
The data transmission efficiency of HARQ protocols are @, we haveR(™ = ;& 1(m) =3~ .

normally studied under two different assumptions where . Pr(Outage represents the outage probability, i.e., the

the channel is supposed to be fixed within all retrans- probability of the event that the data can not be de-

mission rounds, e.g.[[9]=[12], or changing in each round coded by the receiver when the data (re)transmission

(in)dependently, e.g.. [1][[4][[14]=[16]. In other word9]- is stopped. Therefore, the expected number of nats that

[12] assume the blocks to be so long (or the codewords is successfully decoded in each packet period)is=

so short) that all retransmissions experience the samagadi  Q(1 — Pr(Outage).

condition. On the other hand, inl[1],1[4], T14]=[16] the lehg « P,, is the transmission power used per channel use in the

of the codewords is supposed to be the same as the fading m-th (re)transmission round. Consequengly, = Pyl

block length. In this paper, the developed framework is used is the energy consumed in the-th round.

to study both cases in detail. Specifically, it is shown thatt « Pr(A,,) represents the probability of the event that data

analytical assertions of the paper are valid in both scesari (re)transmission is stopped at the end of theh round.

This point provides an appropriate connection between the In this case, due to possible errors in the feedback bits,

papers considering one of these assumptions. the data sent by the transmitter might have been decoded
The main results of the paper are summarized as follows. or not by the receiver in the-th, n < m, (re)transmission

Compared to the fixed-length coding scheme, the through- rounds. Also, as a maximum df + 1 (re)transmission

put and the robustness of the INR protocol increases when rounds are permittecﬁjnj\fill Pr(4,,) = 1.

variable-length coding is implemented. In terms of thrqugh  « R(® = o0 and 4y = () denotes the empty set.

and with different power allocation schemes, the ARQ proto-« Pr(S,,) is the probability that while the data has been

cols are observed to have low sensitivity to small feedbédick b successfullydecoded in one of the time slots =

of the m-th (re)transmission round. Thus, denoting the

error probabilities. However, the sensitivity of the thgbput

to feedback channel noise and the effect of optimal power

allocation increases with the number of retransmissiotso,A
depending on the fading distribution, optimal power altoma
can improve the relative throughput, defined as the normliz

1,...,m, the data transmission is stopped at theth
(re)transmission round. In contrast #y,,, the eventsS,,
does not include the case where data (re)transmission
stops while the codeword has not been decoded by the
receiver yet.

difference between the throughput achieved by optimal and
uniform power allocation, and increases the robustneskeof t
ARQ protocols with respect to the open-loop communication
setup. Furthermore, optimal power allocation plays an impo Consider a block-fading channel where the fading coef-
tant role on the performance of noisy and noise-free ARMEient remains constant for a duration &t channel uses,
schemes when the goal is to minimize the outage probabiliggnerally determined by the channel coherence time, and
Particularly, optimal power allocation results in consatge changes independently from one block to another. Insthe
outage probability reduction although, compared to néige- th (re)transmission round of a packet, the received signal i
feedback conditions, the reduction is less pronounced wheptained by
the feedback signal is unreliable. . . q

With a noisy f%edback channel, new analytical comparisons Ynli] = ‘/Eth i+ Zmlili=1,....ln. (1)
between the INR and RTD protocols are presented which shpy e Xplilyi = 1yl & 2211 X, [i]]2 = 1, is the

. L . . mo T,
the superiority of the INR approach in different points &wi  ower-limited transmission codeword, is the channel co-

However, it is proved that the performance of these promc@fﬁcient, Zmli] ~ CN(0,1) denotes an independent and
converge at low signal-to-noise ratios (SNRs). Also, corepa jgentically distributed (i.i.d.) complex Gaussian noise &,

to the INR, the RTD is observed to be more robust to feedbagkine transmission power in the-th round that, because the

channel noise, in the sense that the performance 10ss in figse variance is set to 1, represents the transmission SNR a
RTD is less than in the INR. Finally, the difference betweegg (in dB, the SNR is given byl0log,,(Py,)). Also, we
the optimal powers of the (re)transmissions increases Whggine ¢ — |h|? as thechannel gainrandom variable which
the feedback channel noise increases or the forward chang@bs the fading probability density function (pdf):(g).
variability decreases. o The receiver is assumed to have perfect instantaneous CSl,
Notation. The following notation is used throughout the,hich is an acceptable assumption under block-fading [1]-
paper: [10], [31]. On the other hand, there is mostantaneouCS|
o A packet is defined as the transmission of a codewogdaijlable at the transmitter, except the ARQ feedbaci bits
along with all its possible retransmission rounds. Alseppe feedback channel is supposed to be noisy with bit error
we consider a maximum af/ retransmission rounds, i.e.,probability p,. Moreover, as each transmission experiences
each codeword is (re)transmitted a maximumiéf+ 1 an AWGN channel, all results are restricted to Gaussian
times. input distributions. Finally, the results are presentedatural

e lm (in channel uses) is the length of the codeworghgarithm basis, unless otherwise stated, and the thrautgép
(re)transmitted in then-th round.

« R denotes thequivalenttransmission rate at the end Further discussion about the transmitter CSI is given irtiGedil.

Il. SYSTEM MODEL



given in nats-per-channel-use (npcu). Two different agsumOn the other hand, if the data (re)transmission is, ei-
tions are considered for the length of the blocks throughatlter successfully or not, stopped at the end of theth
the paper: (re)transmission round, the total number of channel uses is

1) Long-Lc scenario: In this case, the length of the blocks._,—1 /»- Therefore, the expected number of channel uses
L, is assumed to be so long that all retransmission roundghin a packet transmission period is

occur in a single fading block. That is, the channel is M+l /™
supposed to remain fixed during a packet transmission - ) Prca v
period and change independently from one packet to 4 mX::l nz::l n | Pr(Am). 0

another. This is an appropriate model for networks with

stationary or slow-moving users|[9]-]12]. In this way, from (2), (6), (7) and as the equivalent trans-
2) Shortd. scenario: In Section VI, the codewords lengthglission rate at the end of the-th (re)transmission round is

are considered to be the same as the fading block lendth™ = ﬁ, the long-term throughput is found as stated

L. such that the channel changes in each retransmission(4). n

round. The results of this part are useful for modeling Provided that the data (re)transmission ends atrthth

users with medium/fast speeds [1]| [4]. [14]1=[16]. round, the total consumed energy §§) = S| Pl,.

Therefore, the expected energy consumed within a packet

[1l. L ONG-TERM THROUGHPUT ANALYSIS fransmission period is obtained by

Here, the long-term throughputl[5] and the average trans¢ = S"M ! (>om | Paly) Pr(Ar,)

m=1
mission power are respectively defined as (a) M m
powerL[32] are respectively L QYN (S P (s — 7)) PrlAn)
M+1 m—1
nr = g’ (2) = QZmil P (ﬁ - ﬁ) (1 - Zn:l PY(AW))
g (8)
and
G where (a) is due to the fact that,, = =% — 2.
¢== () Finally, from (3), (7), (8) andr(™ = ﬁ, the average
~ _ ransmission power is rephrased as (5 "Therefore, the rpowe
\éVhergQéT. "’}ndg dfnote t?e et>r<]pected V?Il:je of thg suc;:eshsfull. ited long-term throughput optimization problem can be
ecoded information nats, the expected number of chanRel ... < stated in (4)-(5). -

uses and the expected energy consumed within a pac . . . :
P gy Packotice that with uniform power allocation, the power con-

transmission period, respectively. straint (5) simplifies toP,, = P’ < P. Then, as the

In th? followmg, first a cIosed—form. expression fOI: theachievable rate of the AWGN channel is an increasing functio
power-limited long-term throughput optimization problém

of the transmission powef [B3], maximizing the achievable

derived. The expression is valid for any feedback channr%lte impliesP,, — P.¥m. Finally, to find the throughput of

conditions and all HARQ protocols that are consldere_d '8 th(IJIif'ferent ARQ protocols, it is only required to determineith

work. Later, the long-term throughput is analyzed in mOre  ecvonding orobability terms in (4) and (5)

detail for the basic ARQ, RTD and INR HARQ. o ﬁl 1-ng P IW i e .
Lemma l:independent of the forward or feedback channel oroflary 1.rorfixed-length coding scheémes, the maximum

condition, the power-limited long-term throughput optiau power-limited long-term throughput is obtained by

tion problem of an ARQ scheme with a maximum &f re- R(1 — Pr(Outage)
transmission rounds and power constrditan be expressed JB% M1 )
as m Ry mPr(A,,)
M+1 m—1
1 — Pr(Outage > om=1 Pm (1 =21 Pr(An))

max M+l Pr(A,) (4) s.t. T <P (10

VP RO Y R > m=1 MPr(4y)
M+1 1 1 m—1
ot >m=1 Pm (R(m) - R<W1>) (1 = 2= Pr(A")) whereR = % is the initial codeword rate andl is the length
" ZMirll Pr((AT) - of the codewords.
- (5) Proof: Using I, = LVYm, we haveR(™ = & = £
which rephrases (4) and (5) as in (9) and (10), respectively.

where (4) and (5) represent the long-term throughput and the -
average transmission power, respectively. In the sequel, the general equations (4) and (5) are spe-

_ Proof: To calculate the Iong_—term.throughput, assume thf‘,‘falized for the RTD and the INR HARQ protocols under a
Q mfi}rrﬂat:jon nats are tr?nlfm(;tteddlndeach packet ransmigsisy feedback channel assumption. Performance analysis f
sion. If the data is successfully decoded at any (re)ires&0m o pasic ARQ schemes can be found in the appBndix
round, all the@ nats are received by the receiver. Hence, as
stated before, we have 2Throughout the paper, whenever required, the results atieyarized for
the long- and shorf:c scenarios. If not mentioned, the discussions are valid

Q= Q (1 —Pr(Outagg) . (6)  for both cases.



A. RTD protocol in the lond-; scenario uniform power allocation, i.e.P,, = PV¥m, (12) and (14)

Utilizing the RTD (also calledChase combinifgHARQ, respectively change to
the same codeword is (re)transmitted in each (re)trangmiss R 1 R _
round and the receiver performs maximum ratio combining Pr(m)RT° = FG(@) - Fa( P ), (15)
of the received signals. Therefore, assuming the lbpgee-
nario, the received SNR aften data (re)transmission rounds and
increases tq -, P, and the equivalent data rate reduces e 1
to R(™ = EZThé data is correctly decoded at the end of Pr(1,2,...,m)NP =1 - Fg( P
the m-th round (and not before) if 1) all previous feedback
bits have been correctly decoded by the transmitter (with
probability (1 — pp)™~1), 2) the receiver has not decoded the _ _
data before, i.e.Jog(1 + 92?:1 P;) < R,¥n < m, and B. INR protocol in the longs: scenario
3) (re)transmitting the data in the-th slot, the receiver can INR is a well-known HARQ scheme where, at each re-

). (16)

decode the codeword, i.dag(1+ ¢ .-, P,) > R. Hence, transmission round, new redundancy bits are sent by the
the data outage probability is found as transmitter and the receiver combines them. The probiaisilit
M1 Pr(Outage™R and Pr(4,,)" m = 1,....M + 1, are
Pr(Outage"™ =1 — Z (1—pp)™ ' Pr(m)®® (11) determined with the same procedure as for the RTD protocol
oo while, using the results of [32] and[34, chapter 15], thenter
where Pr(m)NR andPr(1,2,...,m)"NR are respectively obtained by
_— the time division multiple access (TDMA)-type equations
Pr (m)R™® = Pr(log(1 P,) < log(1 P,)
(m) r(log( +gnz:1 < R < log( +an:1 Pr(m)INR_Pr<an 112m71l10g(1+gpn)<R(m71)&
Folo ) Rl @) = log(1 + gP) > RO )
=rqg poe— e ™ n= m g
Zn:ll Pn Zn:l P" ! E 1l
is the probability that, assuming a noise-free feedbackicbia =Pr (Z?__ll (767 — 7o) log(1 4+ gPy) <
the data is decoded at the end of theth time slot while it was
not decodable before. Alsdi; represents the channel gain <Yy (gt — foeo) log(1 + gPa)
cumulative distribution function (cdf). Note that in (12)ew 17)

have used the fact that with an equivalent SNfe maximum
decodable transmission rate{slog(1 + z) if a codeword is and

repeatedn times. m

On the other hand, with some manipulations, the probabilir (1,2, ..., m)N? = Z o log (1+gP,) > R™)
that, either successfully or not, the data transmissiopsséd n=1 F
the m-th (re)transmission round is - 1

re) =Pr() (=7 — o) lee(l +9P) > 1), (18)
Pr(A;,)%T0 = 5700 Pr(n)%TP(1 — po)"py " o B R
RTD m—1

+(1;Pf(172a--7-l7 m)RTP) (1 — Pb) Pp N if the channel does not change in the (re)transmission

= e (L=po)"'pp" " FG(Z;L”D ) — FG(fT:}k)) rounds. Here, e.g., (17), follows from the fact that using

+FG(me—1 )L — o)™ Ly, m=1,..., M, m different codewo_rds of lengtt,, and power_Pn, no=

A RTD _ \~M+1p (n)RTO(1 — pp)— Mil-n 1,...,m, the maximum decodable information rate is

Pr(dy )" =3, Pr(n po)"Po oy s log(1+ g Py). Then, with uniform power allo-

_ RTDY({ _ o \M
= Pr(1, 2, M DEE) (1= po) cation (17) and (18) are respectively rephrased as

(13)

R(m—1) _ R(m) N

where Pr (m)™R = Fg(< 5 1) - Fc(%) (19)
Pr(1,2,...,m)f® = Pr <R§10g(1+gzpk)> and

k=1 eR(m) 1

R _ INR _ 1 _ - -
1 Ry em 1 ) (14) Pr(1,2,...,m)"" =1— Fg( P )- (20)

> k=1 Pr

Also, considering fixed- Iength coding, i.é,, = LVYm in (17)
is the probability that the data is decodable in one of the firg,, 4 (18), we haveR(™) —

m (re)transmission rounds if all feedback bits are correctly
decoded Finally, using (11) and (13) in (9) and (10), theylon m—1
term throughput and the average transmission power for the(m)"™~ = Pr (Z log(1+gP,) <R < Zlog 1+gP,)
RTD protocol are obtained. Note that settipg = 0, i.e., n=1 n=1 (21)
noise-free feedback channel, we h&i€A,,) = Pr(m), m =
. M, and Pr(Apr41) = 1 — M Pr(m). Also, with and



INR _ > ' sp_ecific cdf pattern and only the long-run statistics (elg, _
Pr(1,2,....,m) Pr (Z log(1+gFn) = R) (22) gain mean and variance) change after several packet periods

. . d btain th Thus, the amount of feedback required for long-run adaptati
Using (17)-(22) in (4) and (5), we can obtain the POWELSt the statistics is negligible, compared to the ARQ fee#tbac

limited _ang-term throughput of the INR app.roach. Also, th%its, and the gain cdf can be assumed to be known by the
probability terms of (17)-(18) are obtained via transmitter, in harmony witH [5]=[12].

m 1 1 Finally, the power allocation between the (re)transmissio
Pr (Z (Zwy — W)log(l +9P) < 1) =Fe(Am), s carried out through an adaptive power controller at the

n=1 transmitter, the same as inl[9]=]18] that deal with power
allocation for cases with a noise-free feedback channeie He
the only difference with [[9][18] is in the values of the
(re)transmission rates/powers which are selected such tha
the system performance is optimized when there is an error
gprobability in decoding the feedback bits.

n=1

1 1
Am =arg{ ) (5o — 5oo) log(l+9P,) = 1)}
g nz::l R(®)  R(n-1)

Considering different values of., there is no general closed-
form solution for A,,,. Therefore, depending on the fadin
distribution and the number of retransmissioAs, may need
to be numerically calculated. However, BS" < R("=1) Vn,

the function®,,,(g) = >, (ks — =) log(1 + gP,) is IV. ON THE PERFORMANCE OFRTD AND INR PROTOCOLS

an increasing function of and, thereforeA,, is unique for IN THE LONG-Lc SCENARIO

a given set of P,,, R™ n=1,...,m}. Considering a noise-free feedback channel, elg., [1], [9],

[1Q] have presented comparisons between the RTD and INR

protocols. Assuming the lon§z scenario, this section presents

new analytical results for the HARQ protocols in the case of a

0isy feedback channel, which are the extensions of thdtsesu
[1], [@], [1Q]. The theorems and analysis of this sectioa a

C. Discussions
We close this section with discussions about the op
mization problem of (4)-(5) and (9)-(10) and some practic

implementation issues of the proposed scheme. requi ; ;
! required for Section VI, where the equivalency of the short-
Using the same arguments as i [dLJ[1QLJ[12L][17], IEtnd long{. scenarios is demonstrated.

can be showed that both the power-limited throughput max-

imization and the outage probability minimization of HARQ

protocols are nonconvex optimization problems, even if tfe Feedbackload and the expected number of (re)transmissio
feedback channel is noise-free. Therefore, the problemsigh rounds

be solved via iterative optimization algorithms. In ouruget  One of the most important aspects that quantifies the perfor-
the number of optimization parameters is low enough tmance of limited feedback schemes such as ARQ protocols is
use exhaustive search, which is what we have used for abe feedback load defined as the expected number of feedback
simulations. Also, for faster convergence, we have repeatsits transmitted in a packet period. On the other hand, the
the simulations by using the iterative algorithm bf][10]danexpected number of (re)transmission rounds is anotherianetr
by using “fminsearch” and “fmincon” functions of MATLAB. demonstrating the average number of handshakings between
The results have been obtained for different initial sgin the transmitter and the receiver within a packet transioissi
and we have tested the fmincon function famterior-point”  period. The following theorem compares the RTD and the INR
“active-set and “trust-region-reflective options of the opti- protocols in terms of the expected number of (re)transinissi
mization algorithm. In all cases, the results are the sanile wiounds and the feedback load.

high accuracy, which is an indication of a reliable resuit. | Remark 1:With fixed-length coding, the expected number
our experiments, the exhaustive search and the fmincoedbasf (re)transmission rounds is the expected number of cHanne
codes are, respectively, the slowest and the fastest ssheruges or the expected delay for a packet transmission scgled b
compared to fminsearch and the iterative algorithm[of [10& constant.

However, as the parameters of, e.g., (4)-(5), are detednine Theorem 1: Assume uniform power allocation. Then, with
off-line, the complexity is not as important as in onlinghe same feedback load (or the same expected number of

applications. (re)transmission rounds) higher throughput is achievethby
In practice, the suitable transmission parameters can INR protocol when compared with the RTD.
determined in two ways. In the first method, the system Proof: Please see the appendix. [ |

performance is evaluated off-line for different rates/eo8y  Note that in Theorem 1 the ratd&™ = log(1 + &) >
and the appropriate parameters are collected in a tablehwhig "

is used during data transmission. In this case, which is t
same as in adaptive modulation and coding (AMC) protocols
[35], there is no need to know the channel cdf (in general, the )
only parameters that we need to know are the rates and powRrg-ixed-length coding

R(™) and P("™) ¥m, and not the channel cdf.). In the second In comparison to the RTD protocol, the INR HARQ is a
method, however, the gain cdf and an optimization algorithoomplex scheme as not only new parity bits are sent in each
are utilized by the transmitter for parameter setting. Tdia (re)transmission round but also the length of the codewords
suitable method for the scenario where the channel followsraay be different in the retransmission rounds. In order to

are achievable by the INR protocol using variable-length
ding.



reduce the implementation complexity of the INR protocokteady-state behavior of several packet transmissionisnas t

fixed-length coding is a sub-optimal scheme considereden thoes to infinity [1], [5], [9]. On the other hand, the delay-

literature [1], [5], [18]. limited throughput is more capable to track the short time
In the following, fixed-length coding is considered to showariations [[7], [8].

some of the properties of the INR. Let us first review a simple Extending the results of [7]][8] to noisy feedback condi-

point which is used throughout the paper repeatedly; Defitiens, the delay-limited throughput of an HARQ-based syste

the function/(z) = log(1+ax)+log(1+by)—log(1+ax+by). is obtained by

Then, as/(0) = 0 and2Z > 0, Vz,y,a,b > 0, it is concluded M1
that npL = Z R Pr(S,,) (26)
m=1

log(1 + ax) + log(1 + by) > log(1 + ax + by), Vz,y,a,b > 0. ) - i
8 ) 8l ) 8 ) Y (23) wherePr(S,,) is the probability that while the data has been

o ~decoded in one of the time slots = 1,...,m, the data
We use (23) to show the superiority of INR over RTD ifransmission is stopped at the-th (re)transmission round.
noisy feedback conditions. Note that the probability ternPr(S,,) contains the events

Theorem 2: With adaptive power allocation and for anyiat while the data has been decoded at timesslatm, due
feedback channel bit error probability, higher power-t&i 1o wrong decoding of the feedback bits, data (re)transorissi
throughput is obtained by the INR-based HARQ when comizs continued until thex-th round. In this case, the equivalent
pared to the RTD-based scheme. achievable rate i®(™) = << In other words, (26) is the

Proof: Please see the appendix. _ B oxpectation of the achievable rate during a packet trarssonis
Corollary 2: With adaptive power allocation, lower outageperiod_ Also. note that

probability is obtained by the INR-based HARQ, when com-

pared with the RTD approach. Pr(Sm) < Pr(An), (27)
Proof: As the outage probability in both schemes igss < 4, and
M+1 -
obtained byPr(Outage™ = 1 — > (1—py)™ " Pr(m)", M1
m=1 — 1 _
H = {RTD,INR}, the same argument as in Theorem 2 can mz::l Pr(Sm) =1 - Pr(Outagg. (28)

be used to prove the corollary. Note that, although Theorem
2 and Corollary 2 have been proved for fixed-length coding
they are valid for the variable-length INR scheme as wal.
Theorem 3.Utilizing fixed-length coding and for any feed- 4 2 i i
back channel conditions, the power-limited throughput thred Theorem 4:Considering delay-limited throughput, the fol

outage probability of the INR and RTD protocols are the sanl%wmg assertions are valid:
for low SNRs. ) moL = (1 — Pr(Outage)n.r.

(I) Theorems 1, 2 and 3 are valid for the delay-limited
throughput as well.
(1) with noise-free feedback channel and optimal power

Remark 2:With an average power constraint, the maximum
elay-limited throughput of an HARQ scheme is obtained by
replacing (26) in (4).

Proof: As log(1 + =) ~ « for small values ofz, the
probabilities (12), (14), (21) and (22) are changed to

m-l m allocation, the delay-limited throughput for the RTD and
RTD INR ’
Pr(m)™" = Pr (m)™ = Pr(g Z Po <R < QZ Fn) INR protocols under lond>. scenario are respectively
n=1 n=1 H
(24) obtamedl\l{)i/1
: R R
and RTD __ E e —1 B et —1
. oL = mz::l m (FG(—an_11 P_'n.) FG(72$:1 Pn)
Pr(1,2,...,m)"° =Pr(1,2,...,m)" ~Pr(¢g> P, > R) (29)
n=1
(25) and M+1
which, from (9)-(10), lead to the same throughput, outage iR = Z R(m) (FG(Amq) _ FG(Am)) (30)
probability and average power in both schemes. | m—1

Finally, it is worth noting that, as uniform power allocatio . m 1 1
. " . ! . WhereA = ar _ Sy T Bo) 10 1 + P, =
is a special case of adaptive power allocation, the resiilts o " gg{Z"*l (7 — wm=m) log(1 + gFn)
the section are valid for the case of uniform power allocatio 1}

as well. Proof: Part (1) is proved based on the following inequal-
ities:
V. DELAY-LIMITED THROUGHPUT P = S (Z;’gl ln)(l_grr((gﬁége)
Along with the long-term throughput, thdelay-limited (i) Q(1—Pr(Outagd)
throughput defined as the expectation of the achievable rate = SMAL(S™ 1) Pr(Sm)
within a packet transmission period, is another metric Wisc (;) Q(1—Pr(Outags) (d) 1-Pr(Outagg __
sometimes used to characterize the system performance. Gen = SN (i ) Pr(An)  onE EAnT =T

erally, the long-term throughput is useful when considgthe (32)



where (b) is based on Jensen’s inequality [34], convexity of Pr(m)NR =

the functionf(z) = 1 and (28),(c) comes from (27) andd)
follows from R(™) = - and (4). Pr (
. n=1 "n
Part (Il) is proved with the same procedure as for the
Theorems 1, 2 and 3 while, with the same arguments as befatrd
we have

INR _
Pr (Sm)H = anzl Pr (n)HpI)n_n(l —pb)n, m = 1,...,M Pr(1,27...,m) =Pr (R < ZIIOg(l +gnpn)> ’ (36)
Pr (SM+1)H = Zi{;ll Pr (”)HpéWJrlin(l —pb)nilv

m—1 m
D log(l+gaPn) < R< log(l+ gnPn)> (35)

n=1 n=1

(32) respectively, if the channel changes in each (re)transoniss
round. In this way, the probability termBr(outage™R and
where H= {RTD, INR}. Finally, part (lll) is obtained based Pr(4,,)"? are obtained with the same equations as before
on (12)-(14), (17), (18) and the fact that under noise-feslf while (21) and (22) are replaced by (35) and (36), respec-
back channel assumption we have(S,,) = Pr(m), m = tivelyd,
1,...,M+1. ] Theorem 5All assertions presented for the lorig-scenario
Corollary 3: The long-term throughput of an HARQ schemé@re also valid in the shoifl. scenario, i.e., when the channel
is upper bounded byt < foill R™ Pr(A,,). changes in each retransmission round.
Proof: Similar to Theorem 4 part (1), the upper bound is  Proof: Please see the appendix. ]

obtained based on (4 , the Jensen’s inequa“ty' Convef(ﬂym Note that, although the analytical results are same in these
function f(z) = 1, me:*ll Pr(A,,) = 1 andPr(Outagg < 1. two scenarios, the numerical results are different for amiv

m average power. However, as demonstrated in the following,
the performance of the short- and lofig-scenarios can be
mapped to each other if the average transmission power is
scaled appropriately.

In some parts of Sections Ill and V, the results were special-Theorem 6The performance of the considered ARQ proto-
ized for the longL. scenario, i.e., they were obtained under theols with uniform power allocation and shatt-fading model
assumption that the channel does not change during a paci@t be mapped to the one in a lohg-model with random
transmission period. This is an appropriate model for thevsl power allocation and a different average transmission powe
moving or stationary users where the channel experiences Proof: Please see the appendix. [ ]
slow variations, e.g.,[19]5[12]. For the medium/fast speed In words, the theorem means that, although the channel
users, on the other hand, the shbgt-scenario is normally remains fixed during a packet period of the lohg-sce-
considered where the channel changes in each retransmissiario, we can use random power allocation to provide the
round independently[ 1] or dependentlyl [4], [14]-[16]. Irsame randomness as the one which is experienced in each
this case, since the length of the codewords are the samgragtransmission round of the shdrt-scenario. However, the
the length of the fading block, the INR protocol is studiedverage transmission power should be scaled appropriately
under fixed-length coding conditionl[1],1[4], [14]=]16]. the Finally, although the theorem is not proved for the caseh wit
following, first the results of the RTD and INR protocols ar@ptimal power allocation (which is the main scope of the
restudied in the shotfr scenario. Then, Theorem 5 shows thapaper), it is interesting as it provides connection betwiben
the analytical arguments obtained for the lohgscenario are short- and longt. scenarios.
also valid when the channel changes in each round.

Let the channel realization in the-th (re)transmission VIl. SIMULATION RESULTS AND DISCUSSIONS

round beg,. Then, the received SNR at the end of the In this section, we illustrate the performance of the differ
th RTD-based (re)transmission round Js" | g, P, which ent studied cases. Since the number of studies is large, we
is obtained by maximum ratio combining at the receiverave organized the text below into separate studies of RTD,
Therefore, while the probability term®r(outagg®™ and of INR, of power allocation, of outage probability, and of
Pr(4,,)RP, i.e., (11) and (13), are the same as before, thfgfferent fading distributions; all these for varying fdetk
terms in (12) and (14) are respectively changed to error conditions. In many cases, we have also investigated a
RTD wider range of parameters and fading conditions, but sinee t
Pr(m)™" = performance of those cases have followed the same trends as
) (33) the ones shown, we have not included those results, to avoid

VI. EXTENSION OF RESULTS TO SHORTL: SCENARIO

unnecessary complexity.

As illustrated in [[36], [[37], Nakagami¥ distribution of the
and variable g can model cases with different fading conditions
) where the fading severity decreases with For this reason,

. (34)

m—1 m
Pr <log(1 + Z gnPrn) < R <log(l + Z gnPr)
n=1

n=1

the simulation results of Figs. 1-92are obtained for Nakagam
fading channef(g) = S gew9 , g > 0, (moderate fading

w

Pr(1,2,...,m)"° = Pr <R <log(l + Z gnPr)

n=1

On the other hand, utilizing fixed-length coding INR prothco s, this case, the probabilitieBr(S"™_ log(1 + gnPn) < R) can be
(21) and (22) change to found by m-dimensional integration of the gain’s pdf.
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Figure 1. Delay-limited and long-term throughput vs thedfesck bit error Figure 2. Delay-limited throughput vs average transmisgiower. RTD

probability pp. RTD HARQ protocol, M = 1. HARQ protocol, M = 1 and 2, Nakagami2 channel distribution, long--
scenario. With optimal power allocation, considerableotighput increment
is achieved by increasing the number of retransmissions.

severity [36], [37]) where we seb = 1. Later, in Figs. 10-

13, we study the effect of different fading distributions thie

system performance. Moreover, in all figures except Figs. '2edback channel bit error probability on the long-term and

8 and 9, a maximum of/ = 1 bit feedback is considered. delay-limited throughput of the INR scheme is studied in
Throughput in the RTD HARQ protocoFigs. 1 and 2 Figs. 3-5. Here, fixed-length coding is considered for th& IN

demonstrate the long-term and the delay-limited throughpgeheme, unless otherwise mentioned. The results show that:

of the noisy RTD HARQ protocol. According to the figures, .| \with A7 = 1 and uniform power allocation, the delay-

the following points are concluded: limited throughput of the INR protocol decreases (almost)
« Therobustness to feedback channel noise is slightly better |inearly with the feedback bit error probabilify, (Fig.
in the long4c scenario, compared to the shdi-model 3). However, the same as in the RTD, the throughput
(Fig. 1). reduction due to erroneous feedback bits is negligible in
« With optimal power allocation (resp. uniform power allo-  different power allocation schemesypifis in the practical

cation), increasing the number of retransmissions leads to  range of interest. However, it is later shown in Fig. 12
considerable (resp. marginal) throughputincrease fdrbot  that, depending on the fading condition, there are cases
noisy and noise-free feedback conditions (Fig. 2). Also, where optimal power allocation can improve tiedative

the effect of optimal power allocation on the robustness  throughput, defined as the normalized difference between
of the system increases wiftf. Fig. 2 shows an example  the throughput achieved by optimal and uniform power

of this point where the throughput with/ = 2 and allocation.
pp = 0.04 is less than the throughput achieved with , As expected, higher long-term and delay-limited through-
M = 1 andp, = 0, if uniform power allocation is put is achieved by the INR protocol, compared to the

considered. Finally, with Nakagami-2 fading channel, RTD (please see Section V and Fig. 4). However, the
M = 1 and in the practical range of feedback error  RTD protocol interestingly shows higher robustness to
probabilities, the throughput is not sensitive to optimal  the feedback channel noise, specifically at high feedback
power allocation and the feedback bit error probability  bit error probabilities. This point can be seen in Fig. 4
(Fig. 1). where the throughput of the two schemes converge when
Throughput in the INR HARQ protocolhe effect of the the feedback bit error probability increases (The same
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points are valid for the short scenario, although not
seen in the figure.).
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Figure 5. The effect of variable- and fixed-length coding e throughput
of the INR HARQ protocol in noisy feedback condition. Unifiorpower
allocation, 3dB, a maximum of M = 1 retransmission round, lonfc
scenario. Variable-length coding increases the throughpd the robustness
of the INR protocol to feedback bit errors.

of different HARQ protocols. Here, the following points are
deduced from the figus

o Compared to the shottz scenario, the difference be-
tween the (re)transmission powers of different rounds is
higher in the longL. scenario (Figs. 6 and 7).

o The difference between the (re)transmission powers of
different rounds increases with the feedback channel bit
error probability (Fig. 7). Also, the power allocated to the
latest retransmission rounds decreases when the feedback
channel becomes noisy. Intuitively, this is because with
worse feedback channel condition it is tried to decode the
data in the first round(s), so that the dependency to the
feedback signal is reduced (Figs. 6-8).

o For both INR and RTD and\/ = 1 and 2 cases, the
power terms are observed to increase with the average
transmission power (almost) linearly (Figs. 6-8). How-
ever, there is no general relationship between the optimal
power terms (Also seé [17] 18] for further discussion
about the unexpected behavior of optimal power terms in
noise-free feedback condition.).

Outage probability with a noisy HARQ protocdligs. 9 and
10 demonstrate the system outage probability in the presenc
of noisy RTD and INR HARQ, respectively. Here, the results
are obtained for a fixed initial transmission rdte= 0.4. The

« The effect of variable-length coding on the performandigures emphasize the following points:
of the INR scheme is demonstrated in Fig. 5. Compared to. Feedback channel bit error probability leads to consider-
the fixed-length coding INR scheme, variable-length cod- able outage probability increment, particularly wh&h
ing not only increases the throughput but also improves

the robustness of the protocol to feedback bit errors.
On the optimal (re)transmission powelsigs. 6-8 show the

4Although Figs. 6 and 8 do not include the results for the ltetgn
throughput (and Fig. 7 does not demonstrate the optimal gofee the RTD
protocol), the simulations show the same qualitative agichs for the not-

optimal (re)transmission powers maximizing the throughptncluded cases.
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Figure 8. Optimal transmission powers, maximizing the yitaited
throughput. RTD HARQ protocolM = 2, long-Lc scenario, Nakagani-
channel model.

1y Cona-L . increases (Fig. 9). The sensitivity of the outage probabil-
s---ong cscenan_) ity to the feedback channel noise is intuitively due to the
0.5/ — Short-L; scenario P fact that the outage probability is determined by the small

portion of the packets which can not be decoded correctly.
0 Therefore, even a few numbers of failures, which may

Ny occur due to erroneous feedback, become important and
affect the outage probability considerably. Thus, altHoug

. adaptive power allocation reduces the effect of feedback
> channel noise, the outage probability is still sensitive to

R Do-

~ o With a noise-free feedback channel, power allocation

m
.
.

Power terms P (dB)

Optimal powers p maximizing thé\

¥ long-term throughput, INR HARQ
protocol, M=1, input SNR=0dB

*

.

is very effective in outage probability reduction of the
HARQ protocols, specifically when the transmission
power increases (Figs. 9 and 10. See dlso [L7], [18].). On
the other hand, for noisy feedback channel the reduction
of the outage probability is less pronounced. However,
optimal power allocation is still very useful, particularl

at high SNR.

0 0.05 0.1 0.15 0.2 0.25

Feedback bit error probability, p On the effect of fading distributiorAs illustrated through-

Figure 7. Optimal (re)transmission powers, maximizing tbag-term out the paper, the data transmlssmn eﬁ'c'en_cy of HAR_Q

throughput, vs the feedback bit error probability. Average transmission Protocols depends on the fading pdf. For this reason, in

SNR 0dB, Il\:]R fHA(I;%tS r:(rotr?col,l\f = ; Nakaggrf?ﬁ channerlyg:jogel- The Figs. 10-13 we study the performance of HARQ schemes in

more noisy the feedback channel is, the more difference se etween ; ;

the powers of the two rounds. dlﬁerent Naka_\gar.mN channel models. In Fig. 11, we present
a -region which is defined as
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Figure 9. Outage probability vs the average transmissioR.SRID HARQ
protocol, M = 1 and 2, R = 0.4, Nakagami2 channel model, lond>c
scenario. With a noise-free feedback channel, optimal palecation leads
to substantial outage probability reduction, particylavhen the transmission
power increases. However, compared to noise-free conglitiee effect of

power allocation on the outage probability of the RTD scheafaereases in
noisy feedback conditions.
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11

Outage probability

|| —Uniform power allocation, 50.04 | ™+X,
)
) ’ LS
10-5:, —Optimal power aIIocatlon,tP0.04 ‘
f|-e-Uniform power aIIocation,é;O
r|---Optimal power aIIocation,pr
—6| . ‘\
10 & |
| Long-L_scenario,

| INR HARQ, M=1, R=0.4; \

0y

10‘7 | | | | | ]
-3 -2 -1 o 1 2
Average transmission SNR (dB)

Figure 10. Outage probability vs the average transmissibiiR.SINR
HARQ protocol, M = 1, R = 0.4 (fixed-length coding) and different
Nakagami®N channel models. For all considered channel models, optimal
power allocation results in substantial outage probgbil@duction, if the
feedback bits are received error-free. However, the efiégower allocation

on the outage probability of the INR scheme decreases iny rfesdback
conditions, particularly wherV increases.

put, compared to an open-loop communication scheme. The
following points are deduced from the figures:

« The general behavior of the noisy and noise-free HARQ
protocols is the same in different fading channels. For

Each curve in Fig. 11 defines the set of feedback bit error instance, optimal power allocation leads to considerable
probabilities (for a given SNR) which allow performance Outage probability reduction in d|fferent channel modgls,
within (1 — 3)% of the performance of the noise-free system. while the effect of power allocation decreases at high
This set of probabilities correspond to the area below each py's. (Fig. 10).

curve. We sef3 = 5% in the figure. Moreover, Fig. 12 shows

the relative throughput difference

LT — "LT,pp=0,Pp,=PN¥m
= %
LT, py=0,P,,=P,¥Ym

where i1 p,—0,pr,.=pvm denotes the throughput that is

achieved with uniform power allocation and a noise-frealfee
back channel. In other words, Fig. 12 demonstrates thevelat

gain of optimal power allocation in terms of throughput.

Finally, settingR = 1, Fig. 13 demonstrates thasefulness

o For different Nakagamiv channels, the sensitivity to
feedback channel noise increases with the transmission
power, if uniform power allocation is considered (Fig.
11). However, even with highpy's, it is still possi-
ble to reach a large portion of the noise-free system
performance if the (re)transmission powers are selected
optimally (Figs. 11 and 12).

o Compared to open-loop communication, the optimal
power allocation increases the robustness of the noisy
ARQ schemes and the sensitivity of the throughput to

region of the noisy ARQ protocols, in terms of throughput, ~feedback channel noise increases with the SNR (Fig. 13).
in comparison to the open-loop communication setup. ThatFinally, considering all simulation results, the followin

is, the area below each curve corresponds to the set of pgioénts are interesting to be noted: 1) compared to the lbng-
(pp, SNR) for which the noisy ARQ leads to higher throughscenario, lower outage probability and higher throughgut i
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which (1 — )% of the noise-free channel performance is achievaBle=(
5%).

achieved by the HARQ protocols in the shdrg-scenario.
This is intuitively due to the fact that more time diver-

3 sity is exploited by the HARQ schemes when the channel
N3 h in the ret issi ds. H the qiait
S N2 changes in the retransmission rounds. However, the cixadita
2 ca-N=1 conclusions drawn from the simulations are valid for both

scenarios. 2) The delay-limited throughput exceeds thg-lon
term throughput in all conditions (See also Theorem 4).

B

..... N .. “\SNR=3dB VIII. CONCLUSION

o

Considering different power allocation capabilities, sthi
paper studied the performance of the ARQ protocols in
noisy feedback conditions. The results indicate that th&€AR
protocols are not very sensitive to optimal power allogatio
and feedback channel noise, when the goal is to maximize
the throughput in a practical range of feedback bit error
probabilities. However, the effect of optimal power alltoa
on the throughput and system robustness increases with the
number of retransmissions, and the efficiency of the power
allocation schemes depends on the fading condition. Optima
power allocation plays an important role on the outage proba
bility of noisy ARQ protocols, although the effect of optima
power allocation decreases at high feedback error prabiebil
Also, the difference between the optimal (re)transmission
powers increases with the feedback bit error probabilitgt an
decreases with the forward channel variability. Many atiedy
assertions about the ARQ protocols are valid independent of
the forward channel characteristics. Finally, although ifRR
HARQ outperforms the RTD method in many aspects, the
difference between these methods decreases when the trans-
Figure 12. Relative throughput difference vs the feedbdwnnel bit error

- 1€ T8¢ o' mission power decreases or the feedback bit error probabili
probability. RTD HARQ, M = 1, long-L¢ scenario, different Nakagani- .
channel models, optimal power allocation. Increases.

|
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IX. APPENDICES
A. Performance analysis for basic ARQ protocols
In basic ARQ protocols with adaptive power allocationB. Proof of Theorem 1
the transmitter keeps sending scaled versions of the sam@ the data (re)transmission ends at theth, m < M,

codeword in the (re)transmission rounds and the receiveg)transmission roundp feedback bits are sent to the trans-
decodes only the most recently received signal, regardiesamitter. Also, M bits are fed back if all the\/ + 1 possible

the previously received signals. (re)transmission rounds are used. Therefore, the feedbadk
For a noise-free feedback channel and in sligrscenario, js

[16] has previously shown that the transmission powers in M

the basic ARQ scheme should increase with the number of B = Z mPr(An) + M Pr(Ay1). (41)

retransmission round if the goal is to minimize the outage

probability. Moreover, as mentlone_d i [9]’ Consu_jenn_@ thMoreover the expected number of (re)transmission rousds i

long-L. scenario there is no use in basic ARQ if unn‘orn?Ound asF — ZMH Pr(4,,)

power allocation is implemented. The following lemma shows Now, assuménthat setting,, — PVm the optimal initial
=

that, independent of the optimization objective functiad for transmission rate of the RTD scheme maximizing the through-

any feedback channel conditions, the transmission povmersp|l‘Jt has been obtained to He — £. We set the equwalent
the basic ARQ scheme must be increasing in every round

the channel remains fixed within all (re)transmissions. transmission rates of the INR scheme such at

Lemma 2:Consider the longs. scenario. In basic ARQ 52;1, which is not necessarily optimal for the INR. In this

schemes the transmission powers must be increasing in ease, from (15), (16), (19) and (20), the probability terms
ery retransmission, independent of the optimization dhjec Pr(Outage andPr(A4,,) and, consequently, the feedback load
function. and the the expected number of (re)transmission rounds of
Proof: Using basic ARQ, the data is decodable atitlre both schemes are the same. Therefore, Theorem 1 is proved
th (re)transmission round 1bg(1+ ¢gP,,) > R whereR = % if we show that in each (re)transmission round the equivalen
is the initial codeword rate. Therefore, given that the eoatel transmission rate in the INR protocol is higher than the eaui
is not decodable at thex-th round, i.e.,g < e;;l, retrans- |ent rate in the RTD scheme, i.&R("™) = 1Og(1+61jn_*1) > %_
mitting it with lower (or equal) power at then +1)-th round 1o show this, we define)(R) = log(1 + Lm—l) — £ where

— eRf .
is useless a®r(g < & g < St &Pn > Pnga) = L (0) = 0 and 2 > 0. Thereforew(R) > 0YR > 0, i.e.,
Therefore, to have some chance for decoding the data, Wen) _ log(1 + e‘,l) S R . Consequently, using (4) the

should havePr, < Pr1, Vm. Finally, note that the Iemmathroughput of the INR scheme is higher than the throughput

s Val.'d independent of the optimization criterion. of the RTD, as the denominator of (4) is smaller for the INR.
Using Lemma 2, the long-term throughput and the average

transmission power for the basic ARQ protocol in lohg-
scenario are obtained with the same equations as for the RED prof of Theorem 2
scheme, i.e., (9)-(11) and (13), while the probability terih2)
and (14) are respectively replaced by

m=1

For simplicity, we prove the theorem assuming fixed-length
5 coding for the INR protocol. Then, as fixed-length coding is
Pr (m)®3%° = Pr (10g(1 + 9P 1) < R<log(l+gPy.)) a special case of the general INR protocol, the theorem is

1 -1 also proved for the general case. Assume that the transmissi
- FG( Py ) = FG( P, ) (37) parameters:, P,,, m = 1,..., M +1 have been optimized in
and terms of the RTD-based power-limited throughput, i.e., whe
RTD is considered in (9) and (10). We consider the same
Pr(1,...,m)®°=Pr(R < log(1 + gPn)) transmission rate and powers for fixed-length INR, which is
e -1 not necessarily optimal for this protocol.
=1- FG( P, )- (38) Given that the data (re)transmission is stopped at the
On the other hand, assuming shég-scenario, (37) and (38) of ttgne m-th round, the transmission energy E™ =
are respectively rephrased as LY, P, for both protocols. On the other hand, we have
, Pr(successful decoding,,,) = 1 — Pr(failure|A,,) and
Pr(m)"¢ Pr(log(1 R) For RTD
=Pr (1og(1 + gnPn) < RVn <mé& log(l+ gmPn) > R) Pr(failurelA,,) = {PE((EE%E_ _qogg(gl:?l— 1gP )) ;R)) F(C)):’ INR
m— R
H (1 mh). (39) (42)
n=1 m where, from (23), we have Pr(failurg/A,,)NR <

Pr(failure|A,,)R™P. Thus, with the same channel conditions,
Pr(1,...,m)B = Pr(3In < m, log(l +g9.P.) > R)

—1— HFG(e
n=1

5Note that7 = B + Pr(Ar.1). That is, the only difference between the
(40) expected number of retransmission rounds and the feedbadkid in the last
(re)transmission round where, while the data is retraristhino feedback is
sent to the transmitter.
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transmission parameters and number of channel uses, itamsideringaR™® = Pr{log(l1 + >/, g,P) < R} and
always more likely to successfully decode the data by the INNR = Pr{>""_| log(1 + g,P) < R}, it can be written

which leads to higher throughput in the INR, when compared M1 M
with the RTD. Also, the average transmission power of the oH — Z m Pr (Am)H =14 Z Pr (4, .. ,,Am)H
INR does not exceed the one in the RTD because, in the 1 el
worst case, we can continue the data (re)transmission with M M M—m
- (e) j m—1 j\ H
the same procedure as in the RTD. = Zpb + (1 —2pp) Z (T—pp)" ( Z D)0y s
Finally, it is worth noting that the superiority of the INR j=0 m=1 j=0
over RTD is due to the fact thatlzettercode is implemented (44)

h ) i the th 1 show that the IJpere H= {RTD, INR}. Also, Pr (4, ..., A,,)" is the prob-
outperforms the RTD in terms of diforent metrics, which is o, 10, 2t Implementing He {RTD, INR) HARQ protocol,
course at the cost of the encoding/decoding complexityadele the data (re)transmission does not stop in he- 1,...,m

: rounds. Then(e) follows from the fact that using, e.g., (13),
see[[1],[9], [10] for further comparisons between the RTD an(33) and (34) (trze probability terir (A, ..., A )% is ?our(1d )

in the INR, compared to the RTD. Therefore, we can UEE

INR.).
as

D. Proof of Theorem 5 Pr(Ay,..., A" = "Pr(n)(1—po)" 'pptt "

The difference between the short- and lobg-scenar- n=1
ios is in the calculation of the probabilitieBr (m) and + (1 =Pr(1,...,m))(1 —pp)™
Pr(1,2,...,m). Therefore, the proofs of Lemma 1, Corol- m " H omen n—1
laries 1-3 and Theorem 4 part (I) are applicable in the short- =pp’ + (1= 2pp) Z Py (L= pp)"
L¢ scenario as well, since the arguments are valid for every n=t (45)

given probability term&r(A,,) andPr(S,,), independent of ) _ ) ) )

how they are found. Also, Theorem 3 can be proved witNote that, according to (44);" is an increasing function of

exactly the same procedure as for the ldngscenario, since - Therefore, 3'”093{%? < aj®, we haveC'"® < CRTP,

the approximations (24) and (25) can be applied in (33)-(3bjgnce, with the same initial codeword ratethe INR protocol

as well. outperforms the RTD in terms of throughput and feedback
Equation (23) can be used to prove Theorems 1, 2 ando&d, as notonly less outage probability is achieved byl |

under the condition that the channel changes in each retralidt also it leads to less expected number of (re)transnmissio

mission round; Implementing (33)-(36) in the proof of Thetounds when compar_ed with RTD. F_inally, the same procedure

orem 2, the term®r(failure|A,,)R™ and Pr(failure| A,,)NR ~ as in (44) can be implemented in tﬁél_*(Sm) to prove

are replaced by,R™® = Pr(log(1 + 2", ¢.P,) < R) and Theorem 4 part (Il) under shoftz assumption.

~INR = Pr(>°" | log(1 +gn1|3NnF2 < RQ,TDrespe_zcti_vely, where E Proof of Theorem 6

according to (23) we have < A"'P0 This is the only R

modification required for the shoftz scenario and the rest of ~FOr simplicity, we prove the theorem for the INR ARQ pro-

the proof does not need to be changed. tocol; as illustrated throughout the paper, the only défere

Theorem 1 was previously proved using variable—lengﬁ?twee” the two considered cases is in the probability terms
coding in the INR protocol. In order to prove it in the short- "~ .. n
: . T o o power _
L. scenario, where variable-length coding is not realistic, “m o " _Pr{ZIOg(l +gnP) < R} (46)
the proof is changed as follows. Lei, < % otherwise n=1
the feedback bits are reversed. With some manipulatioes, th | . m ~
outage probability with uniform power allocation is obtaih ~ cjor® "1 PN Pri “log(1 4 gP,) < R}, (47)

as n=1
M Thus, the performance, e.g., throughput and the outage prob
Pr(Outagé = pp Z (1 — o)™ tam + (1 —po)Manrss apilit_y, of the two cases is_ the same if the _ran_dom powers
i (P, In (47)) are selected via a specific distributiéh such

(43) thatFiiy, p(z) = I, 5 (),Yz, i.e., the same randomness

where, considering the shoFe scenario, we have is experienced in the channel quality of the two cases. Here,

of0 = Prllog(l + X", 9.P) < R} and the only point is that the average power in the second case is
o’ = Pr{5l log(l+g.P) < R} Thus, S P (1= 205 Pr(An))
according to (23), we havenNR < aRTP that is, ong—Lerandompower_ p T

Pr(outage™R < Pr(outageR™ for a given rate R. >om—1 mPr(An)

Therefore, from (9), Theorem 1 is proved under the (48)
shortZ assumption if C'NR = SMFLy, pr(4,, )™ < whichis different from the transmission power in the firssea
SME i Pr(4,)F° = CRD, ie., we have to show i.e., ®SO Fetnifompower — p_Finally, note that (48) comes

that the denominator of the throughput function in (9) i#om (5) with fixed-length coding and the expectation is on
less for the INR when compared with the RTD. However:-
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