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Abstract

In this work, we deal with resource allocation in the downlink of spatial multiplexing MIMO-

OFDMA systems. In particular, we concentrate on the problemof jointly optimizing the transmit and

receive processing matrices, the channel assignment and the power allocation with the objective of

minimizing the total power consumption while satisfying different quality-of-service requirements. A

layered architecture is used in which users are first partitioned in different groups on the basis of their

channel quality and then channel assignment and transceiver design are sequentially addressed starting

from the group of users with most adverse channel conditions. The multi-user interference among users

belonging to different groups is removed at the base stationusing a Tomlinson-Harashima pre-coder

operating at user level. Numerical results are used to highlight the effectiveness of the proposed solution

and to make comparisons with existing alternatives.

I. INTRODUCTION

Dynamic resource allocation in multiple-input multiple-output (MIMO) systems based on orthogo-

nal frequency-division multiple-access (OFDMA) technologies has gained considerable research interest

[1]. In most cases, subcarriers are assigned to the active users in an exclusive manner without taking

advantage of the multi-user diversity offered by the spatial domain. A possible solution to exploit the

spatial dimension is to make use of space-division multiple-access (SDMA) schemes, which allow the

simultaneous transmission of different users over the samefrequency band. The main impairment of

SDMA is represented by multiple-access interference (MAI). In downlink transmissions, MAI mitigation

can only be accomplished at the BS using pre-filtering techniques. The most common approach for

interference mitigation is zero-forcing (ZF) linear beamforming, which relies on the idea ofpre-inverting

the channel matrix at the transmitter. Another approach is represented by the block-diagonalization ZF

(BD-ZF) scheme originally proposed in [2]. Particular attention has been also devoted to dirty paper
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coding (DPC) techniques [3] even though their implementation is still much open. A possible solution

in this direction is represented by Tomlinson-Harashima precoding (THP), which can be seen as a one

dimensional DPC technique [4] and has been widely used in thedownlink of single-user and multi-

user MIMO systems [5]–[8]. In combination with pre-filtering, another way to deal with interference in

SDMA-OFDMA systems is user partitioning, which basically consists in properly selecting the set of

users transmitting on the same subcarriers. As illustratedin [9], a common approach is to first group

together users whose channels have low spatial cross-correlation and then to assign the subcarriers to

the various groups. In [10], the authors follow a completelydifferent approach in which the users are

first divided into groups such that the spatial cross-correlations among users in different groups is low

as much as possible and then subcarriers are sequentially assigned within each group.

From the above discussion, it follows that the use of SDMA schemes in MIMO-OFDMA systems

makes the problem of resource allocation more challenging as it requires the joint optimization ofa)

channel assignment and user partitioning;b) power allocation over all active links;c) transmit and

receive filters. To the best of our knowledge, there exists only a few works dealing with all the above

problems together. In [11], the authors employ BD-ZF and Lagrange dual decomposition to derive a

resource allocation scheme for minimizing the power consumption when individual user rate constraints

are imposed. The main drawback of this approach is that an exhaustive search is required to find the

best user allocation on each subchannel. A reduced complexity solution is illustrated in [12], in which

a two-step procedure is adopted to decouple BD-ZF beamforming from subcarrier and power allocation.

Although simpler than [11], it still requires an exhaustivesearch over a subset of users. In [13], the

author exploits a layered architecture in which a user partitioning technique (resembling that discussed in

[10]) is first used in conjunction with BD-ZF to partially remove multiuser interference and then carrier

assignment is performed jointly with transceiver design using a linear programming (LP) formulation of

the allocation problem [14].

In this work, we return to the layered architecture investigated in [13] and extend it in several

directions. First, we reformulate the power minimization problem assuming that the quality-of-service

(QoS) constraint of each user is given as a sum of the mean-square-errors (MSEs) over all subcarriers

rather than on the sum of the achievable rates. Second, transceiver design is carried out employing a non-

linear THP precoder operating atuser levelat the transmitter. Third, the choice of the user partitioning

strategy is motivated by its combination with the THP precoding technique. This allows us to completely

remove the multiuser interference (rather than partially removing it) and to make use of a close-to-optimal

partitioning strategy. All this leads to a resource allocation scheme of affordable complexity, which is
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shown by means of numerical results to outperform the solution presented in [13].

II. PROBLEM DESCRIPTION

We consider1 the downlink of an OFDMA network in which a total ofN subcarriers is used to

communicate withK MTs, each equipped withNR ≥ 2 antennas2. The BS is endowed withNT > NR

transmit antennas. We denote bysn,k theNT -dimensional vector collecting the data transmitted to user k

on subcarriern and byan,k ∈ {0, 1} the binary allocation variable, which is equal to one if subchanneln

is assigned to userk and zero otherwise. The goal of this work is to minimize the total power consumption

given by

PT =

N
∑

n=1

K
∑

k=1

E
{

sHn,ksn,k
}

(1)

while satisfying user QoS requirements given as a function of the sum of the MSEs over all their assigned

subcarriers. To be more specific, the expression for thekth user constraint is

N
∑

n=1

an,k

L
∑

ℓ=1

MSEn,k(ℓ) ≤ γk (2)

whereL denotes the number of streams transmitted to thekth user over thenth subcarrier andMSEn,k(ℓ)

denotes its corresponding MSE. The quantitiesγk > 0 are design parameters that specify different

QoS requirements for each user. We assume that a maximum number of Q = ⌊NT /NR⌋ users can be

simultaneously allocated over each subcarrier, so that it is
∑K

k=1 an,k ≤ Q for each channeln. To avoid

the trivial solution where a user with no allocated subcarrier consumes no power and has a zero MSE,

we require that at leastnk subcarriers are assigned to each user so that it is
∑N

n=1 an,k ≥ nk ∀k.

III. M ULTI -USER INTERFERENCE ELIMINATION AND USER PARTITIONING

Unfortunately, solving the optimization problem described above requires an exhaustive search over all

possible subcarrier allocations. Moreover, it needs also the joint optimization of the transmit and receive

processing matrices for each allocation. All this makes itscomplexity extremely large for any practical

scenario. To address this issue, we follow the approach of [10] and [13], in which the population ofK

users is partitioned intoQ different subsets{S(1),S(2), . . . ,S(Q)}. This allows us to break the original

1We useA = blkdiag {A1,A2, . . . ,AK} to represent a block diagonal matrix whereasA
−1 andtr {A} denote the inverse

and trace of a square matrixA. We denoteIK the identity matrix of orderK while we useE {·} for expectation,‖·‖ for the

Euclidean norm of the enclosed vector and the superscript∗, T and H for complex conjugation, transposition and Hermitian

transposition. The notation[·]k,ℓ indicates the (k, ℓ)th entry of the enclosed matrix.

2The results can be easily extended to a more versatile systemin which a different number of services is required by each

MT. In this case,K would simply denote the total number of services.
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problem into a sequence ofQ lower-complexity optimization sub-problems, each assigning all radio

resources to a subset of users. Users within the same subset are transmitted on orthogonal subcarriers

and do not interfere with each other. Channels allocation isperformed sequentially starting from setS(1).
From the above discussion, it follows that, after theQ allocation sub-problems are solved, there will

be Q users assigned to each subcarrier. Without loss of generality, we focus on subcarriern. Let us

denote byKn the set of users assigned ton and byµn(i) the user inS(i) associated to subcarriern. To

simplify the notation, in the following derivations the indexesµn(i) will be relabelled according to the

mapµn(i) → i. The signalxn,k ∈ C
NR×1 received at thekth MT over thenth subcarrier can be thus

written as

xn,k = Hn,k

Q
∑

i=1

sn,i +wn,k (3)

wherewn,k ∈ C
NR×1 is a Gaussian vector with zero-mean and covariance matrixσ2INR

andHn,k ∈
C
NR×NT is the channel matrix over thenth subcarrier. From (3), it follows that the interference term

is given by two different contributions, namely,Hn,k

∑k−1
i=1 sn,i and Hn,k

∑Q
i=k+1 sn,i. The first term

represents the interference caused by the active users already allocated before thekth assignment sub-

problem has been solved (i.e., users belonging to setsS(i) with indexesi < k), while the second term

accounts for the users with indexesi > k (i.e., users which have been allocated after userk). In [13], a

BD-ZF scheme is employed to remove the first term while the second one is treated as Gaussian noise.

In the sequel, a THP technique operating at user level is usedto remove both terms.

A. Multi-user interference elimination

The L ≤ ⌊NT /Q⌋ symbols transmitted to thekth user over thenth subcarrier are denoted by

{dn,k(ℓ); ℓ = 1, 2, . . . , L}. They belong to anM -ary quadrature-amplitude modulation (QAM) alphabet

with varianceσ2
d = 2(M −1)/3 and are stacked in theL-dimensional vectordn,k. As depicted in Fig. 1,

theQL-dimensional data vectordn = [dT
n,1,d

T
n,2, . . . ,d

T
n,Q]

T is pre-coded in a recursive fashion using a

strictly block lower triangular matrixBn ∈ C
QL×QL and a non-linear operatorMODM (·) that constrains

the entries ofbn,i ∈ C
L×1 into the square regionℵ = {x(R) + jx(I)|x(R), x(I) ∈ (−

√
M,
√
M ]}.

Denoting by [Bn]i,ℓ ∈ CL×L the (i, ℓ)th block of Bn, we have thatbn,i ∈ C
L×1 can be iteratively

computed as [4]

bn,i = dn,i −
i−1
∑

ℓ=1

[Bn]i,ℓ bn,ℓ + ςn,i i = 1, 2, . . . , Q (4)

where [Bn]i,ℓ ∈ CL×L is the (i, ℓ)th block of Bn, ςn,i is defined asςn,i = 2
√
Mξn,i and ξn,i =

[ξn,i(1), ξn,i(2), . . . , ξn,i(L)]
T with ξn,i(ℓ) complex-valued quantity, whose real and imaginary parts are



5

suitable integers that reducebn,i(ℓ) to ℵ. The above equation indicates that the modulo operator is

equivalent to adding a vectorςn to the input datadn. This produces themodifieddata vectorvn = dn+

ςn = [vT
n,1,v

T
n,2, , . . . ,v

T
n,Q]

T from whichbn is obtained as followsbn = C−1
n vn whereCn ∈ C

LQ×QL

is a blockunit-diagonaland lower triangular matrix given byCn = Bn + ILQ. The pre-coded vectors

bn,i ∈ C
L×1 are then linearly processed through theforward transmit matricesFn,i ∈ C

NT×L to produce

sn,i = Fn,ibn,i. The vectorssn,i for n = 1, 2, . . . , N and i = 1, 2, . . . , Q are finally fed to the OFDMA

modulator and transmitted over the channel using theNT antennas of the BS array. As depicted in Fig.

2, at the MT the incoming waveforms are implicitly combined by the receive antennas and passed to an

OFDMA demodulator whose outputs take the form in (3) withsn,i = Fn,ibn,i. The complete elimination

of Hn,k
∑Q

i=k+1Fn,ibn,i at the transmitter can be achieved by constrainingFn,k to lie in the null space

of H̄n,k = [HT
n,1,H

T
n,2, . . . ,H

T
n,k−1]

T . Accordingly, this amounts to lettingFn,k have the following

structure

Fn,k = V
(0)

H̄n,k
Un,k (5)

whereUn,k ∈ C
[NT−(k−1)NR]×L is an arbitrary matrix andV(0)

H̄n,k
∈ C

NT×[NT−(k−1)NR] is a matrix

whose columns form a basis for thenull spaceof H̄n,k obtained from its singular value decomposition

(SVD). SettingFn,k as in (5) into (3) and stacking the received signals of all users into a single vector

xn = [xT
n,1x

T
n,2 · · ·xT

n,Q]
T , we may write

xn = Tnbn +wn (6)

wherewn = [wT
n,1,w

T
n,2, . . . ,w

T
n,Q]

T andTn ∈ C
NRQ×QL is a block lower triangular matrix with blocks

[Tn]k,i ∈ C
NR×L given by [Tn]k,i = Hn,kV

(0)

H̄n,i
Un,i for k ≥ i. We are now left with the problem of

removing the interference termHn,k

∑k−1
i=1 V

(0)

H̄n,i
Un,ibn,i in (3). To this end, we decomposeTn in (6)

asTn = DnLn whereDn = blkdiag{[Tn]1,1, [Tn]2,2, . . . , [Tn]Q,Q} andLn is a block unit-diagonal

and lower triangular matrix with

[Ln]k,i = [Tn]
H
k,k

(

[Tn]k,k[Tn]
H
k,k

)−1
[Tn]k,i (7)

for k > i. SubstitutingTn = DnLn into (6) and recalling thatbn = C−1
n vn yieldsxn = DnLnC

−1
n vn+

wn from which settingCn = Ln we obtainxn = Dnvn +wn. Recalling thatDn has a block-diagonal

structure with blocks given by[Tn]k,k = Hn,kV
(0)

H̄n,k
Un,k, it follows that the multi-user MIMO system

has been decoupled into|Kn| parallel single-user MIMO links given by

xn,k = H′
n,kUn,kvn,k +wn,k (8)
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each of which represented by theequivalentchannel transfer matrixH′
n,k = Hn,kV

(0)

H̄n,k
. This means

that each user may operate in its corresponding link independently without affecting the other active

users. Henceforth, we denote byH′
n,k = ΩH′

n,k
Λ

1/2
H′

n,k

V
(1)H

H′

n,k

the SVD ofH′
n,k. As mentioned before, the

vectors{xn,k} are processed by thekth mobile terminal for data recovery.

B. User partitioning

As mentioned above, MAI mitigation in SDMA-OFDMA systems isaccomplished not only by pre-

coding the users’ data but also by partitioning the users anddynamically assigning the radio channels.

Unfortunately, optimal grouping is a problem of combinatorial complexity whose solution can only be

found through an exhaustive search. To overcome this problem, a heuristic approach widely used in

the literature is to partition users on the basis of their space cross-correlations (see for example [9]).

Although reasonable, this approach has still a large complexity as it requires the calculation of the cross-

correlations among all users in the system over all available channels. Alternatively, in this work we

exploit the fact that THP can be viewed as the transmit counterpart of the vertical Bell Labs layered

space-time (V-BLAST) architecture and thus we order the users according to their channel qualities as

as originally proposed in [15] and later extended to THP in [16]. In our context, the channel quality of

the kth user is measured by the following quantity:

π(k) =
1

N

N
∑

n=1

tr
(

HH
n,kHn,k

)

=
1

N

N
∑

n=1

L
∑

ℓ=1

λHn,k
(ℓ) (9)

where{λHn,k
(ℓ)} denote the eigenvalues ofHH

n,kHn,k. The above quantities are used to partition users

according to aworst-firstcriterion. In doing so, the users with the most attenuated channels are allocated

in setS(1) whereas the users with the best channels are grouped inS(Q). This choice is motivated by the

fact that the null-space projection in (5) progressively reduces the available spatial diversity as the group

index tends toQ and the number of rows of̄Hn,k increases up to(Q− 1)NR. Therefore, since power

consumption is in general dominated by users with the worst channel conditions, we give those users

higher priority by placing them in setS(1). Observe that the MAI arising among users (in different sets)

allocated on the same subcarriers is mitigated jointly by THP and dynamic channel assignment. With the

objective of minimizing the overall required power, channel assignment will automatically couple users

that tend to not interfere with each other. It is worth observing that the same ordering strategy is used

in [13] following a different line of reasoning.

IV. L INEAR PROGRAMMING SUBCARRIER ASSIGNMENT

Without loss of generality, we focus on the resource allocation problem over theK/Q users within

the setS(q). For notational convenience, we denote bya(q) andU(q) the vector and the matrix obtained
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stacking the allocation variables and the precoding matrices of the users inS(q), respectively. As before,

the user indexesµn(i) will be relabelled according to the mapµn(i) ← i. To make the problem

mathematically tractable, we assume also that the precodedsymbolsbn,k are statistically independent and

with the same power of user data3, i.e.,E{bn,kb
H
n,k} = σ2

dIL. In these circumstances, using (5) it follows

that the power required by the BS to transmit the signalsn,k is given byE{sn,ksHn,k} = σ2
dtr{UH

n,kUn,k}.
The optimization problem can be thus mathematically formulated as:

min
U(q),a(q)

N
∑

n=1

∑

k∈S(q)

an,ktr
{

UH
n,kUn,k

}

(10)

subject to

N
∑

n=1

an,k

L
∑

ℓ=1

MSEn,k(ℓ) ≤ γk k ∈ S(q) and
N
∑

n=1

an,k ≥ nk k ∈ S(q) (10.1)

which is a mixed-integer non-linear problem and thus not convex and very difficult to solve. A possible

way out is to decouple the power allocation and subcarrier assignment problems. This can be achieved

by assigningnk subcarriers to thekth user and designing the processing matrices such that the following

constraint is satisfied
L
∑

ℓ=1

MSEn,k(ℓ) ≤
γk
nk

. (11)

In this framework, the power is no longer an optimization variable but simply the cost of usingnk

subcarriers [17]. In particular, the costcn,k of using subcarriern for userk ∈ S(q) can be computed as

min
Un,k

tr
{

UH
n,kUn,k

}

subject to

L
∑

ℓ=1

MSEn,k(ℓ) ≤
γk
nk

. (12)

Once the solution of (12) is obtained, (10) can be recast as a linear integer programming (LIP) problem:

min
a(q)

N
∑

n=1

∑

k∈S(q)

an,kcn,k (13)

subject to

N
∑

n=1

an,k = nk k ∈ S(q) and
∑

k∈S(q)

an,k ≤ 1 ∀n

where the objective function and the constraints are linearin {an,k}. In general, the solution of LIP

problems can be found either performing an exhaustive search or relaxing the integrality condition on the

allocation variable. In this particular case, the channel assignment in (13) has the advantage that can be

modelled as aminimum cost flowproblem and as such it is possible to show that the solution obtained

by relaxing the integral condition is the optimalintegral solution, so that very efficient solvers can be

employed with no performance degradation [17].

3Although not rigorously true, this assumption is reasonable for largeM−QAM constellations with sizeM ≥ 16 [4].
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A. Receiver design

To keep the complexity of the MTs at a tolerable level, we assume that a linear receiver is used for

data recovery. As depicted in Fig. 2, vectorxn,k in (8) is first processed byGn,k ∈ C
L×NR to obtain

yn,k = Gn,kH
′
n,kUn,kvn,k +Gn,kwn,k (14)

and then passed to the same modulo operator employed at the transmitter so as to remove the effect of

ςn,k. The outputzn,k = [zn,k(1), zn,k(2), . . . , zn,k(L)]
T is finally fed to a threshold unit which delivers

an estimate ofdn,k. From (14), it follows that the received samples depend onGn,k andUn,k. The latter

must be designed so as to mitigate co-channel interference while satisfying the QoS constraints. For this

purpose, we adopt a ZF approach in which multi-stream interference is completely eliminated and the

remaining degrees of freedom are exploited to minimize the power consumption under the constraint on

the MSEs. The complete elimination of the multi-stream interference implies that

Gn,kH
′
n,kUn,k = IL. (15)

In these circumstances, the outputzn,k(ℓ) from the modulo operator takes the form4 zn,k(ℓ) = dn,k(ℓ)+

nn,k(ℓ) and its corresponding MSE results given byMSEn,k(ℓ) = σ2[Gn,kG
H
n,k]ℓ,ℓ. It can be shown

that the optimalGn,k satisfying (15) and minimizing eachMSEn,k(ℓ) is the minimum norm solution

of (15) [18]. The latter is found to beGn,k = (UH
n,kH

′H

n,kH
′
n,kUn,k)

−1UH
n,kH

′H

n,k from which it follows

thatMSEn,k(ℓ) = σ2[(UH
n,kH

′H

n,kH
′
n,kUn,k)

−1]ℓ,ℓ. We now proceed with the design of the matrixUn,k,

which requires to solve the following problem:

min
{Un,k}

tr
{

UH
n,kUn,k

}

subject to

L
∑

ℓ=1

σ2

[

(

UH
n,kH

′H

n,kH
′
n,kUn,k

)−1
]

ℓ,ℓ

≤ γk
nk

. (16)

The solution can be computed as follows.

Proposition 1: The optimalUn,k in (16) takes the form

Un,k = V
(1)
H′

n,k
Λ

1/2
Un,k

SH
n,k (17)

whereV(1)
H′

n,k

is obtained from the SVD ofH′
n,k, ΛUn,k

is diagonal andSn,k ∈ C
L×L is a suitable unitary

matrix such thatMSEn,k(ℓ) = ǫk for ℓ = 1, 2, . . . , L with ǫk = 1
L

γk

nk
. In addition, the diagonal elements

of ΛUn,k
are given by

λUn,k
(ℓ) =

√

νn,k
σ2

λH′

n,k
(ℓ)

ℓ = 1, 2, . . . , L (18)

4In writing zn,k(ℓ) = dn,k(ℓ) + nn,k(ℓ), we have neglected for simplicity the modulo-folding effect on the thermal noise.

Although not rigorous, this assumption is quite reasonablefor moderate values of signal-to-noise ratios (see for example the

book of Robert F. H. Fisher [4] for a complete treatment of thesubject).
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whereνn,k is such that
∑L

ℓ=1
σ2

λUn,k
(ℓ)λH′

n,k
(ℓ) =

γk

nk
.

Proof: The proof is omitted for space limitations but it can be derived using the results illustrated in

[19] since the sum of the MSEs is a Schur-convex function. �

Using the results of Proposition 1, the costcn,k in (13) is eventually given by

cn,k =

L
∑

ℓ=1

λUn,k
(ℓ) (19)

with λUn,k
(ℓ) computed as in (18).

B. Complexity analysis

All the operations required by the proposed solution are summarized in Algorithm 1 whose computa-

tional load can be assessed in terms of the number of requiredfloating point operations (flops) as follows5.

Observe that computing the quantities{π(k)} requiresO(NKNTNR) flops whereas computing the power

costcn,k according to (19) basically requires first to evaluate the SVDs of H̄n,k for k = 1, 2, . . . ,K/Q

and n = 1, 2, . . . , N and then those ofH′
n,k in (8) for k = 1, 2, . . . ,K and n = 1, 2, . . . , N . The

total number of flops required for these two operations are summarized in the second and third row

of Table I. In writing these figures, we have taken into account that evaluating the SVDs ofH′
n,k

requiresO(Q/2(Q− 1)NTN
2
R+QNRN

2
T ) flops in total sinceO(QNRN

2
T ) flops are needed to compute

H′
n,k = Hn,kV

(0)

H̄n,k
whereasO(Q/2(Q − 1)NTN

2
R) flops are required for the SVD. Summing all the

above terms it turns out that the overall complexity for computing all costs{cn,k} is approximately given

by O(NKQNRN
2
T ). The complexity of solving (13) is an open research issue. The latest results (see

for example [20] references therein) place the complexity of the assignment problem in a range between

O
(

κ2
)

andO
(

κ2.5
)

with κ being the total number of nodes. In our case, the number of nodes is the sum of

the number of users per single allocation problem plus the number of subcarriers, i.e.,κ = N+K/Q. Since

we haveQ distinct subproblems to solve, the overall complexity of the LP optimization is approximately

given byO
(

Q(N +K/Q)2.5
)

flops. The computation ofBn = Cn − ILQ in (4) with Cn = Ln can be

assessed as follows. Evaluating each[Ln]k,i in (7) requiresO((N3
R+4LN2

R)) flops. Since the total number

of matrices[Ln]k,i is Q/2(Q − 1), it follows thatO(NQ/2(Q − 1)(N3
R + 4LN2

R)) flops are required

to obtain all matrices{Cn} and thus all{Bn}. The computational load for obtaining{Fn,k}, {Gn,k}
and {Un,k} can be reasonably neglected as it basically require to put together all the unitary matrices

computed above with SVDs. The processing requirements of the proposed two-layer architecture are

5In doing so, we make use of the following results:i) the multiplication ofA ∈ C
m×n andB ∈ C

n×p requiresO(2mnp)

flops; ii ) evaluating the SVD ofA ∈ C
m×n needsO(mn2) flops; iii ) the inverse ofA ∈ C

n×n requiresO(n3) flops.
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summarized in Table I from which it follows that the overall number of flops is approximately given

by O
(

Q(N +K/Q)2.5 +NKQNRN
2
T +NQ2N3

R

)

. The latter is comparable to the computational load

required by the scheme illustrated in [13] as it is dominatedby the computational burden required by

the LP approach, especially when the number of subcarriers relatively large. However, as shown in the

sequel, the proposed solution provides much better performance in terms of power reduction with respect

to [13] thanks to the underlying THP scheme.

V. NUMERICAL RESULTS

We consider a system withK uniformly distributed users in a cell of radiusR = 100 m. The

propagation channel is static, frequency-selective and modelled as a Rayleigh fading process with an

exponentially decaying power delay profile. The path loss exponent isβ = 4. Unless noted differently,

the number of users isK = 16.

We compare the proposed architecture, denoted by THP Tx - LinRx, with three other algorithms:a) a

ZF linear beam-former, denoted as ZF Tx,b) a THP scheme, denoted as THP Tx (see for example [6]), and

c) the architecture proposed in [13] that employs linear processing at both the transmitter and the receiver

(Lin Tx - Lin Rx). In details, lettingHn = [HT
n,1H

T
n,2 · · ·HT

n,Q]
T andFn = [Fn,1Fn,2 · · ·Fn,Q]

T , the

precoding matrix for ZF Tx isFn = HH
n (HnH

H
n )−1. The THP Tx architecture is realized by setting

Fn = Qn and Cn = R−H
n with Qn and Rn being computed as the QR decompositionHH

n , i.e.,

HH
n = QnRn. Both ZF Tx and THP Tx schemes are designed to remove the inter-stream and inter-user

interference at the transmitter so that the receive filter isGn,k = IL.

We consider three different scenarios, summarised in TableII, which are designed to observe the

behaviour of the proposed algorithms when the total number of available channels per user is fixed

and frequency channels are progressively replaced by streams in the spatial domain. More in details,

the first scenario, referred to asS(1), is a 2 × 1 MIMO system with a bandwidthW (1) = 10 MHz

andN (1) = 64 orthogonal subchannels. The bandwidth of ScenarioS(2) is W (2) = 5 MHz, spanning

N (2) = 32 subchannels with a4 × 2 MIMO configuration. ScenarioS(3) transmits over a bandwidth

W (3) = 2.5 MHz with N (3) = 16 subchannels and employs a8× 4 configuration. For each scenario we

assume that the number of allocated subcarriers isn
(i)
k = N (i) ×Q/K and the total number of channels

per user isn(i)
k L(i) = 8 (i = 1, . . . , 3; k = 1, . . . ,K) regardless of the scenario considered.

Figs. 3 – 5 report the total transmit power for the three scenarios as a function of the average target

MSE ρ per data stream. By design, for a given value ofρ, the overall MSE isγ(i)k = 8ρ (i = 1, . . . , 3;

k = 1, . . . ,K). Results show that the gains obtained thanks to the implementation of non-linear processing

progressively increase from scenarioS(1) to S(3), as the spatial dimension becomes more important.
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In particular, Fig. 3 shows that, with a2 × 1 configuration and 64 channels, all the schemes, except

ZF Tx, tend to have similar performance. The effect of resource allocation is predominant and the users

transmitting on the same channel are sufficiently separatedregardless of the specific architecture.

As the number of orthogonal frequency channels is reduced, the consequent diminution in frequency

diversity is only partially compensated by the larger number of antennas: in facts, even if the total number

of channels is the same, the spatial streams tend to be more correlated. In this case, the choice of the

transceiver architecture plays a very important role sincechannel allocation alone is not able to fully

exploit all the diversity of the the system. The results plotted in Fig. 4 show that the THP-based schemes

largely outperform all other solutions.

The same trend appears in Fig. 5, where THP Tx - Lin Rx effectively exploits the spatial diversity

provided by the multiple antennas. ScenarioS(1) requires less power when compared toS(2) andS(3)

as it occupies a larger bandwidth. In scenariosS(2) andS(3), the proposed scheme takes advantage of

the increased spatial dimension to transmit the same amountof data employing a comparable amount of

power and occupying only a fraction of the bandwidth.

Fig. 6 shows the total transmit power for an average target MSE ρ = 0.25 as a function ofK for S(1)

andS(3). For ease of representation, only the results of THP Tx, Lin Tx - Lin Rx and THP Tx - Lin Rx

are reported. As before, the parameters are set so that the number of data stream per user is the same

(regardless of the specific scenario). An accurate inspection of the results shows that for scenarioS(1),

the performance of the three algorithms tend to be very closefor K ≥ 16, when the resource allocation

algorithm is able to fully exploit both multi-user and frequency diversity. The situation is remarkably

different for scenarioS(3) where it appears that resource allocation alone is not sufficient to completely

deal with MAI. In fact, all multiuser diversity is already exploited forK = 8 and further increase of the

number of users produce only marginal improvements. In thiscase, the THP Tx - LIN Rx configuration

outperforms the other two schemes thanks to its capability to cancel the MAI.

VI. CONCLUSIONS

We have derived a resource allocation scheme for the downlink of SDMA-MIMO-OFDMA systems.

The proposed solution relies on a layered architecture in which MAI is first removed by means of a THP

technique operating at user level and then channel assignment and transceiver design are jointly addressed

using a ZF-based linear programming approach that aims at minimizing the power consumption while

satisfying specific QoS requirements given as the sum of the MSEs over the assigned subcarriers. The

proposed approach outperforms the existing solutions, especially when the frequency diversity is small

and the number of spatial modes is large.
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Fig. 1. Block diagram of the THP technique operating at user level.
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Fig. 2. Block diagram of the receiver at each MT.

TABLE I

COMPUTATIONAL LOAD

Operation Flops

Computing quantities{π(k)} O(NKNTNR)

Evaluating the SVD ofH̄n,k O(Q/2(Q− 1)NRN
2
T )

Evaluating the SVD ofH′

n,k O(Q/2(Q− 1)NTN
2
R +QNRN

2
T )

Solving the LP problem in (13) O
(

Q(N +K/Q)2.5
)

Computing all matrices{Bn} O(NQ/2(Q − 1)(N3
R + 4LN2

R))
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Algorithm 1 Proposed two-layer architecture
1: for userk = 1 to K do

2: Computeπ(k) = 1
N

N
∑

n=1
tr
(

HH
n,kHn,k

)

.

3: end for

4: Sort users according toπ(k) and group them inQ sets{S(1), . . . ,S(Q)}.
5: for group i = 1 to Q do

6: for userk = 1 to |S(i)| do

7: for subcarriern = 1 to N do

8: Compute the power costcn,k according to (19).

9: end for

10: end for

11: Solve the resource allocation problem in (13).

12: for subcarriern = 1 to N do

13: ComputeBn = Cn − ILQ.

14: end for

15: for userk = 1 to |S(i)| do

16: for subcarriern = 1 to N do

17: Compute{Fn,k, Gn,k, Un,k}.
18: end for

19: end for

20: end for

TABLE II

SIMULATION SCENARIOS

S(1) S(2) S(3)

MIMO configuration 2× 1 4× 2 8× 4

bandwidthW (i) (MHz) 10 5 2.5

# subcarriersN (i) 64 32 16

# streams per subcarrier per userL(i) 1 2 4

# subcarriers per usern(i)
k 8 4 2
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Fig. 3. Total power consumption for the investigated solutions in scenarioS(1) for different MSEs for data stream.
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Fig. 4. Total power consumption for the investigated solutions in scenarioS(2) for different MSEs for data stream.
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Fig. 5. Total power consumption for the investigated solutions in scenarioS(3) for different MSEs for data stream.
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Fig. 6. Total power consumption for the investigated solutions for different number of users.
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