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Cross-Layer Scheduling for OFDMA-based
Cognitive Radio Systems with Delay and Security
Constraints
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Abstract—This paper considers the resource allocation prob-
lem in an Orthogonal Frequency Division Multiple Access
(OFDMA) based cognitive radio (CR) network, where the CR
base station adopts full overlay scheme to transmit both priate
and open information to multiple users with average delay
and power constraints. A stochastic optimization problem $
formulated to develop flow control and radio resource allocéon
in order to maximize the long-term system throughput of open
and private information in CR system and ensure the stabiliy
of primary system. The corresponding optimal condition for
employing full overlay is derived in the context of concurrent
transmission of open and private information. An online re®urce
allocation scheme is designed to adapt the transmission open
and private information based on monitoring the status of

In order to exploit the capacity of the whole OFDMA-
bsed CR system, this paper aims at maximizing the sec-
ondary network capacity in consideration of the whole syste
transmission efficiency. Thus, the following three mainues
should be considered.

Firstly, an efficient spectrum sharing scheme is essential
for exploiting the unused spectrum in OFDMA-based CR
network. When a SU wants to access some spectrum, it must
ensure that the spectrum is not accessed by any PU or adapt
its parameter to limit the interference to PU. Both of thege t
mentioned spectrum utilization manners, known as overtay a
underlay schemes, are conservative in some ways, since they

primary system as well as the channel and queue states in theignore the PU’s ability to tolerate some inference.

CR network. The scheme is proven to be asymptotically optima
in solving the stochastic optimization problem without knaving

any statistical information. Simulations are provided to \erify

the analytical results and efficiency of the scheme.

Index Terms—Cognitive radio, physical-layer security, delay-
aware network, full overlay, cross-layer scheduling.
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|. INTRODUCTION

Secondly, due to that CR networks as well as many other
kinds of wireless communication systems have a nature of
broadcast, security issues at physical layer have alwags be
unavoidable in designing CR systems. Furthermore, to SUSs,
it is obviously practical that there exist both private ampdo
transmission requirements. Then, the scheduling amorsg the
two different kinds of transmission should be considered.
In addtion, delay performance is an indispensable qualfity o

HE emergency of high-speed wireless applications ardryice (QoS) index in scheduling different transmissions
increasing scarcity of available spectrum remind re- | ast put not least, the dynamic nature of OFDMA-based

searchers of spectrum utilizing efficiency. The concept @fR communication system brings another big challenge. The
CR provides the potential technology in increasing speetrtyandom arrival of user requests (from both PU and SU)
utilizing efficiency [1], [2] because CR allows unlicenseng time-varying channel states renders dynamic resource
users (also known as secondary users (SUs)) to access sg[RRation instead of fixed ones in exploiting the OFDMA
spectrum which is already allocated to primary user (PU) @econdary network capacity.

licensed user who has the authority to access the spectrum b)Aiming at the above issues, the contributions of this paper
spectrum sensind [3][[4]. As another promising technologyfe threehold:

of high speed wireless communication system, OFDMA is a

candidate for CR systemis|[1] due to its flexibility in alldoat

spectrum among SUsI[5]. Hence, OFDMA-based CR networks

are catching great attentionl [6].] [7]. This paper focusesion
OFDMA-based CR network without loss of generality.
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o First, this paper adopts a novel full overlay spectrum
accessing scheme by exploiting PU’s tolerance to inter-
ference. Besides, the theoretic proof of full overlay’s
optimality is given in the presence of both open and
private transmissions.

o Second, a joint encoding model is introduced to allow
both private and open transmissions towards SUs with
the full overlay spectrum sharing scheme. A dynamic
resource allocation scheme consisting of flow control
and radio resource allocation is developed by solving
a formulated stochastic optimization problem under the
delay and power constraints.

« Third, the proposed dynamic resource allocation scheme
is proven to be close to optimality although its imple-
mentation only depending on instantaneous information.

This paper is organized as follows. Section Il presents
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the related work. In Section lll, we introduce the system As for secure transmission, Shannon’s information theory
model and relevant constraints in detail. Section IV forates laid the foundation for information-theoretic securityl[and
the problem. In Section V, we introduce our cross-layehe concept of wire-tap channel was proposed_in [32]. There
optimization algorithm. We give the performance bound artths been some research on exploiting security capacity in
stability results in Section VI. Two different implementats OFDMA network by dynamic resource allocation, such as in
are proposed in Section VII. In Section VIII, some simulatio[33] and [34]. In CR area, the study of secure transmission
results are shown. Finally, we conclude this paper in Sectifrom information-theoretic aspect is very limited. Pei ktia
IX. [35] first investigate secrecy capacity of the secure miekip
input single-output (MISO) CR channel. Kwon et al. in[36]
Il. RELATED WORK utilize the concept of security capacity to explore MISO CR
There have been many works on spectrum sharing systems where the secondary system secures the primary com-
OFDMA-based CR networks [[8]=[10]. According t6_[11],munication in return for permission to use the spectrumhBot
[12], the access technology of the SUs can be divided in twloese two works focus on only private message transmission.
categories: spectrum underlay and spectrum overlay. Téte fifhe security and common capacity of cognitive interference
category means that SUs can access licensed spectrum duchannels is analyzed in [37]. The entire capacity of a MIMO
PUs’ transmission, while as is mentioned(in|[12], this appto broadcast channel with common and confidential messages is
imposes severe constraints on the transmission power of Silidained in [[38]. The papef[89] considers the problem of
such that they can operate below the noise floor of PUs, e.ggiptimizing the security and common capacity of an OFDMA
[8], [13], [14]. The second category means that SUs can orilpwnlink system by dynamic resource allocation. This paper
access licensed spectrum when the PU is idle, e.@] in[[9], [16urther considers the transmissions of private and opensflow
[15]-[17]. Considering both these two strategies suffemfr in CR networks with delay constraints.
some drawbacks, the authors in][18] propose a new cognitive
overlay scheme requiring SUs to assess and control their
interference impacts on PUs. In general, the cognitive base ] ) . ]
station (CBS) controls the aggregate interference to psima | N€ System model consists of multiple primary links and
transmission by allowing SUs to monitor channel qua”tgwlnple secondary links as Figl 1 shows. The total bandwidt
indicators (CQIs), power-control notifications and ACK/KA B is divided intoM subcarriers equally using Orthogonal Fre-
of primary transmission. In this paper, this novel thought fuency Division Multiplexing (OFDM). Assume thatl = B
extended into an OFDMA-based CR system. holds for simplicity of expression. The subcarrier set af th
On the other hand, dynamic resource allocation plays a cf¢twork is denoted adl = {1,2,---, M} andm € M
ical role in exploiting OFDMA network capacity. The overalldenotes subcarrier index. The downlink case is considered.
performance as well as the multiuser diversity of the systehft€ primary link is from a single primary base station (PBS)
can be improved by proper dynamic resource allocafion [1#, & PUs. Secondary links are from a common CBSNo
[L9]-[25]. Thus, dynamic resource allocation in OFDMASUS. We denoté € {1,2,--- , K} andn € {1,2,--- ,N} as
based CR system has been attracting more attention receffl§ indexes of PU and SU respectively. The system operates
The corresponding spectrum sharing schemeBlin[[8]-[10] dpeslotted time, andl” is the length of a time slot. Hereatfter,
all realized by dynamic resource allocation. [tT, (t +1)T') is just denoted by for brevity.
Besides the interference constraints, the works of delayThe set of subcarriers occupied by Fton timeslot¢
aware transmission are also quite relative to this papeangu is denoted ad' [ v (t) = {rf(t), 75 (), - 7T,],Zk(t)(t)} where
and Fang in[[26] investigate both reliability and delay conwn”(¢) is the number of subcarriers occupied by R
straints in routing design for wireless sensor network. €ui and TYY(t) C {1,2,---,M}. The power setPfV(t) =
al. in [27] summarize three approaches to deal with delayP;*(t)|m € M} is the set of transmission power from PBS
aware resource allocation in wireless networks. A conséaii to PUk, where form € TLY (¢), P (t) > 0, elseP™(t) = 0.
predictive control strategy is proposed in[28] to compémsaFor brevity, we will omit the time index(t) somewhere
for network-induced delays with stability guarantee. Thosn further discussion.P°Y = {pm|vn,¥m} denotes the
three methods are based on large deviation theory, Markaverall SUs power allocation policy set apf} represents the
decision theory and Lyapunov optimization techniques. Amwer allocated by CBS to user in subcarrierm. Denote
to the first two methods, they have to know some statisticBf}V = {=™|vm} as the subcarrier assignment policy of SU
information on channel state and random arrival data ratetpwherew]” is either 1 representing subcarrieris assigned
design algorithm, while these prior knowledge is expensite SUn, or 0 otherwise. Then ISV = {T5Y(¢),Vn} be the
to get, even unavailable. To overcome this problem, mamyerall subcarrier assignment policy of secondary network
authors pay attention to Lyapunov optimization techniques Due to the orthogonal properties of OFDMA technology,
References[[29] and [30] investigate scheduling in multthere exists no mutual influence between every two SUs.
hop wireless networks and resource allocation in cooperatHowever, there exists mutual interference between thegsgim
communications, respectively as two typical applicatiofis and secondary networks when PU and SU access in the same
Lyapunov optimization in delay-limited system. In this pap subcarrier.
we utilize this tool to dispose the resource allocation pgob ~ The channel gains include the one of secondary user
in OFDMA-based CR networks. n on subcarrierm, A" and the one of primary usek

IIl. SYSTEM MODEL



on subcarrierm, H;*. The additive white gaussian noise
(AWGN) is o2. The corresponding subcarrier gain-to-noise-

ratid] (C/l) in slot ¢ are thus defined as"(t) = h:;(;)z

and A" = H{§f>2 respectively as illustrated in Fig.1. The
seta(t) = {AP(t),al?(t), Vn,Ym, Yk} represents the system
channel state information (CSI). All channels are assumed t
be slow fading, and thua(t) remains fixed during one slot
and changes between twio [40]. In this work, there exists an
reasonable assumption that the system CSI is known to BS
As in [4]1], BS can get full-CSI by utilizing pilot symbols
and CSI feedback process. Besides, at the beginning of eve
slot, PU reportg? A}* to PBS. For example, the PU reports a
received-signal-strength index to PBS in packets such & RS
reports. We assume the CBS will listen to the information to

Secondary Network

. . . Primary & Setandal
derive P A" before accessing subcarrier [18], [41]. ooy —— ”’Ua/,nle,fe,encprimary Network
Denoteh}y as the cross-link interference channel gain from  cressink chanmeito —
. m 2 ..
CBS to PUk on subcarriern and leta}y, = hgg . Similarly,

denoteh’, as the cross-link interference channel gain fromi

. 2 . Fig. 1.  General network model
PBS to SUn on subcarriern and leta;’, = —2b—. It is

assumed that]y anda]’» can be got by the CBSj)y can
be estimated by CBS from the PU feedback signal based @&ch user for stability reason to be specified later. The atsou
reciprocity. a;'» can be estimated by SUs through trainingf open and private data admitted by respect queues are

and sensing and the estimation results are sent to CBS [4%}(t) and TP (t) and CBS is in charge of determiningf ()
Beyond that, information about cross-link channel stat@ldo and 77(1) according to a certain principle which would be

H be measured periodically by a band manager either [Shecified in Section V.
Compared to pervious work, this paper considers a more ]
complicated and practical situation of SU transmissione TH: Capacity model
CBS transmits both private and open data to each SU d5 Fig.2n OFDMA-based CR networks, SU and PU can access in
shows. The private data has security requirement and opgan dhe same subcarrier with mutual interference. However tdue
has long-term time-average delay constraint. Instead af thhe characteristic of OFDMA networks, each subcarrier can
both open and private data have delay constraint, only delagt be assigned to more than solitary user in any secondary
constraints on open transmissions are considered in tpisrpaor primary network. Thus the following formulation is set to
for simplifying the mathematic expressions, since the liagd ensure the limitation in CBS:
of delay constraint in secure transmission is totally theesas N
open transmission. Actually, in real wireless communarati 0< szl <1, m (1)
systems, there exists some private transmission havinggiob s 1
delay constraint, e,g. updating contact information in iteob , , . . U
devices. At the beginning of every time slot, random data ©BS Will realize the occupied subcarrier By =
packets arrive at CBS. CBS decides whether to admit it in{@ﬂplln;] 0,vm}, and we denotd’'sy = {1,2,---, M} —
the system or not. Besides, CBS is also in charge of resoukde—1 I, - Thus the transmission rates of PU and SUs can
allocation to assign power and subcarriers among SUs. CB§ analysed bypg|V|d|ngV[ subcarriers into two parts: one
utilizes the information of data queue and CSI to allocaté ™ € Ux—, I'x~ where there exists interference between
resources. The system performance can be optimized and it @nd SUs; another is» € T'sy which means SUs can
queuing delay of open data can be ensured to fulfill by ﬂO@pcess_these_subcarrl_ers without mfluencmg primary Tithk1s
control and resource allocation. according to information theory the transmission rate ofAPU

In the side of CBS, the amount of open data packet of S subcarriern is:
n, D7 (t), and private dataD7 (¢) that arrive at CBS during
slot ¢t are independent identically distributed (i.i.d) stochast - { logy (1 + P AT ) me I\kPU’n/ el,,

=

processes, e,g. Bernoulli processes, with the long-tearage Lraispy
arrival rates\? and AP, and their upper bounds arg, ., and
Dinaa, respectively. These packets can not be transmittedvyp]eref

target users instantaneously due to the time-varying cﬂdanﬂ]ore, since in secondary network, only one SU can access
conditions and they are enqueued at the CBS. However, ogle subcarrier:’ is the only one element in sét,,.

parts of these packets are admitted into each queue towardg shoyid be noticed that the total transmission rate in an

1Also called gain-to-noise-plus-interference-ratio wi®ld and PU access OFDMA nequrk_equals to the .Sum rates on all subcarriers.
in the same subcarrier. So the transmission rate of PU is:

n

0 m € gy

m 1S the set of SUs accessing subcarrier Further-



RV = Y Ry 2) —

mel PV

The channel capacities of SW on subcarrierm can be
expressed as:

poa K PU I
Om _ 1Og2(1 + H_Pkw) m € Uk:l Fk ,k/ S Fm P;::Yﬁ;??Agow
logy (1 +piay’) m € I'sy

where I',,, is the set of PUs accessing subcarrier Fur-
thermore, since only one PU can access one subcakfier, »
is the only one element in sdt,,. Denote RSV = 3 C™
as the sum transmission rate of SUwithout consideration =
of security.

By introducing the joint transmission model, open and pri:-ig. 9
vate data of one SU can be transmitted simultaneously. Open
message is jointly encoded with security message as random

codes. In this way, although open message may be decoggdue stability is a constraint in ensuring that PU’s long-
by eavesdroppers, security message would be perfectlyeseqdrm throughput is not affected by SU’s transmission. It is
if the channel fading is properly utilized [43]. According t assumed that the transmission rate of PBS without interéere
the theory of physical-layer security [34], if the transsi® s sufficient to serve PU’s demand. However, the primary
rate of private data is less thasecurity capacity the pro- npetwork and the secondary network will be influenced by each
posed joint-encoding model can at least realize physagfl other if they work on the same channel. The transmission
security in theory.[[44],[[45] propose physical-layer séyu rate decrease of PU is due to the interference brought by
realization applications using error correcting codes pre&d Sy transmission, while the CBS can adjust its schedule to
processor, which lays the foundation of realizing physicaimit interference in order to ensure that PU's time-vagyin
layer security of the joint encoding model. For each SU, CB@te demands can be satisfied. Later, the notation of queue
makes decision if his secure data could be transmitted & thiapility will be used to measure whether PU’s demand can be
slot and this decision is expressed as the secure tranemissjfilled. In [18], the interference is limited by that PU que
control vector¢ = (Ci,G2, -+ ,Cn). The indicator variable js kept stable under the influence caused by the only one SU

¢n = 1 implies that private and open messages are encodeg@dess. We continue to utilize this technique in scheduding
rate R%, and RV — R}, respectively in timeslot and¢, =0 mult-SU access system.

means that only open messages can be transmitted atfdte st it is necessary to introduce the conceptstong

When CBS is transmitting private messages tor5@ll the  stapjlity. As a discrete time proces§)(t + 1) = [Q(t) —
other SUs except Su are treated as potential eavesdroppery)|+ 1 p(¢) is strongly stableif:

[34]. According to [46], subject to perfect private of StJ
the instantaneous private rate of $lUon subcarrier is the ) 1
achievable channel capacity minus the highest eavesdroppe hﬁgijjpg > E{Q(7)} < o0 )
capacity if there is no cooperation among eavesdroppers. Fo 7=0
each SUn, we define the most potential eavesdropper dA particular, a multi-queue network is stable when all cegeu
subcarrierm as SUn and# = argmaxa’}. So the security of the network arestrongly stableAccording toStrong Stabil-
. . nn'#n ity Theoremin [47], for finite variableS(¢) and D(t), strong
capacity of SUn on subcarriern is: stability implies rate stability of)(¢). The definition of rate
. [C™ — log, (1 + %)ﬁ meTPV | eT,, stability can be found in[47] and omitted here.
RyP =4 " B0 Furthermore, according tRate Stability Theorerm [47]
(O —logy (1 + pitbi)]* m € Tsy - L , >
2 3) Q(t) is rate stable if and only if < s holds whered =

. 1 t—1 T 1 t—1
where[]* = max{-,0}, b = a™ and b7, is the cross-link ;1% 7 Yr—pD(7) ands = lim ¢ 5_;_, S5(7).

Primary Network

Transmission model of secondary network

t—1

CSI from PBS to SUn on subcarrienn. Obviously, R? — Since the data can not be delivered instantly to PUs or
) R™. Thus the achievable private rate of u&e'rs:n SUs, there are data backlogs in the PBS and CBS waiting
meM for transmitting to respective users.
RP = (1P 1) PU queue:In PBS, the data queue of PlJis updated
noo ST as following:
and the open rate of useris: R = RSV — RP.
Qr(t+1) = [Qu(t) = BT @) + DLV (1) (®)
B. Queuing model whereDEY (t) is the amount of data packets randomly arriving

There exist data queues in both PBS and CBS. Although PBS during slott with the destination of PUk. We
we want to maximize the weighted throughput of SUs, PeissumeD/ Y (¢) is an i.i.d stochastic process with its upper



bound ofDIﬁgw and its long-term average arrival rates = The long-term time-average power consumption also has an
tlim %Z:’:O DPUY(r). As it has been mentioned befor®; upper bound?,,,, which is proposed for energy conservation:
o0

should be kept stable by limiting SUs’ interference to priyna
link. As Rate Stability Theorershows, Q;, is rate stable if e < Pay (13)
and only if £V > )\, whererlV 2 lim 1 ST RPU (7).

’ iy A 7 2o B yheree = lim; . } L R{E(T)}

Therefore, if PU system is strongly stable, its long-ter oo T 2ir=0 _ _ _
transmission is not affected by SUs. 2) Delay-limited model:The queuing delay is defined as

2) SU data queuestn CBS, there exist actual data queuet€ time a packet waits in a queue until it can be transmitted.
of open and private data which are represente@)pyand@r  Each SU has a long-term time-average queuing dgfajor

respectively for alk € {1,--- , N'}. These queues are updatedS open data transmission. To each SU, it proposes a delay
as follows: constraintp,, as in [14) for its open transmission.
Qu(t+1) = [Qu(t) — Ry(O)]" + T (1) (6) P < Pn (14)
Qn(t+1) = [Qn(t) = RE(O]T + T7(1) )
Al Qr, Q% and QP have initial values of zero. We IV. PROBLEM FORMULATION
defines;, £ lim {377, T3(r), ¢ £ lim 32,7 TH(r)

as the long-term time-average admission rates of open dat&onsidering the simplicity and understandability of math-

and private data respectively. The long-term time-averagghatic analysis, a special case of one single primary link is
service rates ofQ° and QP are also defined asre 2 considered in the following. In the single PU case, the only
n n "n

lim %Z:;lo R°(r) andr? £ lim %Zj;lo RP(7). Q° and ©ne PU is indexed with number In part C of Section V, the
t(fgooshould be kepstrongly statblein order to ensure the rategeneral results of multi-PU case are listed for completenes
requirements of open and private date can be supported by the
CR system, which mearnt§ < r¢ and¢? <P hold.

Virtual queues of open dat&(;(t), and private data? (t)

are introduced in[{8) and](9) to assist in developing our Foliowing above descriptions, the objective of this payser i
algorithms, which would guarantee that the actual quédes to improve throughput of secondary network while ensuring
and @7, are bounded deterministically in the worst case.  gtapility of primary network. So the problem is formulated a
XO(t+1) = [X°(t) — T°()]T + po () @) Ma;)(!lmaehthe su;n weighted adrr;:ssmn rates of all SUZ and
P4 1) = [XP(t) — TO(O]F + b (1) ©) stabilize the PU data queu@o_ att e same t|m§. Let, an
A — n P o, for all n be the nonnegative weights for private and open
Denotey?, and . as the virtual admission rates of open datflata throughput. Then the optimal problem can be formulated
and private data, which are upper bounded By and D?  as:

A. Optimization objective and constraints

respectively. Notice thak'¢, XP, u andp? do not stand for N

any actual queue and data. They are only generated by the Maximize Z{entﬁ T ont®} (15)
proposed algorithms. According to queuing theory, wké&h ot

and.X? are stable, the long-term time-average valugbtnd Subject to: 0 <2 < A2 Vn

P isfy:
u? would satisfy: 0<t2 <\, Vn

t—1
o : 1 o o t = (tﬁvtfz) €Y
Vy = tli}& ; Z:Oﬂn(T) < tn (10) 1 t—1
™~ lim sup — ZE{QQ(T)} < 00
1 -1 » » t—oo b —o
y N _ -

To summarise, as shown in Figl 2 tthcor;tUrol Space where Y is the network capacity regiomf secondary links.
of the system can be expressedyas= {P>",I"°".(, T}, Define the service rate vector as= (2, r2). The definition

which includes admission contrdl' = {T;;,T5|Vn}, POWer  of network capacity regio is the region of all non-negative
control decisiorP“", subcarrier assignmeBt’” and security service rate vectors for any possible control action [47].

transmission contra{. When the CBS takes a kind of control policy under a certain
channel condition, the secondary links will have a decided
C. Basic constraints network capacity and thaetwork capacity regioris the set

of network capacities under all possible control policiesl a
n‘?él channel conditions. In the proposed system, the control
policy of CBS should fulfill subcarrier assignment ruld (1),
peak power constrainf (JL2) and stabilize all queues inolydi
actual queues and virtual queues. So actually, the control
0< FE< P (12) policy that can achieve the network capacity region should

1) Power consumption constraintet £ £ > nvm P
as total power consumption of the whole system in one ti
slot. There exists a physical peak power limitatiBp,,. that
E cannot exceed at any time:



satisfy the following constraints: Lemma 1:In high SINR region, a sufficient condition for
full overlay to be optimum in SWh accessing subcarrien

@)’ @ L 1 (both security and open transmission) is:

limsup, o 3 X020 B{Q(7)} < o0 S

lim sup,_ e + 200 B{QY ()} < o0 @85 < min{Com: G}, ¥ (20)
limsup, .. L UV E{X2()} < o0 where CL = b /[(1 4+ POl + b Prag)loga(1 +
limsup,_, ., 1 tT;lo E{XP(1)} < o0 by Praz)], Crmy = ag'/[(1 + Fiag'p + a3 Pras) 1ogy (1 +

aPraz)]-

Theoretically, we can get the optimal solution fo](15) if We can have an intuitive explanation aemma 1 for SU
we get the distribution of the system CSI and external datés accessing subcarrien. If the cross link (from CBS to
arrival rate beforehand. However, this information can et primary link) condition is bad enough (worse than weighted
obtained accurately. In this paper an online algorithmiréug CBS-to-SU channel conditio?,, and weighted CBS-to-
only current information of queue state and channel state€igvesdropper channel conditi6t},,), the full overlay scheme

proposed and will be described in detail then. would be the optimal scheme when both security and open
transmission happen. The proof lbémma 1can be found in
B. Optimality of SU overlay Appendix C.

It would be obvious to derive the following lemma on
sufficient condition of optimality of the whole system oyl
®hus we get:

Lemma 2:In high SINR region, a sufficient condition for
Il overlay to be optimum in the whole OFDMA-based CR
stem is:

Before detailing the control algorithm, it should be specifi
the conditions that make SU overlay play a positive role
this cognitive transmission model other than traditioreless
methods. We focus on presenting a sufficient condition q
overlay for constant channel conditions here, then we w
extend it to time-varying situation.

In the case of static network condition, the optimal problem

of SUs’ weighted throughput is simplified as Notice that, the sufficient condition does not mean that
Maximize: Zﬁ;l{@nrﬁ + onr) (16) su/bcarrierm € I‘{)DU would provide a grgater data rate than
. PU m’ € T'gy under the same power allocation scheme. It means
Subject to o = Ao that form e TV, full overlay would achieve the optimal
where we only consider the optimal case wheéit' = X,. result other than any other access policy such as partialaye
Notice here, the system maximal weighted sum data rate un@érnderlay. We assume the sufficient conditio.efnma 2s
full overlay scheme must be greater than or at least no woffséfilled in this paper and we proceed considering time-irzgy
than that when SU can only access the subcarrier which is §6gnnels then.
occupied by PU. It is easy to understand that full overlay is a
more general access scheme than spectrum overlay which is V. ONLINE CONTROL ALGORITHM

a special access situation. We can get an intuition that wheny is worth noticing that probleni{15) has long-term time-
all subcarriers are assumed to be accessed by PU, SU dafgage limitations on power consumption and queuing delay
rate would be positive under full overlay scheme instead Qfsing the technique similar t [47], we construct powerudit
zero under traditional overlay scheme. Thus what we Wa”t(ﬁ%eueY and delay virtual queueZ, to track the power
prove is the sufficient condition of that SUs perform bened’onsumption and queuing delay respectively. These virtual

in consideration of PU transmission other than accessiag T@ueues do not exist in practice, and they are just generated
licensed subcarrier roughly. Letbe the fraction of time that by the iterations off(22) and(R3):

PU is actively transmitting, thus:

afs < min{C},,., C2,},¥m (21)

Am pm Y(t+1) = [Y(t) — Pag]" + E(t) (22)
0 =n D loms(lt e ) an Zolt41) = 1Za(0) — pustl] T+ Q0D (23)
merfv L+ agspy’ " o Prbn n
o e Similar to actual queues; and Z, have initial values of
h={ Y {0 —mllogy(1+a7p]) —logo(1+ 070" 4erg, According toNecessary Condition for Rate Stability
merg? [47], if Y is stable, constrainf(13) is satisfied. In addition, if
+ kflog,(1 + s ) — log, (1 + Py o7 Ny Z, is stable,¢® = tlig)lo 7 Zi;lo E{Q2%(7)} < pnin < pnt?
L+ Fy"ayp L+ Fg"opp holds. According to Little’s Theoremy? /t2 = p2, whenZ,
+ Z [log, (1 + a™p™) — log, (1 + b"p™)] " }¢, (18) is stable, the delay constraifif {14) would be achieved. lit wi
meTsy be proven that the proposed optimal control algorithm can
ro = Z log,(1 + a™p™) + Z [k logy (1+ stabilize these queues in section VI, that is to say the long-

term time-average constraints are fulfilled.

m gm Using virtual queuesY,,, Z,, andY’, we decouple problem
pnimnm) + (1 — k) logy (1 + api™)] — 1P (19) (I8) into two parts: one iflow control algorithm which
1+ Fgay’p decides the admission of data, and anothaesurce allo-
We have the following lemma: cation algorithmin charge of subcarrier assignment, power

melsu merfv



allocation and secure transmission control in every sldt. Avhere U(P°Y ¢) = Zle(%l%z + %Rﬁ) +
these control actions aim at secondary links and happengqRrr’V — Y E. e
CBS. The whole algorithm is named CBS-side online control At the beginning of every slot, allX?, X?, Q%,Q® and

algorithm (COCA). Y can be regarded as constants because they all have been
decided in the previous slot), can be estimated by CBS
A. Flow control algorithm by overhearing PBS feedback. In section VII we propose an

When external data arrives at CBS, CBS will decide whethBpPerfect estimation scheme 6j, and compare the perfor-
to admit it according to queue lengthes. lébe a fixed non- Mances of perfect and imperfect estimations in simulations
negative control parameter. Lef,,. > and¢v, > Notice that, the resource allocation is determined at the

. ar — maxr max

Dyas hold. They are actually the deterministic worst_casl%egin”ing of every slot and all queues are updated at the end

upper bounds of relative queue length to be proven later. TREEVETY Slot.

flow control rules of open data and private data are obtained™rstly, we can easily decide the vectgrmaximizing U

by solving [2#) and[(25) respectively: by assuming that all eIe.ments qf are cont!nuous variables
o between 0 and 1 and in further discussion, we can get a
Minimize  T7[Q7 — Gpmax + Hmaz) (24) discrete implementation df,,.
Subjectto: 0<T2 <Dy We take partial derivative ilﬁ](PSU, ¢) with respect tag,,:
SU oro M
Minimize  T2[Q% — ¢hoy + Dinas)  (25) OUP—.C) _ (Xh@h _ Xuln) S pmo (33)
D o n
Subjectto: 0 < TP < DP ICn Imaz ELCE —

The corresponding solutions to {24) andl(25) are easy to gebserving EEB),ZZZI RZW is no-negative and/ is mono-

0 it Q% —q° tpu >0 tonic in ¢,, and thus the optimality condition of secure
T, = { Do otherwise - (26)  transmission control is:
0 If sz_qgmw""DmamZO I %_M
T :{ D?  otherwise 27) G=4 L G =g ) 20 (34)
n 0 otherwise

Here we can have an intuitive explanation on flow control
rules. They work like valves. When any actual data queueThen we use(” to assign subcarrier and power which is
exceeds some threshold, the corresponding valve would tdiig solution to the following optimization problem PS,
off and no data would be admitted.

As to virtual variable . and p?, there are also their _ o~ ey
respective virtual flow control algorithm§ (28) arld(29) so PS:  Maximize U(P~")
as to update virtual queuek? and X? which will play an Subject to: (), (12)

important role in resource allocation: P su . ] ]
whereU (P~") =U(P”",¢"). PSis a typical Weighted Sum

Minimize MZ[MXZ — pnZn — V,)(28) Rate (WSR) maximization problem, and it is difficult to find a

) Tnax global optimum sincd/ (P> is neither convex nor concave
Subject to: 0 < py < Djy of PSY. Obviously, PS has a typical D.C. structure which
can be optimally solved by D.C. programmirig [48]. [n][49]
Minimize Mﬁ[fﬁm p— Do XP V6, (29) therg Iistsla dyal decompo_sition iterative suboptimal_mgm
Gmaz solving this kind of constrained nonconvex problem instefd
Subjectto: 0 < puP < DP D.C. programming. In addition, because of the charactesist

. . of OFDMA networks, the duality gap is equal to zero even
Solutions to[(ZB) and.(29) aré (30) ard(31) respec'uvely.if PS is nonconvex when the number of subcarriers is close
o Joo if (WX;; — pnZn —Vipn) >0 to infinity [50]. So we take a more computat.ionall_y effectivg
Hp = Do otherwisa dual method to solve PS and due to space limitation, we give
(30) the key st_eps here onlx.
) We defineR" = ;R and R = C* — R"?. Then
P = { 0 if (WX,’Z - Vo,) >0 (31) the Lagrange function of PS is expressed as:

v .
Dr  otherwise voN

XO o Xp Y4
J6,P) = S (2n Y ey 2 ey
B. Resource allocation algorithm =1 n=1 9maz gmax
The resource allocation policy can be found in solving the + QoRy'} + 0(Paz — E) (35)

following optimization problem. _ ) o
whered is the non-negative Lagrange multiplier for the peak

Maximize U(P°Y ¢) (32) power constraint in problem PS. The dual problem of PS is:
Subject to: (), (@) min [7(5), whereH (9) = ngl?gO{J(a, P5U)y}.



TABLE |

When ¢ is fixed, we can decide the parametes’” ALGORITHM DESCRIPTIONS
maximizing the objective off(J). ObservingH (d), we find
that it can be decoupled intd/ subproblem as: Proposed online control algorithm in timeslot
M 1) Flow control:
H(0) = Z max Jy, (0, P'y) + 0 Prax Use ),m),@)ml) to calculatB?, T2, 1o and pif,
— P, respectively.
N 2) Resource allocation:
_ Z max Jm 5 ! ) +8Pas (36) a) Set the Lagrange multiplie¥ = ;,,4, (d:n4: An initial value of §).

b) For each(n,m)

n=1

mo m B i) Use [33) to calculate;:.
Wh]SI’e Py = {p5|1 1% n XSOQON};;W ng?;;cl;SUgl - ii) Use [38) or exhaustive search to fipd*.
Zm 1 In (6, )y S8, pR) = ﬁRn + ﬁRnP - iii) Use (39) to calculateo’™*.
(Y +0)py! + QoRy'(n) and ¢) Use [20) to updatd and calculateA§(i).

d) If |Ad(z)] > Ade, gotob), else proceed.
0 mel
R6”(n) = { R me F?[UJ oM = 1 (37) (Ade: converge condition of\d)
k) n

3) Update the queues:
Form < I'syy, we can gep)"* by taking partial derivative | use [8), [7), [8),[p) [(22) and(R3) to update all queuesuicly Q2
of J(6, PSY) with respect top and making[(38) equal to| @z, x2, X2, Y, Z,.

zero:
form e sy : transmit open data due to delay constraint. In PS, it is emasy t
a(J(6,PY))  X°Q9 1 ay ar find that a biggen” results in less power allocated to every
opm - ©Corun m2' + pmam B <"[1 + pmam user, which will reduce the system power consumption. Also
b XPQr 1 am b we let Qo to be the weights ofR[’Y in PS. It means that
1 +pmbm]} + Pons EC"H t pmam 1 +pmbm] if the transmission pressure of PU is high, CBS will allocate
less power in subcarrier s&" to avoid causing too much
— (Y +9) (38) . . :
interference on primary link.
However, form ¢ F(I;U, a global optimal solutiorp”* Remark 2In the sub-problem of PS, the transmission power

maximizing J7 can be got easily by an exhaustive searchf PBS is assumed to be external variables. Even for the

such as clustering methods or enumerative metHods [51] am@rst case that PBS does not control its transmission power

it is computationally tractablé [50], [52]. actively, the proposed resource allocation algorithm aims
Substituting [(34) ang™* into J (3, pSU) the results are maximize Qo RYY in PS by adjusting the interference from

denoted as/™*. For any subcarriem, it will be assigned to the secondary networks to primary networks. Thus, it can be
the user who has the biggesf™ (s, pSU), Let n*, be the found that the proposed algorithm actually does not affeet t

result of subcarriern’s assignment which is given by: energy consumption of primary networks too much.
nk, = argmaxJ™,¥n and ™ = { (1) gth;\;s?jw C. Control algorithm of Multi-PU case
! (39) Flow control algorithm is the same ds7126),](271.1(30) and
ED).

Let B* = S0 M pmegm= As to the value of, we Resource allocation of multi-PU implementation is the

use subgradient method to update it as{id (40), solution to problem MPS:
0(i+1) = [3(i) — cAd(@)] * (40)  MPS:
Maximize:

where Ad(i) = Pz — E*(t,4). Ad(4) is the subgradient of N
H(0) at 0 ands is the step size which should be a small XOQ" XeQP
positive constant. In addition, indek stands for iteration Zl Corae +Z Ghaz &, +ZQ R,” —YE
number. When the subgradient method converges, the resourc - (41)
allocation is completed. . )
From the above description, we can find some principles ofSUbjeCt or @ @
resource allocation. In next section, the algorithm performance with single PU
Remark 1In (34), both virtual and actual queues of open a@s analysed. It is easy for readers to prove that multi-PU
well as private data reflect the gap between the correspgndimplementation ensures primary data queue stability and fu
user's demand on data rate and the data rate that the systieenmore enjoys a similar performance as single PU sitoatio
can provide. Thus "Qn and = s X490 can be regarded as the
transmission urgency “of open ‘data and private data. Only
when the transmission urgency of private data exceeds open VI. ALGORITHM PERFORMANCE
data, CBS would allocate some resource to transmit privateBefore the analysis it is necessary to introduce some aux-
data. Otherwise, CBS would use the user’s entire resourceiliary variables. Lett* = (¢2*,t2*) be the solution to the




following problem: here that),’s stability is proved means the PU queue stability
constraint is fulfilled.QQy’s stability means that the long-term
N » Y throughput performance is uninfluenced. In addition, if $U’
caax. 2n=1 Onlhy + only, arrival rates are within the stability region of PU netwqrks

Subject to: e < Puyg Qo's stability can be ensured by the proposed scheduling

algorithm for any transmission power of PU base station.

And t*(e) = (£ (¢), 7" (¢)) denotes the solution of. Therefore, the transmission power of PU network is not

max 27]:[:1 Opt? + ont? affected in this situation. FurthermprE43) states tHitha. _
tibte€Y actual queues of open data and private data have deteriminist
Subject to: e < Pag upper bounds, and this characteristic means that the CBS can
According to [53], it is true that: accommodate the random arrival packets with finite buffer.

Remark 4 (Optimal throughput performanc?) states a
. N y o N ; o lower-bound on the weighted throughput that our algorithm
lim Z{entf{ (€)+enti™(e)} = Z{entf{ +enti"} (42)  can achieve. SinceB is a constant independent of, our
n=1 n=1 algorithm would achieve a weighted throughput arbitrarily
The algorithm performance will be listed Theorem land close to Zﬁ;l{s@ntﬁ’*(@ + 0,t7* ()} for somee > 0.
Theorem 2 Furthermore, given any > 0, we can get a better algorithm
Theorem 1:Employing the proposed algorithm, both actugberformance by choosing a largét without improving the
queues of open dat@’, (¢) and private dat&), () in CBS have buffer sizes. In addition, as it is shown i {42), wherends
deterministic worst-case bounds: to zero, our algorithn;v would achieve a weighted throughput
o o » » arbitrarily close to)" ' {¢nto* + 6,t2*} with a tradeoff
@) = Ghas) Qult) < o, 74,91 (43) in queue length boundls and long-term time-average delay
Theorem 2:Given constraints as shown il (U4)-(46). Thus we can see that with

Co 242 some certain finite buffer sizes, the proposed algorithm can
Taz > Hmaz + W, (44) provide arbitrarily-close-to-optimal performance by obing
cr 2. p2 V, andV’s influence on queue length is shifted from actual
@raw = Dmax + w, (45) queues to virtual queues.
€
qO
P > U(ffi‘zz),Vn (46)  VII. | MPLEMENTATION WITH IMPERFECTESTIMATION
n

. . N CBS needs the information of queue length from primary
wheree is positive and can be chosen arbitrarily close to Zero. sworks to decide the resource allocation amon SUS. [17]
The proposed algorithm performance is bounded by: 9 .

considers a situation that queue length information iseshar

[t gl among all the nodes, but in CR environment it is impossible to
liminf - DN {0aTE(7) + 0n T2 (1)} know the non-cooperative PU’s queue information precisely
T=0n=1 Compared with getting perfect information abo@, it is
al - . B more realistic to know the time-average packet arrival rate
=z Z{S""tn’ (€) + Oty (e)} — v (47) of PUs. Considering this, in this section, we propose an
n=t imperfect estimation of); by CBS. And the performance
where B is a positive constant independent Bf and its of this estimation will be showed in simulation section.H&t
expression can be found in appendix B. PU k is busy, the estimated queue length in CBS is:
In addition, the algorithm also ensures that the long-term R R
time-average sum of PU queu@, and virtual queuesX?, Qr(t+1) = [Qi(t) = RO + (M +0)  (49)
X%y Zn, Y has an upper bound: where. is an over-estimated slack variable to promise primary
=g link stability. CBS can get the precise information when BU i
limsup — > {> (X7 + XE+ Zn) +Y + Qo} idle by listening to primary link ACK to find that no power is
T Yt used to transmit PW’s data packets. In this situation), =
N . ok Q1 = 0 perfectly holds.
B+ Vn;{[entﬁ’ +enty"]} As to the control algorithm, we us@k to substitute@y
= o (48) in resource allocation algorithm. For simplicity, we narhest

implementation COCA-E (CBS-side online control algorithm

hereo < o < e. The proof of Theorem 1 is in appendix A.". -
W 0=9=¢ P 'S 1N appendix with estimated PU queue).

Theorem 2 and the definition af can be found in appendix
B.

Remark 3 (Network stability)According to the definition VIII. SIMULATION
of strongly stabilityas shown in[{4),[{43) and_(#8) indicate In this section, we firstly simulate COCA performance in
the stabilities of all queues in the network system. As @n examplary CR system with a single primary link and
result, the network system is stabilized and the long-téma+t secondary network consisting of one CBS, eight SUs and
average constraints of delay and power are satisfied. Not@®& subcarriers. All weights of open data and private data
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(A) Actual &Virtual Queues of SU 8 and PU Queue,V=50 (A)Time-average admitted & service rate of open data of different SU

T T T T T i ——
s R P e e ]|
1 Y P TN TRV i
< UL T L A AT YA ]y _———

o 500 1000 1500 2000 2500 3000 3500 4000 4500 %1 2 3 4 5 6 7 8
Time slot

SU index

(B) Virtual queues of SU 8,V=50 (B)Time-average admitted & service rate of private data of different SU

[—% o] 5° 1 %
z T
b hap aan L TN VA e’ —— IR
2 LU S L N YN VAW B | |
Fo L L WYY VI Y WA
E
UO 500 1000 1500 IDD?nme SIQ‘ZSDD 3000 3500 4000 4500 - 11 2 3 SUind 6 7 8
Fig. 3. Queue evolutions over 4500 slots Fig. 4. Long-term time-average admitted and service ratelldsUs

are set to be 0.8 and 1 respectively. The main algorith
parameters of secondary network are setias, = 0.8,
Praz = 1W, Pn = 60, Vn, q?nam = 200, q%am = 1000,
tmaz = 50, Diar = 20 and X2 = n % 0.1 % Dyep, AP =
n * 0.1 % mae,forn € {1,2,---,8}. The long-term time-
average arrival rate of Pl is set to bel40 andDV = 200. o ata tougpputs
We simulate the multipath channel of primary and seconda
networks as Rayleigh fading channels and the shadowi
effect variances are 10 dB. The cross-link channels betwe
PBS to SUs and CBS to PU are simulated as long-scale fadil
All parameters in the following parts are set the same asthe
mentioned here, except for other specification.

In Fig.[@ and Fig[4, we set average valuedff;, aos = BB meorprva s s,
0.35, and average value of’,, a,p = 21, V = 50 and we
show both primary and secondary networks’ queue evomtiloilig; 5. The time average service ratg (and r{) versus the weights of
over 4500 slots. Because all SUs’ data queugs, (7)) and [ iate datep, !
virtual queuesX?, X?, Z,) enjoy similar trends, we take SU
8 as an example. Fif] 3 (A) shows the dynamics of SU 8's

data queues)g, Qg, virtual delay queueZs and PU queue parametei is set to be380. Each value in Fig5 is obtained

Qo. It is observed that both actual data queues are stricBy averaging the converged results of 5000 times.[Fig. 5 show
lower than their own deterministic worst case upper boungith the increase of; the long-term time-average service rate
which verifies Theorem 1 That Qo is stable in Fig[B3 (A) of private data increases while the one of open data de@ease
illustrates that our algorithm can ensure PU queues dtabilivhich illustrates the effect of throughput weights on Icegm
from simulation aspect. Besides, in F[g. 3(B), we can alsfine-average service rates.

see that virtual queueX¢, X andY are bounded. So Fig. Fig.[d demonstrates the relationship between differerg-on
shows that all queues are bounded, which means that {8en time-average network performance versus control pa-
network system is stabilized and the long-term time-av@ragameter V. In order to compare PU and SU performance,
constraints of delay and power are satisfied. the similar scenario including one PU and one SU is also

Fig. [4 directly shows eight SUs’ long-term time-averageonsidered here. The average data arrival rates of SU are

admitted rates and service rates of open data and privade dgét as:\; = 250 and \] = 10. In general, the biggel’

respectively. Notice that, every user’s admitted rate iallm results in the higher SU open and private transmission rates
than service rate and this promises the stabilities of adata as Fig.[6 (B) and Fig[16 (C) respectively show. Hig. 6 (A)
queues. demonstrates PU transmission rate decreasés exreases.
Fig.[3 shows the relationship between the weighting parametice here, although/’V decreases, even whan = 380,
eters and long-term time-average service rates. To show ti§é¢’ approximatesi46 and is greater than, = 140, which
effects more clearly, we consider the scenario consisting mreserves PU queue stability. FI[g. 6 (D) shows the queuing
only one SU and one PU with fixed; = 450 and variational delay performance also improves BEsincreases.
61 € {0,90.180,270, 360,450}. The long-term time-average The implementation of COCA-E with imperfect estimated
arrival rate of SU is set as\] = 8 and\{ = 260. The control @ is simulated. We set the over-estimated slack variable

e of
N

open data

Service rat

private data r;‘

Service rate of
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. (A) Time-average SU open (B) Time-averge SU private
(B) SU time-average open rate difference versus 1 rate differences versus 1
(A) PU time-average rate versus different V transmission rate versus different V o
158 38
X - w o1
ot // g g
340 9 S
2 o " o 5 o
2o 8 s g /’/
S <]
(\—,‘\ // ‘gh /‘5/ ‘;L 0.
! g
< Lo /
144! 2
Ty 180 280 380 % 80 50 260 380 001 004 0.06 :I.osko.l 'D.LZI 014 0.16 018 02 001 004 0.06 Snl.osko.l _o,LzI 014 0.16 018 02
Parameter V Parameter V ack variable 1 ack variable 1
(€) SU time-average private (C) Time-averge PU rate difference betwenn COCA and COCA-E
transmission rate versus different V N " "
15.4 (D) SU time-average queuing delay versus different V
—F— 1.07 \\9\
15 1. 0.
1.4 § \
1.04 e 001
N o " 3 T~
144 / 1.0 8o \
-0.015
1o 1.02 T
1.01 o
14_%0 20 180 280 380 1 70.01 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
5 80 180 280 380 Slack variable 1

Parameter V
Parameter V

Fig. 6. COCA performances (long-term time-average PU @iterates and Fig. 8. The long-term time-average rate differences of CG@A COCA-E

SU queuing delay) versus control parameter implementation versus different over-estimated slackatée . .
(A) The difference of SUs sum open (B) The difference of SUs sum private . . . .
msmision rate twoi i ransmission rate twoi i term average throughput of open and private informatiomin a
‘ e OFDMA-based CR network. W_e derlye thg suff_|C|ent condition
i i ° to guarantee that full overlay is optimal in this system. The
= 0 == drndite “lr‘r”J\h\‘v‘\“‘ 1“‘1‘%‘” ‘] } proposed algorithm can provide a flexible scheduling imple-
E. ‘ L I mentation of open and private information while ensuring th
‘ ‘ stability of primary networks as well as performance reeuir
Ho o0 2000 3000 40004500 Moo 2000 3000 40004500 ments in CR systems with finite buffer size. Furthermore, the
(C) The difference of PU rate under under two implementations proposed algorithm is proved to be close to optimality with
Z; ) ‘ current network states in time-varying environments.
& o002 il ”\ ; H -l LM
¥ oo ‘ : APPENDIXA
“ZZ ! A AL A RN PROOF OFTHEOREM 1
-O'GO 500 1000 1500 2000 2500 3000 3500 4000 4500 . Suppc’s'ng there eXIStS a SIDsatISfylng Q% (t) S q?nam’ It
Time siot is obviously true for all queues initialized to zero. We pgov

that fort+1 the same holds. Obviously, there exists two cases.
Fig. 7. The rate difference of COCA and COCA-E implementatiiring  Firstly, we suppos€? (t) < ¢%.. — fimaz and we can easily
4900 sots 9et Q5 (t +1) < G5y EISE, Q5 (1) > G50z — Hmar then
according to[{26)7:°(¢) = 0. Then

¢ to be 0.01. We show the differences of the sum service Qot+1) < QL) < o

rate of SUs and?)’V between COCA and COCA-E in Fig. - _

[ (A), Fig.[@ (B) and Fig[l7 (C), respectively. We can see The proof of Q2 < ¢, .. is similar and omitted here.
that all the differences are around zero, and SU sum rate

is more effected tharkR}V by the imperfect estimation of APPENDIXB

PU queue information. More directly, the influence wobn PROOF OFTHEOREM 2

the long-term time-average rate difference between COCALet Q = {Qo,Q2,Q%, X2, X2, Y, Z,}. We define Lya-
and COCA-E is simulated in Fid.] 8, where each record pgunov functionZ(Q) as:

an averaged result of 1000 converged results. Elg. 8 (C) N
shows thatr§@“4 — r§?“4~* becomes more negative asr,(Q) ZE{Z[MX;Z? + 22+ LQ?f(t)Xg—r
¢ increases, which means that the rate decline of PU caused 2= " n

max max

by SU transmissions decreases.asacreases. More directly GFrax — Dmaz < p2 1 9

’ dmaxr _ Zmar s-p _ = np2yp 2 2
if we want to make sure PU transmission is less influenced, Prae Xn” + Prae @ X5l + Y7+ Qo
we should choose a largerWhile a larger inevitably makes (50)
SUs’ transmission rates decrease as [Hig. 8 (A) andTig. 8 (B)

According to [47], AL(Q) is defined as the conditional
Lyapunov drift for slot:

IX. CONCLUSIONS AL(Q) £ E{L(Q(t+1)) — L(Q())|Q(t)}  (51)

In this paper, we propose a cross-layer scheduling aadcording to(|z — y| + 2)? < 22 + 3% + 22 — 22(y — 2), we
dynamic spectrum access algorithm for maximizing the longan get the results below:

show.
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7%“2 Hmaz 021 4-1) — X92(1)] < BT sp,} = B{R, sp,} = B{py sp, ) = 637(e) - (59)

Lo — fima (22 2XOTEE — w2 (0]) (52 E{T} sr,} =B{R} sr,} = E{u} s, } = th"(e) (56)

qma;ﬂ Himaz n( ) " lun( ) E{ SRz} E{Rn SRQ} = E{MZ,SR2} = t%’*(é) +e (57)

) , E{T}, sp,} = BA{R} sp,} = E{py sp,} = t7(c) + ¢ (58)
Qn (£4 DXalE 1) = Qn (X0 < Gaztmazt In addition, for policy SR, and SRy, it is easy to prove

Doz that:
(M?nam + C’S’LGI) 2@% (t)[R’(I)I (t) — Tr(z)(t)] o
qglaz Xn (t) (53) E{RO SRl} > /\0 + € (59)
E{ESR2} < Paug — € (60)

The queues of private data have similar inequalities above.

Furthermore, we can derive that: Our algorithm minimizes RHS of ($4) among all possible

N policies includingS R policy, thus we can get :
AL(Q) =V Y E{buiih, + onpi|Q} < B — QoB{RyV - N
" oo , AL(Q) =V Y E{bupd, + onpn} < B+
XO %am + :u‘ma;n n=
DEVIQ) - YE(Pay - EIQ} + 3120 ’ 1
n—1 Qaz Y{E{ESRz} Pavg} QO{E{RO SRl} - )‘0}+
Xp(er,, +D%,)  XBQ? +u cr .+ D2
max max n ]:E Rp Tp _ [0 mam max max max P
2(]max Qmaz { n|Q} Z{ZnQ maz Xn * 2 gzax X *
Xﬁ %E{RO T0|Q} — (1 — Dmaac )XPE{TP — ,LLP|Q}— qmaw Hmaz o o o
qmaz n gza;ﬂ n n n [7(] X ann - V(pn]XnE{:un SR1 }+
,UJmaz max
(1- JXGEATY — 13 |Q} — ZnE{pnpy, — Q7 |Q} X7 o 0 X7Q7
q?nam E{ SRQ}q [Q =+ Hmaz — qmaz] - q E{Rn SR2}+
= VE{Onpy, + onpp|Q}} (54) : Xp X’”g
E Tn Qp qguzz + Dimaz| — “E Rn +
where B = (fogm + RZ,... + Pﬁm + P2, + { SRZ} Chaz ol ] Taz (B sm.}
1 o max maz - Dmam
Nl3@hacttmar + (1 = 522 0y + (1 = Gps)Dfy + gfyp (o y(dmae — Dmaz yp g 13 (61)

qm(l(ﬂ

N
1P wDmaz] + 1 + and CP
20maz I+ Zl(pnum“ Tnas) mar After substituting[(5b)F{38) [(39) anf (60) into the RHS of
max{R}},Cp,, = max{R}}, Romar = max{R{’V}. Here (1) and transforming it, we can derive that:
we can find that our algorithm minimizes the right hand side N
(RHS) of [33). ALQ) =V S E{fup? + onii®} < B — (Y + Qo)—
In order to proveTheorem 2we introduceLemma 3 L@) Z {Bnsi + oupin} < (Y + Qo)
Lemma 3:For any feasible rate vectarc Y, there exists
aa-only policy SR which stabilizes the network with the data {t2()p — Gmac} Z — V'Y {@nt2*(€) + 0pt?* (e)}—
admitted rate vectoly,, s (t),t, sr(t), 1o sr(t);ty sr(t)), Z Z
and the service vecto(Rn sr(t), Ry sg(t)), independent of N o co’
data queues. For all and alln € {1,2,..,N}, the flow Z 2 {e(qaw — Hmaz) — M}—

n=1

constraints are satisfied: =1 dmaz 2
N
o Xp D?
E{5 srn(t)} = BE{T sp(t)} = E{RS oz} S 2 {e(qPu — D) — Om%} (62)
E{uy sr)} = E{T; sx(t)} = E{R] sp} n=1 mas
Notice that, the stationary randomized poli§yt makes de- S° When @4)@63 hold, we can find, > 0 thate, <
cisions only depending on channel condition and independefima. — #maz%%”m”' €1 < 12 (€)pn — dmas aNde; <
of queue backlogs. Furthermore it may not fulfill the delay Braz 2
constraints. Similar proof of-only policy is given in [17] £(%ma.— Do)~ oz Dina Thus:
and the proof ofl.,emma 3is omitted here. dmaz
We can control the admitted rate tfanging fromt*(¢) to N ) N s
£(¢) e arbitrarily and resulting in that bottt (¢) andt* (€)+  AL(Q) =V D EB{fuul, + upi} < B =V Y {pty"(e)+
e are within Y. It is assumed that the sufficient condition ”:1N n=1
of full overlay optimum [211) is satisfied in our system, so . Y
according toLemma 2 full overlay can achieve the optimal “» Ont”(€)} — U(Z{Xn + X0+ Zn} +Y + Qo) (63)
n=1

result. Besides, according kemma 3it is true that there exist
two differenta-only policiesSR; and.SR, which satisfy: whereo = min{e, e; }.
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It can be got that wher (#4)_(45) arld{46) hold.](48) and ay’ af (P3Y) (67)

W A
T T gy o oy
1 t—1 N
liminf 7 Z Z{en/‘ﬁ(ﬂ + enpin (1)} 2 Then for anym € T'{'Y, we derive that:
T7=0n=1
X 05 (P5V) a3 (1+brp)
B — 05 0 {log, ~= " “nln)
0,% Dok _ = = n10g
2 Lonthy (@) + " () — 57 64) ~opm A2+ agop) U082 (T ampm)
" P @' Prby
are satisfied by applying the theor.em of Lyapunov Optimiza- [logy (1 + m) —log,y(1 + W)]H‘
tion, Theorem 4.2n [47], on (63) directly. Furthermore_(48) pram ™
implies that [(ID) and[(11) hold sinc&¥? and X? are kept ©onllog, (1 + %) —log, (1 + %)]}4—
stable. So after substitutinig (10) andl(11) irtdl (64)] (4aiyk. bgl Anp - 0 Onp
Hence the proof offheorem 2s completed. i{%[ n _ n 1+
Ag 1+ Byrory +bmpm 14 bvp
APPENDIXC 0,[( b )+ ( n _
PROOF OFLEMMA 1 L+ompn 1+agpy L+ Pitag's +aiipyy
by’

)1} (68)

From the constraint)V = )\o, we can represent as a

function of p™ and substitute it intd (16). Then, the optimum L+ Bbyp + O

solution can be found by solving: Substituting [[(6B) into[{87), we can get the numeration of
N M the first derivative of the objective of (66):
max )\Of(PSU) + Z Z Cu{(0n — n)[logy (1 + ag'py’) am pm
2 o o Adlbn(Dg — o) On
m, m\+ m,m 0 14 ampm 1+ bmpm
—logy(1 4+ b'p" )] + enW logy (1 + ay'py’)} 5 o "
. SR T R W T
st. 0< Z D < Praa (A \ ) b o b ]+
Vn,Ym Pn d 0 1+ b?pzln Pn A0 1+ P(?lbzlp T b:lnpnm
here f(PSU) = SN 10, — 0,)Cn log, (1 bmp™
meamf( ) Zn:l{p(mbm <P+)§ {Zmergu[ ogy(1 + on|logy(1 + %) —logy (1 + b'pit)]+
1+£[;nZ;yP') — logy(1 + 714_;5,1};%)] - Zmerg)’U[lng(l + - + P, o
appy) = logy(l + OIpi)I*} + ¢n X erpullogs(l + H%is)\o{@n{[logQ(l + ]Lf’]gia")—
a,' Py m,,m ant {e mag
%) — logy(1 + appit)|*}/ Zmergfl’{logz(l + osP b ((i n ;mpm)
%)} and we denote the denominator pfp) asA,. logs (1 + 7= i 1} — ogy UT%
It is reasonable to make an approximatiory¢P“?) under 0 Zﬁ " Zm
the assumption that PU is in a high SINR region such thatAq[fnAo( = - 4 )+
logy (1 + aggpy’ + Ag Fg") ~ logy (1 4+ A Fg"). bron F P 0 nk p

One sufficient condition of full overlay scheme achieving ,, Ao
the optimal solution of[(85) is that = 1 makes the objective

— afgAo{bn[logs (1 + ap'pyt)—

of (68) greater than any other> 0. log, (1 + by'p’ )] + o logy (1 + b7 py")
N M >0, \o( ' _ by )+
o ax, Jof (P2) + Z Z n{ (0 — on)llogs (1 + ap'py) 1+ Pﬁ%ﬁp +agpp L+ By, + by
~loga 1+ BN W a1+ )} AT Ryt v by (50Pn gl VR
(66)  afsAobnllogs(1 + ay'pyy) —logs(1 + b)) (69)

where P* < P,,., iS any positive upper bound ¢f".

Thus we need to find a condition where the maximizatio/r}
solution of [66) is an increasing function pf*,vm € THY.
As p™ increases, it will forcex to increase as well, eventually
reachingx = 1, which is full overlay.

Firstly, we analyze the situation whép = 1 anda]’ > b]". am™ b
In this situation, security transmission happens with {pasi (1 F Bram, + amp 1+ PRbT, + bmpm)_
private transmission rate anflog(l + p™a?) — log(1 + " o m " S
Pt = log(1 + pat) — 10{;(1 (+ pIbY). V)Ve deri\Ee the %5[10%3(1 +anpi) —logy(1+b7p)] 2 0 (70)
first derivative of the objective of (66): by

14 PJor, + bipm

The last inequality in[(@9) holds under the assumption that
0> agy.

For any pair of(6,,, ¢,), the RHS of the last inequality of
(69) is greater than zero if and only if

—agglogy(1+by'py') >0 (71)
0 ay' by’
(6n = @")(1 +ampm 1+ bnmpﬁ)Jr Sufficient conditions for full overlay are:




[19]
a,’ _ by
am <C3 — 0 nP n Fn 0 "nP n Fn 72
5 =Comn = Tog,(1+ app) —logy (1 + gy (2 19
by
_ T P am, fompm
am <Cl — 0 “np n Pn 73 [17]
T Jogy(1+ bypy) 79
So the sufficient condition of full overlay whefj =1 and [1g]
al > bris: B B
ajs < min{Cy,,, Cp,} (74 g

And for §,, =0 ora] < b we can get similar conclusion
and omit the process here. The sufficient condition is:

[20]
_ TT P ar s Tanpi
a™ < (C? — 70 GnpTdnPn 75
0S = “Ynm 1Og2(1 + Gnmpﬁ) ( ) [21]
It is easy to find that for anys < min{C},,,C2,.}, al 22

is definitely no greater tha@?,,. So for anym, the sufficient
condition for the optimum of uset accessing this subcarrier

m in full overlay mode isafly, < min{C},.C2 .} (23]
For Ppa: > pm, CL < CL —andC2?, < C2_ hold.
Hence the results ihemma lare proved.
[24]
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