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Generalized Space and Frequency Index Modulation

T. Datta, H. S. Eshwaraiah, and A. Chockalingam,

Abstract—Unlike in conventional modulation where informa- also convey information bits, in addition to the informatio
tion bits are conveyed only through symbols from modula- pits conveyed through the conventional modulation symbol
tion alphabets defined in the complex plane (e.g., quadrater (e.g., chosen from QAM/PSK alphabet) sent on the active

amplitude modulation (QAM), phase shift keying (PSK)), in . . ;
index modulation (IM), additional information bits are conveyed antenna. An advantage of spatial modulation over conveatio

through indices of certain transmit entities that get involved in Modulation is that, for a given spectral efficiency, conical
the transmission. Transmit antennas in multi-antenna sysgms modulation requires a larger modulation alphabet size than

and subcarriers in multi-carrier systems are examples of seh  gpatial modulation, and this can lead to spatial modulation
transmit entities that can be used to convey additional infoma- performing better than conventional modulatigh [8], [9].

tion bits through indexing. In this paper, we introduce generalized . . . o
space and frequency index modulation, where the indices of active In this paper, we take the view that spatial modulation is an

transmit antennas and subcarriers convey information bits We instance of the general idea of ‘index modulation’. Unlike i
first introduce index modulation in the spatial domain, refered  conventional modulation where information bits are coreey
to as generalized spatial index modulation (GSIM). For GSIM  gnly through symbols from modulation alphabets defined in
where b.ItS are |ndgxed only in the spatial domain, we derivette the complex plane (e.g., QAM, PSK), in index modulation
expression for achievable rate as well as easy-to-computeper " . f . ..

and lower bounds on this rate. We show that the achievable (IM), adqmonal 'nform"’_u_'on bits are qonveyed.thrOUQh'm
rate in GSIM can be more than that in spatial multiplexing, Of certain transmit entities that get involved in the trarsm
and analytically establish the condition under which this @an sion. Transmit antennas in multi-antenna systems, subcairr
happen. It is noted that GSIM achieves this higher rate using in multi-carrier systems, and precoders are examples df suc
fewer transmit radio frequency (RF) chains compared to spal  yansmit entities that can be used to convey informatios bit

multiplexing. We also propose a Gibbs sampling based detdon . . . . . . .
algorithm for GSIM and show that GSIM can achieve better through indexing. Indexing in spatial domain (e.g., spatia

bit error rate (BER) performance than spatial multiplexing. For modulation, and space shift keying which is a special case
generalized space-frequency index modulation (GSFIM), wére  of spatial modulation) is a widely studied and reported inde

bits are encoded through indexing in both active antennas as modulation technique; seel[7] and the references theraiichM
well as subcarriers, we derive the achievable rate expregsi. fewer works have been reported in frequency and precoder

Numerical results show that GSFIM can achieve higher rates . d dulation techni . b ier index matih
compared to conventional MIMO-OFDM. Also, BER results show Index modulauon techniques, €.g., subcarrier index

the potential for GSFIM performing better than MIMO-OFDM. in [10], [11], [12], [13], and precoder index modulation ]
The focus of this paper is twofold) generalization of the idea

Index Terms—Multi-antenna systems, multi-carrier systems, pf spatial mod_ulation, which we refer to_ as _generaliz_ediapat
spatial index modulation, space-frequency index modulatin, index modulation (GSIM), andi) generalization of the idea of
achievable rate, transmit RF chains, detection. index modulation to both spatial domain (multiple-antes)na
as well as frequency domain (subcarriers), which we refer to
as generalized space-frequency index modulation (GSFIM).

In spatial modulation, the choice of the transmit antenna

Multi-antenna wireless systems have become very popul@ractivate in a channel use is made based on a group of
due to their high spectral efficiencies and improved perfor bits, where the number of transmit antennasiis= 2.
mance compared to single-antenna systéms [1]- [3]. Pedcti®n the chosen antenna, a symbol from/drary modulation
multi-antenna systems are faced with the problem of maintaiglphabetA (e.g., M-QAM) is sent. The remaining:; — 1
ing multiple radio frequency (RF) chains at the transmigiedd antennas remain silent. Therefore, the achieved rate imabspa
receiver, and the associated RF hardware complexity, aime, modulation, in bits per channel use (bpcu)lds, n;+log, M.
cost [4]. Spatial modulation, a transmission scheme whagisu The error performance of spatial modulation has been sludie
multiple transmit antennas but only one transmit RF chai@xtensively, and it has been shown that spatial modulaton c
can alleviate the need for multiple transmit RF chains [Spchieve performance gains compared to spatial multipgexin
[7]. In spatial modulation, at any given time, only one amonfl5], [16]. Space shift keying is a special case of spatiatlmo
the transmit antennas will be active and the other antenn#ation [17], where instead of sending adi-ary modulation
remain silent. The index of the active transmit antenna wisymbol, a signal known to the receiver, say +1, is sent on the

chosen antenna. So, the achieved rate in space shift keying
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algorithm. In generalized spatial index modulation (GSIM) Modulation

the transmitter has:, transmit antenna elements andg ; symbol bits L Y
transmit RF chains} < npp < g, ancinrf out of n; antennas n,r|logy |Al] Modulation 5.7
are activated at a time, thereblpg, (,"* )| additional bits are symbol =T
conveyed through antenna indexing. Spatial modulation and Active mapper é’
spatial multiplexing turn out to be as special cases of GRIM f _antenna .
nrr =1 andn, s = n;, respectively. We derive the expression lﬁ‘j(‘fe(s,}?l)tjs
for the achievable rate in GSIM and easy-to-compute upper °2 /7 | [ Antenna activation

and lower bounds on this rate. We show that the achievable pattern selector

rate in GSIM can be more than that in spatial multiplexin
and analytically establish the condition under which thas ¢
happen. It is noted that GSIM achieves this higher rate using ||, GENERALIZED SPATIAL INDEX MODULATION
fewer transmit RF chains compared to spatial multiplexing. , . . . -

. ) . ..~ In this section, we consider generalized spatial index mod-
We also propose a Gibbs sampling based detection algorith

for GSIM and show that GSIM can achieve better bit errol”lr‘.gItlon (GSIM) which encodes bits through indexing in the

. ) ) Spatial domain. In GSIM, the transmitter has transmit
rate (BER) performance than spatial multiplexing. antennas ands, ; transmit RF chainsl < n.; < ne. In

In the second contribution in this paper, we introducany given channel use,; out of n, antennas are activated.
GSFIM which uses both spatial as well as frequency domdifformation bits are conveyed through both conventionadmo
to encode bits through indexing. GSFIM can be viewed asuéation symbols as well as the indices of the active antennas
generalization of the GSIM scheme by exploiting indexingpatial multiplexing becomes a special case of GSIM with
in the frequency domain as well. Index modulation that-y = n;. We present an analysis of the achievable rates
exploits the frequency domain alone — referred to as suiecarin GSIM, which shows that the maximum achievable rate in
index modulation (SIM) — has been studied n][10]-1[13]GSIM can be more than the rate in spatial multiplexing, and
These works have shown that OFDM with subcarrier inddkat too using fewer transmit RF chains.
modulation (SIM-OFDM) achieves better performance than
conventional OFDM, particularly at medium to high SNR&: System model
These works have not exploited indexing in the spatial domai A GSIM transmitter is shown in Fig]1. It has, transmit
in MIMO systems. Our contribution addresses, for the firstntennas and, ; transmit RF chaingl, < n,; < n;. Ann,px
time, indexing both in space as well as frequency in MIM@, switch connects the RF chains to the transmit antennas. In a
systems. In particular, w@) propose a signaling architecturegiven channel uses,.; out of n; transmit antennas are chosen
for combined space and frequency indexifig) study in detail andn,.; M-ary modulation symbols are sent on these chosen
its achieved rate in comparison with conventional MIMOantennas. The remaining — n,.; antennas remain silent (i.e.,
OFDM, and (iii) show that better performance comparethey can be viewed as transmitting the value zero). Thesgfor
to that in conventional MIMO-OFDM can be achieved irf A denotes thé/-ary modulation alphabet used on the active
the medium to high SNR regime. The proposed GSFllntennas, the effective alphabet becomgs= A U 0.
system hasN subcarriers,n; transmit antennas, and, s Define an antenna activation pattern to be dength vector
transmit RF chains] < n,; < n,. In the spatial domain, that indicates which antennas are active (denoted by a ‘1’
n,y out of n; transmit antennas are chosen for activatioin the corresponding antenna index) and which antennas are

qfig. 1. GSIM transmitter.

based on|log, (n”r'f)J bits. In the frequency domain, in asilent (denoted by a ‘0’). There aré = (™) antenna
space-frequency block of size.; x NNV, information bits are gctivation patterns possible, arfdd = Llogg (nnthJ bits are

encoded in multiple sub-blocks where each sub-block iszef siyseq to choose an activation pattern for a given channel use.
Npf XN f and% is the number of sub-blocks. We characterizggte that not allZ activation patterns are needed, and afy

the achievable rate in GSFIM as a function of the SystePhtterns out of them are adequate. Take Zfypatterns out of
parameters. We show that GSFIM can offer better rates apdyatterns and form a set called the ‘antenna activation patte
less transmit RF chains compared to those in conventioRa' s. Let us illustrate this using the following example. Let
MIMO-OFDM. Itis also shown that GSFIM can achieve bettey, _— 4 and n.s = 2. Then,L = (;1) =6, K = |log, 6] = 2,

BER performance than MIMO OFDM. and2X = 4. The six antenna activation patterns are given by

The rest of this paper is organized as follows. In Sediibn I, {[1, 1,0,0]7,[1,0,1,0]7,[0,1,0,1]7,[0,0,1,1]7,
we present the GSIM system model, and a detailed analysis 0,1,1,0]7,[1,0,0, 1]T}.
of achievable rate and rate bounds in GSIM. We quantify rate
gains and savings in transmit RF chains in GSIM comparedOut of these six patterns, a3 = 4 patterns can be
to spatial multiplexing. The proposed detection algorithi@ken to form the se$. Accordingly, let us take the antenna
for GSIM and its BER performance are also presented. @gtivation pattern set as
Sec_tiorﬂ]], we present the GSFIM system model, analysis of g _ {11,1,0,007,[1,0,1,0)%, [0, 1,0, 1], [0,0,1,1]"}.
achievable rate in GSFIM, and BER performance of GSFIM.

Conclusions and scope for future work are presented in@ectirablel] shows the mapping of data bits to GSIM signals for
V] ns = 4, n.y = 2 for the above activation pattern set. Suppose



Data bits | Antenna activity Antenna status 8 ‘ ‘
K=2 pattern Ant.1 [ Ant.2 [ Ant.3 | Ant4 _
e
00 1, 1,0, 07T €A | €A | OFF | OFF 0 000000 o |
01 1,0, 1,07 €A | OFF | €A | OFF o (0N =8
10 0,1,0, 17 OFF | €A | OFF | €A LY
11 0,0, 1,17 OFF | OFF | €A [ €A

m
&
"
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TABLE | bR PP
DATA BITS TO GSIM SIGNAL MAPPING FORNt = 4, nyp = 2.

A: M-ARY MODULATION ALPHABET.

=
T

4-QAM is used to send information on the active antennas.
Letx € Ay* denote they,-length transmit vector. Lei10011
denote the information bit sequence. GSIM translates thiése

to the transmit vectox as follows:i) the first two bits are used !
to choose the activity patteri;) the second two bits form a

Achievable Rate (bpcu)

4-QAM symbol, andz'z’z‘).the third two _bits form another 4- ¥ 5 0 mber of st RE chairfg,'n 5 @
QAM symbol, so that, with Gray mapping, the transmit vector
x becomes Fig. 2. Achievable rate in GSIMRgsim, as a function ofr,.; for different
x = [14], 0, =1 -], O]T, values ofn, and 4-QAM.
wherej = =1 second term (contribution due to modulation symbol bits), o
' the other hand, increases linearly withy. These two terms
B. Achievable rates in GSIM when added can cause a peak at samein the range - | <

The wansmit vector in a given channel use in GSIM (f70 1SS, T8 TCCE e, The
formed usingi) antenna activation pattern selection bitsr’ate loss in the second term ise. M bocu per RF cha'in
and i7) M-ary modulation bits. The number of activation 52 pcu p

pattern selection bits i$log, (,* ) |. The number ofM-ary reduced. Therefore, we can rewrilg (1) as

modulation bits is, f log, M. C?ombining these two parts, Rysm = mulogy M+ {ng (nt )J
the achievable rate in GSIM with, transmit antennasy, ¢ Mg
transmit RF chains, and/-QAM is given by —(ny — nypp) logy M. (3)
- i , Case 1:iny > 2M
Hogsm = LlogQ <”rf>J +nle£)/g2_]\4/ bpeu @) If n, > 2M, then|log, n.| > log, M. By puttingn,; =
. modulation symbol bits ny — 1 |n @), we get
Let us examine the GSIM ratBgsim in (@) in some detalil. In Rgsim = nylogy M + [logyne| —logy M. (4)

particular, let us examine hoWgysim varies as a function of Therefore, in this case, theysm in @) is more tham, log, M,
its variables. Fig]2 shows the variation Bfsim as a function i.e., GSIM withn,; = n, — 1 RF chains achieves more rate
of n, for different values ofy; = 4,8,12,16,22,32, and 4- spatial multiplexing. This implieggity > n,log, M,
QAM. The value ofn, in the x-axis is varied from from O

- ~i.e., the maximum rate available in GSIM is more than the
to n,. As mentioned beforep,.; = n, corresponds to spatial gnatia| multiplexing rate. Conversely, if, < 21, we show

multiplexing. The Rgsim versusn, plot for a givenn, Shows pejqy that R is not more than the spatial multiplexing
an interesting behavior, namely, for a given, there is an o gsim

optimum n,.; that maximizes the achievable raigsim. Let Case 2:n, < 2M

Rysim denote the maximum achievable rate, i.e., If n, < 2M,

Rgsim = | Jnax Rgsim: (2) logyny < 141log, M. (5)
In Fig.[2, it is interesting to see th&ta2 does not necessarily From the properties of binomial coefficients, we have
occur atn,y = n, but at somen, y < n;. Rgsim can exceed ny ny
the spatial multiplexing rate ok, log, M whenever the first o - P

term in (1) exceedén, —n, ¢) log, M. The following theorem ] 1 Re—Tun
formally establishes the condition under which g wil _ ol =)y 1) thn —. (6)
be more than the spatial multiplexing raterflog, M. 1.2, (ng = nry) 2meed

Theorem 1: The maximum achievable rate in GSIM isHence,

strictly greater than the rate achieved in spatial mulkiplg
(i.e., Rygimy > nilogy M) iff ngy > 2M. {10 (m)J < [(ne — npp)logyne — ne 4+ npyp + 1] (7)
Proof: Consider the two terms on the right-hand side (RHS) nrf

of the rate expressiofi](1). The first term (contribution due t < [(ne = npp) (1 +logy M) — ne + npy + 1] ®)
antenna index bits) increases wheyy is increased from 0 < (ne —neg +1)logy M 9)
<

to | % | and then decreases, i.e., it peaksiat = | % |. The (n¢ — nyyp)log, M. (10)



The inequality in [(¥) is obtained by taking logarithm [d (6)l-et us rewrite [(Ib) and_(16) in the following way:
and [8) is obtained fron{{7) andl(5). Hence, usihy (3), we
obtain Rgsim < n¢log, M, for 1 < n,; < n;, and thus, for Rysim < fi(nesneg) + fa(nu,nep) +c1, (17)

ne < 2M, Rygy < n¢log, M. Combining the arguments inand
Cases 1 and 2, we gé&heorem 1 [
From Fig.[1, the following interesting observations can be
made:
1) by choosing the optimunin;,n,;) combination (i.e., where fi(n:,n,¢) = 0.5log2m, fo(ny,nep) =
using fewer RF chains than transmit antennas, < F(ni, g, 1ogy M), ¢ = log, £, andey = log, V2T _ | For

. . . 2
nt), GSIM can achieve a higher rate than that of spatigl fiyeq ne, the maximum value off; (n, n.s) in the range
multiplexing wheren,. = n;; and :

1 <n,r <ny—1is obtained atr,y =1 or n,y = ny — 1,

2) one can operate GSIM at the same rate as that of spatiglj the maximum value 8.5 log, ( ny ) Hence,
multiplexing but with even fewer RF chains. el

For example, fom; = 32, the optimumn,.; that maximizes

Rysim is 24 and the corresponding maximum r Feim

is 71 bpcu. Compare this rate witb2log,4 = 64 bpcu Also, the termf (

which is the rate achieved in spatif(;ljl multiplexling.lThlis is e minimum value i9).5log, - = 1 — 0.5 log, n; for even

11% gain in rate in GSIM compared to spatial multiplexing, : ny Tt

Interestingly, this rate gain is achieved using lesser rem%l_lznir;d 1805108, a5 = 1 — 0-5logymy for odd ne.

of RF chains; 24 RF chains in GSIM versus 32 RF chains '

in spatial multiplexing. This is a 25% savings in transmit RF min{ f1 (n, nrp)} > 1 —0.51og, ny. (20)

chains in GSIM compared to spatial multiplexing. Furthér, i

GSIM were to achieve the spatial multiplexing rate of 64 bpctherefore, from[(19)[{20) an@_(IL5), (14), we obtain the uppe

in this case, then it can achieve it with even fewer RF chairtspund onRgsim as

i.e., using just 18 RF chains which is a 43% savings in RF

Rysim > filng,nep) + fa(ng, nep) + co, (18)

max{ f1(ng, n.5)} = 0.51og, (19)

nt—l

ng, nry) is minimized forn,.; = [ %], and

chains compared to spatial multiplexing. Table 1l gives the Rgsim < f(ng, nyy,logy M)+ 0.51og, fu .
percentage gains in number of transmit RF chains at achieved e e
rate R = R and R = n, log, M, and the percentage gains +logy 5. (21)

in rates achieved by GSIM compared to spatial multiplexing o )
for n; = 16,32 with BPSK, 4-QAM, 8-QAM, and 16-QAM. In a similar way, from [(I6) and(14), we obtain the lower
bound onRgysim as
C. Bounds on achievable rates in GSIM
Rgsim > f(ne, nyyp,logy M) — 0.5log, ny

We now proceed to obtain bounds on the achievable rate in Nors

GSIM. From [1), we observe that +1logy —5—- (22)
€
Rgsim < log, (

TLt!

———— | +nrplogy M, (11)  Sincen, n,; and M take finite positive integer values, and
Ny pl(ng — npyp)!

because of the floor operation in the first term on the RHS in
and @), we can rewrite the bounds ih{21) andl(22) as

|
Rgsim > log, ( e ) +npploga M —1. (12)

Ny pl(ng — nyyp)!

From the properties of the factorial operator![22], we have

Rgsim < {f(nt, Ny f,10gy M) 4 0.51og,

TLt—l

n\m n\m +1 < (23)
2mn (—) < nl < eyn (—) , VYnéeN. (13) 08251
(& (&
Let us define the functiotf(n., n,r,log, M) as and
A
f(ng,npp,logy M) = nglogy ng — nyyplogy ngg Rgsim > {f(nt, Ny, logy M) — 0.5logy ny
—(n¢y — npyp)loge(ng — nyy) +npploge M. (14)
. . . . . . . 271.
Substituting [(IB) in[(T11), using (14), and simplifying, wetg +logy =51 (24)
& Tt
Rgsim < logy o— +0.5log, T (Mt — Tir7) Note that the above bounds dtysim can be computed easily
+f (14, nry, logy M). (15 for any n, nr, without the. need for the computation of_
o _ _ _ factorials of large numbers in the actual rate expression in
In a similar way, using[(13) in(12), we can write @). Further, noting that the optimum,; that maximizes
V2 fa(ne, nry) is given by
Rg'sim > log, _27T + 0.5log, ™
e Ny p(Ng — N g) . ng M

+f(ng,nyr,logy M) — 1. (16) N VA (25)



M-ar
alpha)t/)et Percentagesaving in no. of Tx|| Percentagesaving in no. of Tx RF|| Percentagencrease in rate ai
RF chains atk = Rg;‘in% chains atR = n¢ logy, M R= Ra;‘frf]
ne =16 | ny = 32 ne =16 | ny = 32 ne =16 | ny = 32
BPSK 31.25 40.63 68.75 71.88 43.75 46.88
4-QAM 18.75 25 37.5 43.75 9.385 10.94
8-QAM 6.25 12.5 18.75 21.88 2.08 3.13
16-QAM 6.25 3.13 6.25 9.38 0 0.78
TABLE I

PERCENTAGE SAVING IN TRANSMITRF CHAINS AND PERCENTAGE INCREASE IN RATE INGSIM COMPARED TO SPATIAL MULTIPLEXING FORn; = 16, 32
AND BPSK, 4-/8-/16-QAM.

we obtain upper and lower bounds &f:%2, by substituting 5 ‘ e
n’, in (28) into [23) and[{24), respectively, as n, =16, BPSK =
h ~ - =
!
Ryggim < {nt log, (M + 1) + 0.51og, — :?157 y
e £
+log, —J ; (26)
27 E 10r -A-Upper bound on Ry, b
and i -o-Exact Ry,
p— M :7 -7-Lower bound on Ry, |
Fasim 2 |/ (e | magpyg | loge M ) = 0.5logyme R
\/ﬂ 12 4 § 8w 12 u 15
+1lo ) 27 Number of RF chains,
g2 62 ( )

@)

These bounds oRgg can be calculated for any given and
M directly, without exhaustive computation of the rate fdr al
possible values of..;. From [26) and[{27), we observe that
asny — 00, Rygiy can be approximated by, log, (M + 1).
Note that a spatial multiplexing system which uses a zero-
augmented alphabét, achieves the rate of; log,(M + 1),

if all the symbols inA, are equiprobable.

In Fig.[3(@), we plot the upper and lower boundsRysim
computed using(23) an@ (24), respectively, along with £xac
Rgsim, for n, = 16 and BPSK (4 = 2). The number of p
RF chains,n,, is varied from 1 to 15. It can be observed i
that the upper and lower bounds are tight (witRifbpcu of ‘ ‘ ‘ ‘ ‘ ‘
the actual rate). In Fid. 3(b), we plot the upper and lower
bounds of Ryt obtained from [(26) and_(27), respectively,

=

=

=Y

o

Maximum Achievable Rate (bpcu)

1 2
Number of transmit antennas, n
sim

) , (b)
for different values ofn, and M = 2,4 (i.e., BPSK, 4-
QAM). The corresponding exadty:iy values are also plotted Fig. 3. (2) Bounds Ol'R%sim with BPSK forn; = 16 and varyingn,.s. (b)
for comparison. It can be observed that the lower and upg&i"ds O"igsim With BPSK and 4-QAM for varyingu:.
bounds of Ry are within2 bpcu of the exacfig. .
where||x||, denotes the zero norm of vecter(i.e., number of
non-zero entries irx), andt* denotes the antenna activation

D. GSIM signal detection pattern vector corresponding to, wherety = 1,iff z; #

In this subsection, we consider detection of GSIM signal@.vj =1,2,---,n;. Note that|U| = oFgsim The activation
LetH deno'ge then,. xn; channel matr_ix, Wherer_is the NUM- pattern setS and the mapping between elementsSofand
ber of receive antennas. Assume rich scattering environmgienna selection bits are known at both transmitter and

where the entries oH are modeled as circularly symmetriGeceiver. Hence from(28) an@{29), the ML decision rule
complex Gaussian with zero mean and unit variance.ytetsq, gsim signal detection is given by

denote then, x 1-sized received vector, which is given by

X = argminly — Hx|?. 30
y— Hx+n, 28) gmin |y | (30)

wherex is then; x 1-sized transmit vector and is then, x For small (\j/alu%slv?zna and Torfs the se;[g may bbedfully B
1-sized additive white Gaussian noise vector at the receiv pumerate an etection as perl(30) can be done. But

whoseith elementn; ~ CA'(0,02), ¥i = 1,2, --- ,n,. Let U or medium and large values af, and n,f, brute force

denote the set of all possible transmit vectors, given by computation of in (30) becomes (_:omputa_ltlonally prohlb_|t|ve.
Here, we propose a low complexity algorithm for detection of

U = {x|xe€h"" " |x]lo=n,t* €S}, (29) GSIM signals.



The proposed approach is based on Gibbs sampling, whef&® = 1 — p°, and
a Markov chain is formed with all possible transmitted vesto S NS2
o ly—Hx"|” —|ly—Hx""||
as states. As the total number of non-zero entries in the =5 _ exp(— o2 ) 33)
solution vector has to be equal tg.;, one can not sample 1+ exp(— ||Y*Hx5||2;QY*HxNS||2)
each coordinate individually as is done in the case of Gibbs . . o )
sampling based detection in conventional MIMO systems. [23] €€ ¢ gives the probability of mixing between Gibbs sam-

. . ) A |
To address this issue, we propose the following sampliffjn9 and sampling from uniform distribution. We uge= -,

approach: sample two coordinates at a time jointly, keepiPﬁg\?\/‘fg];??hsejrgggtiggggsagﬁis\i}% :f ;r;;g;ﬂim%?;’re

other(n, —2) coordinates fixed which contaim,.; — 1) non- S . ) . ¢
7610 entries. ' sampl!ng, the best vector obtained so far is updated. T.heeabo
1) Proposed modified Gibbs samplefFor any vector sampling process is repeated for aland k. The algorithm

< ¢ A7) x®lo = nys, where thet in the superscript is stopped after it meets the stopping criterion or reaches t

) . o . : maximum number of allowable iterations, and outputs thé bes
of x\") refers to the iteration index in the algorithm. Let ) .
\6ect0r in terms of ML cost obtained so far.

1,09, 1@ denote the locations of non-zero entries an . o . .
02,70 s by . osiff) 2) Stopping and restart criterionThe following stopping
JisJ25°** » Jne—n,, denote the locations of zero entriesdr’ . e o . .

] ) )+ ] ) criterion and restart criterion are employed in the aldpnit
We will samplez; ” andz; ~ jointly, keeping other coordinates| ot s denote the best vector so far as The stopping
fixed, wherel =1,2,--- ,n,y andk = 1,2,---, (n; = nrf)- criterion works as follows: compute a metri®,(z) =

2

As any possible transmitted vector can have onmly non- [ _ W ly-HR|>n.o
zero entries, the next possible statét!) can only be . Hiﬁx (C““"’Cll_ eX(IjO(IfiI(LZ))) ’therlqu(zg R . \/hﬁa2 I
any one of the following2|A| candidate vectors denoted by '€ nhormaize oSt Ok. I z has not changed for

(2%, w=1,2,---,2|A[}, which can be partitioned into two O4(z) iterations, then stop. This concludes one restart and
sets. In the first set co'rrespondingqto: 1,2,--- |A], we is declared as the output of this restart. Now, check whether
enlist the vectors which have the same act}vi’ty pétter;a(éfs I beIong; taS or not tp check it_s. validity. Several S.UCh runs,
Hence, =¥ = A%, 2% = 0,z, = x((]t)7q 12, mpq £ each starting from a different initial vector, are carried oll

the best valid output obtained so far is reliable in terms af M
we enlist the vectors whose activity pattern differs froratth cost. Let us denote the best vector among restart outputs as
of x® in locations j, and i;. Hence, = AV 2V = and the number of restarts. that has giweas output as;.
t) o We calculate another metri®,.(s) = [max (0, cep(s))| + 1

0,2¢ = 2g ,q = 1,2,-+,n,q 7 i, Ji, Vw = 1,2, AL and compare, with this. If r, is equal to©,.(s) or maximum
Forw = |Al + L [A[ +2,---,2[A], we e'}i')St_ the Vvectors  mper of restarts is reached, we terminate the algorittiva. T
vyhose activity pattgrn_dwf(ewr:);r‘;)mwthft of |_n I%:anois listing of the proposed algorithm is given Aigorithm [
jk andi;. Hence,zj = A 2y = 0,2 = 2¢7,¢ = 3) Complexity: The complexity of the proposed Gibbs
1,2, e, q 7 gy Yo = [A] + 1, |Al + 2,2 2|A]L sampling based detector can be separated into three parts:

To simplify the sampling process, we calculate the begt computation of starting vectors{) computation ofy™¥
vectors from the two sets corresponding to not swapping agfld R, and iii) computations involved in the sampling and
swapping the zero and non-zero locations, and choose am@@@ating process. In our simulations, we use MMSE output as
these two vectors. Let"' denote the best vector from thethe starting vector for the first restart, and random stgniec-
first set corresponding to no swap. We s€t° = x() +- Xe;,  tors for the subsequent restarts. The MMSE output needs the

i g, Yw = 1,2, [Al. Forw = [A]+ 1, [A] +2,- -, 2|A],

and minimize||y — Hx™V||2 over \. For this, we have computation of(HH + O'QInt)ilHHy, whose complexity
is O(n}). Note that this operation includes the computations
ly = Hx"|* = [y = HxY + e;,)||? of yMF and R. For the sampling and updating process, in
= yly — 2R (yMFx(t)) + <OFRx® each iteration, i.e., for each choice band k, the algorithm

- needs to computec®'r; and x®"r, | which requires
—2R (AyMFe;,) + 2R (/\X(t) Reu) +MPRisi (31)  O(n,;) computations. The rest of the computations @(@).
The number of iterations before the algorithm terminates is
whereyM¥ = yHH and R = HYH. Differentiating [31) found to be O(n,s(n; — n,y)) by computer simulations.

w.r.t A\ and equating it to zero, we get Thus, the total number of computations involvediii) is
(’)(nff (nt—nr5)). Hence, the total complexity of the proposed
(ygfp _ X(t)Hril) " algorithm for GSIM detection i€)(n}) + O(n2;(n; — ny)).
Ao , 32
pt Rimj ( )

E. BER performance results

wherer;, is thei;th column vector ofR. We obtainx™¥* = We now present the BER performance of GSIM. For
[x(t)+/\opteil]A, where[x], denotes the element-wise quantisystems with smalh;, we present brute-force ML detection
zation ofx to its nearest point irk. Similarly, we obtainx®, performance. For systems with largewhere brute-force ML
the best vector from the second set corresponding to swap. Hetection is prohibitive, we present the performance utieg
next statex(*t1) is chosen betweer® andxVS with proba- proposed detection algorithm. We also compare the perfor-
bility p° andp™?, respectively, where® = (1 — ¢)p° + 2, mance of GSIM with the performance of spatial multiplexing.



Algorithm 1 Proposed Gibbs sampling based algorithm for : — —
GSIM detection ‘ S |7 (22)-SM, 8-QAM
1: input: y, H, n¢, n,p; MAX-ITR: max. no. of iterations; MAX- 2 (4,2)-GSIM, 4-QAM
RST: max. no. of restarts; [© (41)-GSIM, 16-QAM |
2: Computey™¥ = y"H and R = H”H; initialize r = 0,
K= 1010, q= nit;
3: ¢(.) : ML cost fn; ©O4(.) : stopping criterionfn; ©..(.) : restart
criterion fn;
4: while r < MAX-RST do
5. x© :initial vector € A" |x V0 = nep B =
p(x); z=x9; t=0;

Bit Error Rate

6: while t < MAX-ITR do
7 for | =1ton,s do
8: for k=1 tons —n,y do
9: find 4; and jx indices;

. . NS _ [ (t) |
10: Somepu]te_Agg%fgatrzx%)f computex™” =[x + S T O R N R TR S

optSig A ' Average Received SNR (dB)

. ~S . 3 ~s

11: Computep” from (33); compute® = (1—¢)p° +4, _ _
pNS=1-p% Fig. 4. BER comparison betwegn, 2)-GSIM, (4, 1)-GSIM, and(2, 2)-SM

. (t+1) S NS i i systems with 6 bpcup, = 2, and brute-force ML detection.

12: Choosex betweenx” andx™ " with probability
s NS.
D ;

13: v = ¢(xD); W : ‘ ‘
14: if (v <p) then
15: z =x"Y; B =+: calculate©,(z);
16: end if
17: t=t+1 B =p;
18: end for .
19: end for 2
20: if ©s(z) <t then ¢
~ it B == B(=©+®) then 910" |— (43)-GSM, MMSE detecion e 1
22 goto step 26 l.l:] - (4,3)-GSIM, proposed detection A

. H m &’
22: ensni? i 0 (4,3)-GSIM, ML detection o
25:  end while 10°C| @ (8,7)-GSIM, MMSE detection ’ ’ B L
26 r=r+1 -+ (8,7)-GSIM, proposed detection A “x(
g; if tif ;E t:‘;?en A (87)-GSIV, ML detction '
29: k=8 rs=1;, s=uz Compute©,(s); g ; i ; ; 1 1 TR
30: end if Average Received SNR (dB)
315 if 3 :_: kK the.n Fig. 5.  BER comparison between MMSE detection, proposedcten,
32: rs =7s + 1 and brute-force ML detection in (4,3)-GSIM and (8,7)-GSIystems with
33 end if nr = nt, and 4-QAM.
34: if ro == O,(s) then
35: goto step 39 . .

. i that the rate is the same 6 bpcu. Since the systems are small,
36: end if me b bp Yy
37:  end if brute-force ML detection is used. It can be seen that (4,2)-
38: end while _ GSIM system performs better than (2,2)-SM system. That is,
39: output: s. s : output solution vector for the same rate of 6 bpcu and.; = 2, GSIM achieves

better performance than spatial multiplexing by about 1 dB

better performance at 0.01 uncoded BER. As we will see in
For notation purpose, a GSIM system with transmit anten- Figs.[6 and17, this improvement increases to about 1.5 to 2 dB
nas andn, s transmit RF chains is referred to agui,n,.r)- for 24 bpcu and 48 bpcu systems. It is noted that GSIM needs
GSIM” system. Also, we use the ternfrf;, n,r)-SM” system extra transmit antennas than spatial multiplexing to aehie
to refer the spatial multiplexing system whete= n,;. The this improvement. But the additional resources used in GSIM
following parameters are used in proposed detection dhgori  are not the transmit RF chains (which are expensive), byt onl
Cmin = 10n,7(ny — nyp), a1 = 10n,5(n, — n,p)logy, M, the transmit antenna elements (which are not expensivegnlt
MAX-ITR = 8n¢n,f(ng — n,‘f)\/ﬁ, MAX-RST= 20, c; = also be seen that even (4,1)-GSIM performs close to within
0.5(1 + log, M). Let n;’?d denote the minimum number of 0.5 dB of (2,2)-SM performance in medium to high SNRs.
RF chains in GSIM that achieves the same rate as in spafiliis shows that GSIM can save RF transmit chains without
multiplexing for a givem, andM. Letnj’}t denote the number losing much performance compared to spatial multiplexing.
of RF chains that achievelsygit for a givenn, and M. Fig. 3 shows the BER performance of different detection

In Fig.[4, we show the BER comparison betwegri4,2)- schemes for GSIM. (4,3)-GSIM and (8,7)-GSIM with = n,

GSIM with 4-QAM, i7) (4,1)-GSIM with 16-QAM, andiii) and 4-QAM are considered. Note that the choice of in both
(2,2)-SM with 8-QAM, usingn, = 2. Note that in all the systems corresponds ﬁi’f’t. Three detectors, namely, MMSE
three systems, the modulation alphabets have been chaden sietector, proposed detector, and brute-force ML deteatr a



considered. It can be seen that MMSE detector yields very * », f
poor performance, but the proposed detector yields a perfor
mance which almost matches the ML detector performance.
The proposed detector achieves this almost ML performance "
in just cubic complexity inn;, whereas ML detection has
exponential complexity im;.

In Fig.[8, we compare the performance of three systems,
each achieving 24 bpcu) (8,8)-SM with 8-QAM and ML
detection using sphere decoder (SB), (12,8)-GSIM with
4-QAM and proposed detection, and) (12,12)-SM system
with 4-QAM using generalized sphere decoder (d%[ﬁ)ll
the three systems use. = 8. Fig.[8 shows that the (12,8)- 4 (8,8)-SM, 8-QAM, sphere decoding “'e‘
GSIM with proposed detection outperforms (8,8)-SM with SD ‘ ‘ ‘
employing same RF resources by about 2 dB in high SNR i d s o 2 ¢ & # a
regime by using four extra transmit antennas. The perfooman Arerage Recelved SR (B
of (12,8)-GSIM with proposed detection is very close to thfat Fig. 6. BER f:ﬁmgpgriAS&n a;rr}grzmgB;héeshjystems achiiviz%iﬁbpc(%s))-
(12,12)-SM system with GSD which uses more RF resourcgl§ system with 8-QAM,:i) (12,8)- system with 4-QAM, andii
to achieve the same rate. Also, the proposed detectorcfé;%s’lz)-SM system with 4-QAMg = 8.

a much lower complexity than GSD which has exponential
complexity inn.

Fig.[@ shows the BER comparison between GSIM and SM
using same RF resources fof; = ni?t, n, = n,y to achieve
48 bpcu. GSIM uses; = 22 and 4-QAM, whereas (16,16)-
SM scheme uses 8-QAM modulation alphabet to match the
rate. For GSIM, the proposed detection is used. For SM, spher
decoding is used. It can be seen that, (22,16)-GSIM scheme
outperforms (16,16)-SM scheme using same RF resources by =
about 2 dB in the medium to high SNR regime by using six
extra transmit antennas. Also, the proposed detection has a 9
much lower complexity than SD.

In Figs. [6 and[]7, we also observe that at low SNRs © (22.16)-GSIM, 4-QAM, proposed detection
the SM schemes have better BER performance compared to - | | | | .
the corresponding GSIM schemes. This can be explained as ’ ’ v AverageRelczeivedSNR(dBl; g #
follows. First, it can be observed that, to achieve the sanlg% 7. BER comparison between GSIM and SM systems using §ne
rate, GSIM needs smaller-sized constellation compare®to S o, rces fon, s = n°"", n, = n,; to achieve 48 bpcu.

Hence, GSIM will have a larger minimum distance among the

constellation points than that in SM. Second, unlike in SM
where there are no antenna index bits, the following twogype
of error events are observed in GSIN:the antenna activity
pattern itself is decoded wrongly, and thus both the antenndn this section, we propose a generalized space-frequency
index bits and modulation symbol bits are incorrectly dehd index modulation (GSFIM) scheme which encodes bits
and i) the antenna activity pattern is decoded correctly, btirough indexing in both spatial as well as frequency domain
the modulation symbol bits are wrongly decoded. At mediufaSFIM can be viewed as a generalization of the GSIM scheme
to high SNRs, the error event of the second type is more likgijesented in the previous section by exploiting indexinthin

to occur and therefore this type of error events dominates tiequency domain as well. In the proposed GSFIM scheme,
resulting performance. Coupled with this, a larger minimudRformation bits are mapped through antenna indexing in the
distance among constellation points in GSIM than that in ttf@atial domain, frequency indexing in the frequency domain
corresponding SM makes GSIM to outperform SM in mediu@nd}-ary modulation. After mapping, the signal is modulated
to high SNRs. But at low SNRs, the error event of the first typésing OFDM and is transmitted through the selected antennas
is more likely to occur and this error event type dominates tfyVe obtain the rate equation for the proposed GSFIM system
resulting performance. Since there are no antenna indgsirbit 2nd study its achievable rate, rate variation as a function
SM, error events of the first type do not occur in SM, leadingf the parameters involved, and the rate gain compared to
to better performance for SM in the low SNR regime. conventional MIMO-OFDM.

24 bpeu, p =8

Bit Error Rate

A (12,12)-SM, 4-QAM, Gen. sphere decoding

He (12,8)-GSIM, 4-QAM, proposed detection

7l 1 1

1 . .

48 bpeu, p =16

=
=}

Bit Error Rate
<
i

<) (16,16)-SM, 8-QAW, sphere decoding , . ) E

IIl. GENERALIZED SPACE-FREQUENCY INDEX
MODULATION

ISince n, = 8, the (12,12)-SM system is an underdetermined systerf. System model
Therefore, we have used the GSD [in][24] which achieves MLadete in Th d GSEIM .
such underdetermined systems. GSD for spatial modulatsrbben reported € propose system uses transmit antennas,

in [25]. ny¢ transmit RF chainsl < n,; < n;, N subcarriers,



Antenna index bits

'

N =16 Subcarriers
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Frequency index bits
and . . L
M-ary modulation bits Fig. 9. Frequency indexing in GSFIM.
17
2 0O 1 1 1 1 0 1 1 1 1 0 1
LM'MO_OFDMH Detection GSFM | o Sy = Hl 11 1} ’ {1 11 1} ) {1 11 1] )
.| Demodulator Decoder
ny. 1 1 1 0 1 1 1 1 1 1 1 1
11 1 11’10 1 1 1}’{1 O 1 1|
Fig. 8. Block diagram of GSFIM transmitter and receiver. {1 1 1 1] {1 1 1 1} }
11 0 1)’|11 1 1 0|~

andn, receive antennas. The channel between each transRHPPOS€A is 4-QAM. Let [00101001111000110] denote the
and receive antenna pair is assumed to be frequency-seledfiformation bit sequence for sub-matri8,. The GSFIM
fading with L multipaths. The block diagrams of the GSFInvencoder translates these bits to the sub-ma@ixas follows:
transmitter and receiver are shown in Fig. 8. At any givele first 3 bits are used to choose the frequency activitepatt
time, onlyn, ; transmit antennas are active and the remainirfe., 001 chooses the activation pattetn | | ﬂ in the
ny — nyy antennas remain silent. The GSFIM encoder taksstS; above), and the next 14 bits are mapped to seven 4-
[logsy (nﬁtf)J bits and maps ta.,.; out of n, transmit antennas QAM symbols so that one 4-QAM symbol gets mapped to
(antenna index bits). It also takes additional bits to inglelx- one active subcarrier. The sub-matid then becomes
carriers (frequency index bits) and bits fdf-ary modulation 1 j

1 +j] ’

symbols on subcarriers. The frequency and antenna indexing
mechanisms are detailed below.

1) Frequency indexingConsider a matriB of sizen, s x wherej = v—1. Likewi_se, the _sub-matriceBi, 1=2,3,4are
N whose entries belong té.,, where Ay — A U 0 with formed. The full matrixB of sizen,; x N is then formed as
A denoting anM-ary modulation alphabet. The frequency
index bits andM-ary modulation bits are embedded B

as follows. The matrixB is divided inton, sub-matrices Each row of the matrixB is of dimensionl x N. There are
B,,B,,---B,,, each of sizen,; x ny, whereny = nﬁb IS n,, rows. EachN-length row vector inB is fed to the IFFT
the number subcarriers per sub-matrix (see Elg. 9). ket block in the OFDM modulator to generate Ahlength OFDM

1 < k < n;sny denote the number of non-zero elements isymbol. A total ofn,; such OFDM symbols, one for each
each sub-matrix, where each of the non-zero elements beleog in B, are generated. Thesg ; OFDM symbols are then

to A. Thisk is a design parameter. Then, for each sub-matri¢ansmitted through,.; active transmit antennas in parallel.
there ard; = (") possible ‘frequency activation patterns’ The choice of these.,.; active transmit antennas among the
A frequency activation pattern for a given sub-matrix refer 5, available antennas is made through antenna indexing as
a possible combination of zero and non-zero entries in th@tscribed below.

sub-matrix. Note that not all; activation patterns are needed 2) Antenna indexing: The selection ofn,; out of n,

for frequency indexing. An2*/ patterns out of them, where antennas for transmission is made based on antenna index bit
kg = [log, ("{"’)], are adequate. Take agy'/ patterns out The antenna index bits choose an ‘antenna activation patter
of I; patterns and form a set called the ‘frequency activatiqghich tells whichn,.; antennas out af, antennas are used for
pattern set’, denoted by;. The frequency activation patterniransmission. There aig = (1) antenna activation patterns
for a given sgb—matrlx is th_en formed by choosmg one amongssiple, and:, — Uogz (:t )J bits are used to choose one
the patterns in the s&; usingky bits. Theseky bits are the among them. Thesg, bits are the antenna index bits. Note
frequency index bits for that sub-matrix. So, there are @l tuft

. o _ " that not all, activation patterns are needed, and &y
nyky frequency index bits in the entire matrB. In addition

h ¢ - dex bi bi iod patterns out of them are adequate. Take 2wy patterns out
to these frequency index bitéyy, log, M bits are carried as o ; natterns and form a set called the ‘antenna activation

M-ary modulation bits in the non-zero entriesBf pattern set’, denoted bS,.

Example:Let us illustrate this using the following example. Example:Let us illustrate this using the following example.
Letn,; =2, N =16,n; = 4,andk = 7. Thenny = 42 =4, Letn, =3, n,y =2. Then,l, = (3) = 3, ko = [log, (3) | =
ly = (5) =8, ky = [log,8] = 3, and2*s = 8. In this [log, 3| = 1, and2*= = 2. The possible antenna activation
example/; = 2K = 8, i.e., all the 8 possible patterns are irpatterns are given by[1,1,0]",[1,0,1]7,[0,1,1]7}. The set
the frequency activation pattern set, given by S, is formed by selecting any two patterns out of the above

~1-j 0
1—j —1+4]j

~1+j

B, 103

B = [B; B, B; By].
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three patterns. For examplg, can be

Se = {[1,1,0]",[1,0,1]"}.

An n,y x n; switch connects the transmit RF chains t
the transmit antennas. The chosep; out of n; transmit
antennas transmit the MIMO-OFDM symbol constructed usir
the frequency index bits and/-ary modulation bits. The
active transmit antennas can change from one MIMO-OFD
symbol to the other.

R 1 (bpcu)

o N=8
B. Achievable rate, rate variation, and rate gain ) n.=2, N=16, L=4, M=2 N,=16 |
In GSFIM, the information bits are encoded usifgfre- —— N;=32
quency indexing over each sub-matiB, i = 1,2,-- -, n, % . I IS 2 = - g

11) M-ary modulation symbols in each sub-matrix, atit) k
antenna indexing. The number of frequency indexing bits per
sub-matrix is |log, (""4"/) |. The number of)M-ary modu-

lation bits in each sub-matrix i&log, M. The number of .
antenna indexing bits i%logg (n"ff)i/I Combining these three

parts, the achievable rate in GSFIM with transmit antennas,
n,¢ transmit RF chainsN subcarriersp, sub-matrices, and
M-ary modulation is given by

Roer Png ("f)J n [log, ("4") | ny g |
gsfim N+L-1 N+L-1 2 |
RA RF
kny logy M ) o N 16
~ bpcu 34 st n¢=2, N=16, L=4, M=4 — N |
( N+L-1) P (34) 0 N~
o

RQ 0 é 1‘0 1‘5 k 2‘0 2‘5 3‘0 35
Note that in a conventional MIMO-OFDM system, there is

no contribution to the rate by antenna or frequency indexing (b) M =4

and the achieved rate is only througW-ary modulation

symbols. Also, in MIMO-OFDM,M—ary modulation symbols Fig. 10. RateR; = R + Rq as a function ofk for different values of

. . Ny =mn.yny.

are mounted on allV subcarriers on each of the., active

transmit antennas. Therefore, the achieved rate in MIMO-
OFDM (with no antenna and frequency indexing) for the same
parameters as in GSFIM is given by

which caseRgsfim becomes7M which is less

N+L-1
than Rmimo-ofdm given by

nbnT]anfI}ogz(M)
o
1 the sum of rateskRF and R in [B4) as a function of
Rimimo-ofd :<7)nTN10 M bpeu (35)  ° . F Q :
mime-om N+L—1)" 0% peu (35) k reaches its maximum for a value &fin the range

From [33) and[(35), we can make the following observa- L5~ andn,n;, and so does the total raftysfim The

tions: maximum~Rysim Will be more than or equal t&mimo-ofdm.
« conventional MIMO-OFDM becomes a special case i now illustrate the above observations through numerical
A
GSFIM forn,; = ny, ny = N (i.e.,n, = 1). results. DefineR; 2 Re + Rq and Ny = n,¢ny. In Fig.
« GSIM presented in Sectidnl Il becomes a special caselldl, we plot R; as a function ofk, for different values of
GSFIM forN =ny =np =1, k =n,s. Ny =8,16,32, L = 4, and M = 2,4. We observe thaf?;

o for n,; < mn:, Ra > 0, which is the additional rate con-reaches its maximum value fdarbetween[%J andNy. Also,
tributed by antenna indexing. In this cadeysim in (34) the maximumR; increases asV; increases because th&
can be more or less comparedR@imo-otam depending on term in [34) increases withV.
the choice of parameters. For example, the paranieter In Fig.[I1, we plot the maximunRgsim as a function of
can take values in the range 1 tg¢n;. An instance n; for n,y =8, N =32, L =4, andny = 1,2,4,8, 16, 32.
where Rgsiim is more than Rmimo-otam happens when Rmimo-ofam IS also plotted for comparison. We observe that for
k = n,snyg, in which caseRr = 0 and Rg = Rmimo-ofam: @ givenny, the maximumRgssim increases withn, because
Therefore,Ra is the excess rate (rate gain) in GSFIMf the increase in antenna index bits carried. For a given
compared to MIMO-OFDM. Likewise, an instance wherand n, s, the maximumZRgssim increases with increase iny
Rgsiim is less thanRmimo-otam happens wherk = 1, in  because of increase iNy and the associated increasea.
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From this figure, we can see that GSFIM can achieve a r:
gain of up to 65% forM = 2 and up to 19% forM = 4,
compared to MIMO-OFDM. In Figi_12, we have plotted the 120

percentage rate gain in GSFIM compared to MIMO-OFDM M
(i.e., difference between maximuRysim and Rmimo-ofdm iN r ?/‘?’././/—J;//’j/g
percentage), as a functionof  for n; = 32, N = 32, L =4,

13

n,=8, N=32, L=4, M=2

(bpcu)

andn; = 2,4,8,16,32. As can be observed in Fig.112, GSFIM £ —<—§§E:m i iz
can achieve rate gains up to 65% fbf = 2 and 20% for N +GSF|M " 5 |
M = 4, compared to MIMO-OFDM. g +GSFIM M .

In Fig. 13, we plot the maximunRysim as a function of 8 +GSFIM N - ]
n.y for a givenn, = 32, N =32, L =4 andny =1,32. | __.___ +GSFIM nf . o
We can observe that for a givery, the rate increases with T : MIMO—OFDM. n=n.=8 1
n,r because of the increase k. For a givenn, s, the the | L Lo
maximum Rgsfim increases with increase in;. In Fig. [13, 5 10 s 5;0 = 0 ES
we have plotted bar graphs showing the percentage savil _ ‘
in transmit RF chains in GSFIM compared to MIMO-OFDM (@M=2
ng =N =32, L =4, andn; = 1,4, 32. It can be observed
that this savings is high for small-sized modulation algtab 18
— e.g., the savings is up to 42% far = 2 and 20% for Lol N8 N=32,L=4, M=4 |

M =4.

In Fig.[18, we plot the maximunRysim as a function of 17l //%/ﬁ 7
ng for ny = 32, n,y = 8, L = 4, and N = 32. We can %/”'//j
GSFIM, n,=32

=5
Q
. . . =3
observe that the maximurRgsim increases for up to certain <
. L. . E —_—

ny and thereafter it saturates. This is because the maximi LB vt |
o
=

=16

f
. GSFIM, n,
Ry saturates to a valuf£"5°% U0 for jarge . GSFIM, n=8

155 —_—V

,_ GSFIM, n=4
C. GSFIM signal detection and performance 151 GSFIM, n=2 .
In this subsection, we consider GSFIM signal detectic wsl 0T GSFIM, n=1 ]
and performance. LeH,, denoten, x n; channel matrixon | | ----- MIMO-OFDM, n:=n =8
subcarriern. Let H2 denote then, x n,y channel matrix g 10 15 20 2 20 3s
corresponding to the chosen; antennas. The superscripin M
H?2 refers to the antenna activation pattern thz?\t tells WW (b) M =4
antennas are chosen. Let us denoterthex 1-sized received
vector on subcarrien asy,, which can be written as Fig. 11. Maximum Rgsfim as a function ofn;, for n,.; = 8 and different
values ofn
yn:HZZn+Wn7 n:1127"'7N7 (36) r

wherez,, is then,; x 1-sized transmitted vector on subcarrier ) o
n, andw,, is then, x 1-sized additive white Gaussian noise/€ctorsz’,i =1,--- . n, representing the frequency activation
vector at the receiverw, ~ CA(0,02I, ). Consider the Pattern andi/-ary modulat|on bits is

system model in[(36) for th&h sub-matrix, given by o ‘
. . . d(a,zl,ZQ,--- 7an) = Z”yZ _G?leQ' (39)
Y. = H?zl+wl7 12211221"' s ljy aznfa (37) i—1
wherei; = (i — 1)ny + j. Write (37) as Let U denote the set of all possiblé-length transmit vectors
corresponding to a sub-matrix. Theld,is given b
vy = G2zl 4w, i=1,2,--,m, (38) ponding . X 'S gV y
N¢x1 x
where U = {x[xeAe™™ |xllo =k t*€Ss}, (40)
Yia Ziy wheret* denotes the frequency activity pattern corresponding
;| Y i | % to x, wheret¥ = 1,iff z; # 0 ,Vj = 1,2,---,Ny. The
y = : 2= : ’ antenna activation and frequency activation pattern sts (
Vi z; S¢), and the antenna and frequency index bit maps are known
i i at both transmitter and receiver. Therefore, frén (39) &), (
H? 0 the ML decision rule for GSFIM signal detection is given by
H?
Ga — "2 (a,2',2, - 2™) = argmin  d(a,z',z*, - z{4L)
i ' acS,,z'€U,Vi
0 H";‘nf By inverse mapping, the antenna index bits are recovered

from a and the frequency index bits are recovered from
The ML metric for a given antenna activation patterrand z',22,- .., 2",
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Fig. 12. Percentage rate gain in GSFIM compared to MIMO-OFBdMa  Fig. 13. MaximungSﬁm as a function ofn,. ¢, for ny = N = 32, and
function ofn,.; andny. ny =1,4,32.

the associated modulation bits are more likely to be in error
%aking MIMO-OFDM to perform better. Similar performance
cross-overs have been reported in the literature for single
antenna OFDM with/without subcarrier indexing (e.@..1)12]
where it has been shown that OFDM with subcarrier indexing
outperforms classical OFDM without subcarrier indexing at
moderate to high SNRs, whereas classical OFDM outperforms
OFDM with subcarrier indexing at low SNRs. The plots in
I8(b), the GSFIM system has, = 3, n,y = 2, N = 16, Figs.[16(a) and (b) essentially capture a similar phenomeno

o= 4, n, = 2,3, L = 4, 4-QAM, and the achieved when there are index bits both frequency as well as spatial
rate is Rgsfim = 3.6316 bpcu. The MIMO-OFDM system has 0 oino

ng = nyyp =2, N =16, n, = 2,3, L = 4, 4-QAM, and

the achieved rate iRmimo-ofam = 3.3684 bpcu. It is seen

that in Figs.[Ib(a) and (b), GSFIM has higher rates than IV.  CONCLUSIONS

MIMO-OFDM. In terms of error performance, while MIMO- We introduced index modulation where information bits

OFDM performs better at low SNRs, GSFIM performs betteare encoded in the indices of the active antennas (spatial
at moderate to high SNRs. This performance cross-over candmmain) and subcarriers (frequency domain), in addition to
explained in the same way as explained in the case of GSIMdanveying information bits through conventional modudati

the previous section (Sdc._II-E, Fi§$. 6 &and 7); i.e., at matde symbols. For generalized spatial index modulation (GSIM),

to high SNRs, errors in index bits are less likely and this @sakwhere bits are indexed only in the spatial domain, we derived
GSFIM perform better; at low SNRs, index bits and hendbe expression for achievable rate as well as easy-to-ctampu

In Figs.[I6(a) and (b), we show the BER performan
of GSFIM in comparison with MIMO-OFDM under ML
detection. In Fig[16(a), the GSFIM system has = 3,
nep = 2, N =8 ny =4, n, = 2,4, 4-QAM, and
the achieved rate iRgsim = 3.1818 bpcu. The MIMO-
OFDM hasn; = n,y = 2, N = 8, n, = 2,4, 4-QAM,
and the achieved rate Bmimo-ofam = 2.9091 bpcu. In Fig.
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Fig. 16. BER performance of GSFIM and MIMO-OFDM under ML

detection. (a) GSFIM witmt = 3, n,.y = 2, N = 8, ny = 4, n, = 2,4,
L = 4, 4-QAM, 3.1818 bpcu, and MIMO-OFDM witlm; = n,.; = 2,
N =8, n, =24, L =4, 4-QAM, 2.9091 bpcu. (b) GSFIM with,; = 3,
nep =2, N =16, ny =4, n, = 2,3, L = 4, 4-QAM, 3.6316 bpcu, and
MIMO-OFDM with n¢ = n,y = 16, N = 16, n, = 2,3, L = 4, 4-QAM,
3.3684 bpcu.

upper and lower bounds on this rate. We showed that the
achievable rate in GSIM can be more than that in spatial
multiplexing, and analytically established the conditiomder
which this can happen. We also proposed a Gibbs sampling
based detection algorithm for GSIM and showed that GSIM
can achieve better BER performance than spatial multipgexi
GSIM achieved this better performance using fewer transmit
RF chains compared to spatial multiplexing. For generdlize
space-frequency index modulation (GSFIM), where bits are
encoded in the indices of both active antennas as well as sub-
carriers, we derived the achievable rate expression. Naaier
results showed that GSFIM can achieve higher rates compared
to conventional MIMO-OFDM. Also, BER results using ML
detection showed the potential for GSFIM performing better
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than MIMO-OFDM at moderate high SNRs. Low complexity22] B. Schmuland, “Factorials!,” available online:
detection methods for GSFIM can be taken up for future

extension to this work.
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