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Abstract—With huge unlicensed bandwidth available in most
parts of the world, millimeter wave (mmWave) communicatiors

in the 60 GHz band has been considered as one of the most

promising candidates to support multi-gigabit wireless serices.
Due to high propagation loss of mmWave channels, beamformin

including on-chip and in-package antennas, radio frequenc
(RF) power amplifiers (PAs), low-noise amplifiers (LNAS),
voltage-controlled oscillators (VCOs), mixers, and agaio-
digital converters (ADCs) has accelerated popularizatbn

is likely to become adopted as an essential technique. Conse Wireless products and services in the 60 GHz band[[1]-[3]. In

quently, transmission in 60 GHz band is inherently directional.
Directivity enables concurrent transmissions (spatial rese),
which can be fully exploited to improve network capacity. Inthis
paper, we propose a multiple paths multi-hop scheduling same,
termed MPMH, for mmWave wireless personal area networks,
where the traffic across links of low channel quality is transnitted
through multiple paths of multiple hops to unleash the potetial
of spatial reuse. We formulate the problem of multiple paths
multi-hop scheduling as a mixed integer linear program (MILP),
which is generally NP-hard. To enable the implementation othe
multiple paths multi-hop transmission in practice, we propose
a heuristic scheme including path selection, traffic distiution,
and multiple paths multi-hop scheduling to efficiently sohe the
formulated problem. Finally, through extensive simulatins, we
demonstrate MPMH achieves near-optimal network performarce
in terms of transmission delay and throughput, and enhances
the network performance significantly compared with existng
protocols.

I. INTRODUCTION

terms of standardization, several standards have beeredefin
for indoor wireless personal area networks (WPAN) and
wireless local area networks (WLAN), for example, ECMA-
387 [4] , IEEE 802.15.3c¢[5], and IEEE 802.114d [6]. Due
to high carrier frequency, mmWave communication systems
are fundamentally different from other existing commutima
systems using lower carrier frequencies (e.g., from 900 MHz
to 5 GHz). Therefore, network architectures and protocaols,
especially medium access control (MAC) mechanism, require
new thinking to fully unleash the potential of mmWave com-
munications.

MmWave communications in the 60 GHz band suffers from
high propagation loss. The free space propagation losssscal
as the square of the wavelength, which indicates that the fre
space propagation loss at 60 GHz band is 28 decibels (dB)
more than that at 2.4 GHZz][7]. Thus, 60 GHz communica-
tions is mainly used for short-range indoor communications
To combat severe channel attenuation, high gain diredtiona

Recently, millimeter wave (mmWave) communications iantennas are utilized at both the transmitter and receiate
the 60 GHz band has attracted considerable interest fré&d@amforming has been adopted as an essential technique to
academia, industry, and standards bodies. Due to its hugarch for the best antenna weight vectors (AWY) [8]-[10].
unlicensed bandwidth (i.e., up to 7 GHz in the USA), 60 With directional transmission, the third party nodes cdanno
GHz communications is able to support multi-gigabit wissle perform carrier sense as in IEEE 802.11 to avoid contention
services, such as high-speed data transfer between devig#g current transmission, which is know as the deafness

(e.g., cameras, pads, and personal computers), wirelgabigi

problem [11]. On the other hand, there is less interference

ethernet, wireless gaming, and real-time streaming of bdietween links, and thus concurrent transmission (spatiele)
the compressed and uncompressed high definition televisiAn be exploited to greatly increase the network capacity.
Meanwhile, rapid progress in 60-GHz mm-wave circuitd;jowever, on one hand, for flows across links of low channel
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quality or with significantly higher traffic demand, more
network resources (e.g., time slots) are needed. In this, cas
these extra resources cannot be utilized efficiently duegs |
spatial reuse. Consequently, system performance is degjrad
significantly. Thus, more efficient transmission mechasgism
are needed to address the performance degradation when
there are flows across links of low channel quality or with
significantly higher traffic demand. For example, In1[12], a
traffic flow of a long hop is transmitted over multiple short
hops to improve flow throughput. Similarly, in D-CoopMAC
[13], the direct long link is replaced by a two-hop link if a
relay that has higher rate links with both source and det#ima
exists. On the other hand, for flows supporting applicatioins
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high throughput, such as high-definition television (HDTV)system model and illustrate our basic idea by an example.
much more time slots are needed to satisfy their througlgut kWe formulate the optimal multiple paths multi-hop schedgli
quirements in TDMA-based protocols such as IEEE 802.15.3xoblem as an MILP in sectioh V. The MPMH scheme
Consequently, there are not enough time slots allocated fsrillustrated in sectioi_ V. In sectioh_VI, we evaluate the
other flows, which may lead to serious unfairness in WPANperformance of MPMH under various traffic patterns and
Besides, the number of flows scheduled each time in thesmulation parameters. Finally, we conclude this paper in
protocols will be very small. Therefore, fully exploitingatial section[VI].

reuse to improve the throughput of these flows while achggvin

high system performance is an important and challenging I
issue.

Recently, the hybrid beamforming structure has been pro-Transmission scheduling for mmWave communications in
posed to obtain the multiplexing gain of Multiple-Inputthe 60 GHz band has been investigated in the literature [11]-
Multiple-Output (MIMO) and also provide high beamforming13], [17]-[20], [22]-[27]. Since ECMA-387[]4] and IEEE
gain to overcome high propagation loss in mmWave ban882.15.3c[[5] adopted time division multiple access (TDMA)
[4]. In the hybrid beamforming structure, multiple RF link Some work is also based on TDMA [17], 18], [27]. [23]. [26],
can be established via the design of the digital precoder a2d]. In two protocols based on IEEE 802.15.3c, multiplédin
the analog beamformer to reap the spatial multiplexing ga@ie scheduled to communicate in the same slot if the mudti-us
of MIMO [I5], [16]. To improve the throughput of flows of interference (MUI) is below a specific threshdld[17]./[18hi
low channel quality or with high traffic demand, transmigtin €t al. [22] introduced the concept of exclusive region (ER) to
these flows through multiple paths concurrently similartte t €nable concurrent transmissions, and derived the ER condi-
multiple RF links in the hybrid beamforming structure wik b tions that concurrent transmissions always outperform FOM
an effective way, and should be considered in the design @faoet al.[23] proposed a concurrent transmission scheduling
Schedu"ng schemes for mmWave communications. algorithm for an indoor IEEE 802.15.3c WPAN, where non-

In this paper, motivated by the spatial multiplexing stuset interfering and interfering links are scheduled to trartsmi
in hybrid beamforming, we propose a novel multiple patHfgoncurrently to maximize the number of flows with the quality
multi-hop scheduling scheme (MPMH) to boost the spati&f service requirement of egch flow satisfied. Furthermore,
reuse in mmWave WPANSs. By transmitting the traffic of flowgnulti-hop concurrent transmissions (MHCT) are enabled to
with low channel quality on the direct paths or high traffi@ddress the link outage problem (blockage) and to combat
demand through multiple multi-hop paths, the potentialzt-s uge path loss to improve flow throughput [12]. MHCT,
tial reuse is unleashed, and concurrent transmissionsese thhowever, only transmits traffic of flows through multiple Isop
paths are fully exploited to enhance the system performarfOne path, and does not exploit the concurrent transmissio
in terms of flow and network throughput. The contributions dn multiple paths to improve flow throughput and network

this paper are three-fold, which are summarized as followsthroughput. In IEEE 802.15.3c, during the random access
period, the piconet controller is in the omni-directionabahe

« We formulate the multiple paths multi-hop scheduling, 5oy the deafness problem, which may not be feasible for
problem into a mixed integer linear program (MILP)\vave systems of the multi-gigabit domain with highly
.e., to minimize the number of time slots by multipl&yirectional transmissions. For bursty traffic patternshsas
paths multi-hop transmissions with the traffic demand e |nterrupted Poisson Process (IPP), TDMA based pragocol
all flows accommodated. Concurrent transmissions, i.¢yay result in over-allocated medium access time for some

spatial reuse, are explicitly considered under the signal fers \hile resulting in under-allocated medium accese tim
interference plus noise ratio (SINR) interference model i, ihers

this formulated pro?"‘?m- . There is some other work based on a central controller

» We propose an efficient and practical schem_e FO SOIY@ coordinate the transmissions in WPANs|[11],1[13],1[19],
the formulated NP—hard problgm py threg heuristic algm' [24]. Gong et al. [19] proposed a directional carrier
rlt_hm_s of path s_electlon, traffic d.'Str_'bUt'on’ a”‘?' ransganse multiple access with collision avoidance (CSMA/CA)
mission scheduling. In th_e t_ransm|53|on sche(_julmg algBFotocol, which mainly focuses on solving the deafness prob
rithm, co_ncu_rrent transmlssmn; are e”a*?'e‘?' if the SINI'gm. It exploits virtual carrier sensing, and depends on the
of each link is able to support its transmission rate. iconet coordinator (PNC) to distribute the network altoma

» Extensive S|mulat|ons are carried out to demonstr Bctor (NAV) information. However, it does not exploit the
the near-optimal network performance of MPMH, an

. ¢ : ¢ del d th h atial reuse fully and also does not consider multiple path
superior periormance in terms of delay and throughp ulti-hop transmissions. In the multi-hop relay direcabn

compare_d with othgr existing protocols. PerformamﬁAC protocol (MRDMAC), if a wireless terminal (WT) is
unde_r d|ffe_rent maximurm num_ber_of hops on pa’Fhs Rst, the access point (AP) will choose a WT among the
al_so mvestlgate_d to prqwde guidelines for the choice ®le WTs to act as a relay to the lost node|[20]. However,
this parameter in practice. MRDMAC does not fully exploit spatial reuse since most
The rest of this paper is organized as follows. We disransmissions go through the piconet coordinator (PNC&nCh
cuss related work on concurrent transmission scheduling ft al. [24] proposed a spatial reuse strategy to schedule two
mmWave WPANs in sectionlll. In sectignllll, we present thelifferent service periods (SPs) to overlap with each other

. RELATED WORK



for an IEEE 802.11 ad WPAN. Recently, Sat al. [1I] the up-to-date network topology and the location informati
proposed a frame based directional MAC protocol (FDMACHf other devices. With this information, the beamforming
The high efficiency of FDMAC is achieved by amortizing thévetween nodes can be completed in a short time, and each
scheduling overhead over multiple concurrent transnmissionode can direct its antenna towards other nodes.
in a row. The core of FDMAC is the Greedy Coloring algo- We assume there ar& flows with traffic transmission
rithm, which fully exploits spatial reuse and greatly impes demand in the network. For flow, we denote its traffic
the network throughput compared with MRDMAC [20] andlemand asi,, and numericallyd, is equal to the number
memory-guided directional MAC (MDMAC)[[21]. FDMAC of packets to be transmitted. For 60 GHz wireless channels,
also has a good fairness performance and low complexitypn-line-of-sight (NLOS) transmissions suffer from highe
FDMAC, however, does not consider multiple paths multi-hogttenuation than line-of-sight (LOS) transmissions [33H].
transmission to improve flow throughput of links with pootn Ref. [33], the path loss exponent in the LOS hall is 2.17,
quality. Chenet al. [13] proposed a directional cooperativavhile the path loss exponent in the NLOS hall is 3.01. Thus,
MAC protocol, termed D-CoopMAC, to coordinate the uplinkf the distance between the transmitter and the receivefis 1
channel access among stations in an IEEE 802.11ad WLAMN, the gap between the path loss of LOS hall and NLOS hall
In D-CoopMAC, the multirate capability of links is explodte is about 10 dB. In a power-limited regime, a 10 dB power loss
to select a relay station for the direct link; when the twg@horequires a 10-fold reduction of transmission rate to mainta
link outperforms the direct link, the latter will be replate the same reliability. On the other hand, NLOS transmission i
by the former. In D-CoopMAC, however, spatial reuse is nahe 60 GHz band also suffers from a shortage of multipath, and
considered since most transmissions go through the accessricting to the LOS path can maximize the power efficiency
point (AP). Most of the above work ignores the negative éffesince the LOS path is strongest [20]. To achieve high daéa rat
of links with poor channel quality on network performanceransmission and maximize the power efficiency, we consider
such as delay, throughput, and the number of flows schedutkd directional LOS transmission case in this paper. Foh eac
each time. The work above does not boost the potential difectional link, we denote its sender and receiversasand
spatial reuse via multiple paths multi-hop transmissions. r; respectively. Then according to the path loss mddel [28], th
There is also some related work on maximum independerteived signal power, denoted By (mW), can be calculated
set and protocol model based scheduling. For protocol moasl
based scheduling, interference is modeled as an intederen P. =koPRl; ], 1)
graph, where each vertex represents a link in the wireless ] ) .L L
network [28]-30]. Two vertices form an edge if these twd’hereF; (mW) is the transmission poweky = 1P H(d0)/10
links cannot be scheduled for concurrent transmissionis TIF the constant scaling factor corresponding to the retaren
simple interference model does not take the unique feanfred?@th 10ssPL(do) (dB) with do equal to 1 m/,, (m) is the
mmWave links, e.g., directivity, into consideration. Xt al. distance between nodg and noder;, andy is the path loss
[31] proposed a constant approximation algorithm for on&xPonent [[2B]. In this paper, we assume fixed transmission
slot link scheduling in arbitrary networks under the SINFROWET. o _ _
interference model, where a transmission is successfileif t e denote the transmission rate of the direct link of flow
received SINR is more than some threshold. However, 4t8S¢v, and numerically:, is equal to the number of packets
does not consider the directivity of mmWave links, and tH&€ link can transmit in one time slot. The transmission
interference is only related to the distance between nodas jfates of links are obtained by a channel transmission rate
two-dimensional Euclidean space. This lack of considends Measurement procedure [35]. In this procedure, the sender
unreasonable for mmWave WPANS, especially since the SINgk €ach flow transmits measurement packets to the receiver
thresholds for all links were kept the same. To the best of offSt: After measuring the signal to noise ratio (SNR) of thes
knowledge, we are the first to exploit multiple paths multiPackets, the receiver obtayns the achlgvable transmisaien
hop transmissions for boosting the spatial reuse gain un@d appropriate modulation and coding scheme (MCS) by
the SINR interference model. the correspondence table about the SNR and MCS. Under
low user mobility, the procedure is usually executed, ared th
transmission rates of links are updated periodically.
Directional transmissions enable less interference batwe
A. System Model links, and concurrent transmissions of links can be supplort

We consider a typical indoor WPAN system compose@ improve network capacity. Due to the limited range for
of several wireless nodes (WNs) and a single piconet coRmWave WPANS, the interference between links cannot be
troller (PNC) [5]. The PNC synchronizes the clocks of othdteglected[22]. Thus, we adopt the SINR model for concurrent
nodes and schedules the medium access of all the noH@gsmission[[23],[[31]. For link and link j, the received
to accommodate their traffic demands. The WNs and PNR@Wer froms; to r; can be calculated as
have electronically steerable directional antennas t@aup P — fo  koPATY )
directional transmissions between WNs or between the WN " et 5ird?
and the PNC by beamforming. The system is partitionedhere f;, ,, indicates whethes; and r; direct their beams
into non-overlapping time slots of equal length, and rurtewards each other. ; andr; direct their beams towards each
a bootstrapping program [82], by which each device knovather, f,, .. = 1; otherwise, f;, ., = 0. Then, the received

IIl. SYSTEM OVERVIEW



SINR atr;, denoted bySINR;, can be calculated as links in the third pairing are enabled to improve the efficign

of transmission significantly.
kP, g y

SINR; = ©)

WNo + P;j i ko Pl 7 V. PROBLEM FORMULATION
wherep is the multi-user interference (MUI) factor related t
the cross correlation of signals from different link§, (Hz)

is the bandwidth, andVy, (mW/Hz) is the one-sided powe
spectra density of white Gaussian noisel [23]. For each li

j, we denote the minimum SINR to support its transmission
rate ¢; as MS(c;). Therefore, concurrent transmissions ar@. Problem Formulation and Analysis

supported if the SINR of each link is larger than or equal  From traffic demand polling, we assume there Hrélows
to M S(c;). to be scheduled by the PNC. For flows across links with a
In MPMH, we adopt a frame based scheduling schemew transmission rate or with a high traffic demand, more
which is shown in Fig[Il(a). Node A is the PNC, and othafme slots are needed to accommodate their traffic demand.
nodes are WNs. In MPMH, time is divided into a sequena@onsequently, these extra time slots cannot be used fdabkpat
of non-overlapping frames_[11]. Each frame consists of r@use, which degrades system performance significantlys,Th
scheduling phase and a transmission phase. In the schgdufiows with lower transmission rate on the direct paths or with
phase, after all of the WNs steer their antennas towards thigher traffic demand have higher priority to be transmitted
PNC, the PNC polls the WNs successively for their traffithrough multiple paths for better utilization of spatialise.
demand in timet,,,;. Then the PNC computes a schedule tin the following, we propose a criterion to decide whether a
accommodate the traffic demand in timg, . Finally, the PNC flow needs to be transmitted through multiple paths.
pushes the schedule to WNs in tig.s,. In the transmission  For each flowv, we define its traffic demand intensity as
phase, all devices communicate with each other followirgy tharrived traffic demand averaged over a relatively long time,
schedule until their traffic demand is cleared. Spatial @eughich is denoted byD,. The transmission rate of its direct
gain can be boosted via multiple paths multi-hop transmissipath is denoted by,. Then if flow v satisfies
in the transmission phase to improve flow as well as network
throughput, which depends on the scheduling solution.

In this section, we formulate the problem of optimal mul-
cEiple paths multi-hop scheduling into a mixed integer linea
rprogram (MILP) based on the problem formulation in FDMAC

co/Dy

ave(co/ D) ®
ueV

B. Problem Overview then traffic of flow v will be transmitted through multiple

For flows with low channel quality on their direct paths opaths.c is defined to control the number of flows transmitted
high traffic demand, to improve throughput, their trafficglibb through multiple paths. With a larger, there may be more
be transmitted through multiple paths to unleash the piatentlows transmitted through multiple paths; otherwise, fewer
of spatial reuse of hops on these paths. Meanwhile, thedrafliows will be transmitted through multiple paths. Specially
demand of flows should be accommodated with a minimuin ¢, is equal to O, i.e., the direct path of flowis blocked,
number of time slots in the transmission phase to maximiflew v will be transmitted through multiple paths.
the transmission efficiency. For the fairness among flows, if there is no multi-path multi-

Now, we present an example to illustrate the operation bbp transmission, flows across direct paths of low channel
MPMH and our basic idea. We assume a WPAN of six devicegsiality or with high traffic demand will occupy a large number
in the network, denoted a8, B, C, D, E, andF, as shown of time slots exclusively. With multi-path multi-hop transs-
in Fig.[(b). The numbers above the directional edges betwesion enabled, more flows are able to share the time resources
nodes represent their transmission rates, and numerigadly more fully by the concurrent transmissions (spatial reuse)
equal to the numbers of packets these links can transmitan ofhus, the fairness performance without multi-path mudiph
time slot. If there are 18 packets to be transmitted frdrto  transmission will be worse than that with multi-path multi-
B, then with a transmission rate of 1 packet per time slot, 1®p transmission. Therefore, our scheme improves thegssrn
slots are needed in the transmission phase to clear thfic traimong flows by the multi-path multi-hop transmission.
demand. By MPMH, we select three paths frohto B, i.e., We denote the number of paths of thé& flow as M,,. We
the direct path fromd — B (path 1), the path off — C' — also denote the number of hops of thé path of flowv as
E — B (path 2), and the path ol — D — F — B (path H,,. For flowu, the traffic demand distributed to tp&" path
3). Then we distribute 3 packets to path 1, 9 packets to pashdenoted ag,,. We denote theé*" hop link of thep'” path
2, and 6 packets to path 3. Afterwards, MPMH computesad flow v as(v, p,¢), and its transmission rate lay,,;. For link
schedule as illustrated in Figl 1(a), where each colored box p,i) and(u, g, j), we define an indicator variablg,; .q; -
represents a time slot. The schedule has 5 pairings, ane@in i, ., iS equal to 1 if(v, p,4) and(u, ¢, j) are adjacent, i.e.,
third pairing of the schedule, link4 — B, C' — E, andD — have common vertices; otherwisk,,; ..,; is equal to 0.

F transmit concurrently for 3 time slots. This schedule dear If there areK pairings in the schedule to accommodate the
the packets frond to B in 9 time slots, and by transmitting traffic demand of flows, we denote the number of time slots
this flow on three paths, concurrent transmissions of theethrof the k*" pairing ass”* [11]. We also definel” . to indicate

upi
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Fig. 1. An example of MPMH operation in a WPAN of six nodes.

whether link (v, p,i) is scheduled in thé®" pairing. If link

(v,p,1) is scheduled in the:'" pairing, ¥, is equal to 1;

otherwiseafjpi is equal to 0. To optimize system performance,
the traffic demand of flows should be cleared in the shortest

time [11]. Thus, the problem of optimal multiple paths multi
hop scheduling (P1) is formulated as follows.

K
min E 5
k=1

(5)
s. t.
S =1, ifdy>0&i<H ,
k ) vp < vps
kzzjl fopi { = 0, otherwise; Vou,p,i (6)
K {0,1}, if dyp > 0 & i < Hyp, '
Gopi © { {0}, otherwise; Vou,pik (7)
K - dﬂ : .
S (6 @Iqui) =z [CW_ yif dyp >0 &0 < Hyp, Vo.p.i
k=1 =0, otherwise;
(8)
M,
Zldvp:dy; V’U (9)
p=
H,p
aﬁpi <1 Vou,pk (10)
i=1
aﬁpi + a*’;qj S 1, 1f vai)qu = 17

for all k, any two links (v, p, %), (u, g, j)
(11)

o
k : .
;—21 Typ(it 1) if Hyp > 1,

Vo,pi=1~(Hypy—1), K*=1~K

K* i
Z a'upi Z
k=1

(12)
koPul;” . ak
vpi Tvpl
V M, Hug B
WNotp 32 30 32 fougss ropi GhgikoPels ) o rps (13)

u=1q=1 j=1

> MS(copi) x ak ;. Vou,pik

Path 2 (9 packets)

1
Path 1 (3 packets)

PNC

2

Path 3 (6 packets)

(b) Transmission path illustration of MPMH

These constraints are explained as follows.

Constraint[(b) indicates for each linl, p, ), if there is
traffic distributed to it, then it should be scheduled once
in one pairing of the frame.

Constraint [¥) indicates for each linfv, p,1), if there

is traffic distributed to fit, themﬁpi is a binary variable;
otherwisea’ ; is equal to O.

Constraint [(8) indicates for each linf, p,4), if there

is traffic distributed to it, then this traffic should be
accommodated in the frame.

Constraint [[(P) indicates for flow, the sum of traffic
distributed in all paths should be equal to its traffic
Constraint[(ID) indicates links in the same path cannot be
scheduled in the same pairing due to the inherent order
of transmission in each path. Preceding hops should be
scheduled ahead of hops behind on the path since nodes
behind on the path are able to relay the packets after
receiving the packets from preceding nodes.
Constraint[(Il1) indicates due to the half-duplex assump-
tion, adjacent links cannot be scheduled in the same
pairing.

Constraint [(IR) indicates due to the inherent order of
transmission in each path, th& hop link of the p*

path of flowv should be scheduled ahead of tie- 1)"

hop link. Constrainf{7]2) represents a group of constraints
since K* varies from 1 tokK.

Constraint [(IB) indicates to enable concurrent transmis-
sions, the SINR of each link in the same pairing should
be able to support its transmission rate.

B. Problem Reformulation

We can observe that in the constrairits (), (7), add (8) of
problem (P1), the conditionif d,, > 0" has the variable
d.p. This problem form is intractable. If we select the paths
for each flow that needs multiple paths multi-hop transroissi
by a heuristic path selection algorithm, these paths wieha
traffic, and their conditionsif d,, > 0" will be met. In this
case, we can removef“d,, > 0" from constraints[(B),[{7),
and [8), and problem (P1) becomes a mixed integer nonlinear
program (MINLP). However, it is still difficult to obtain the
optimal solution since constraints] (8) arid](13) are noamline



If the nonlinear terms of problem (P1) can be linearized,
problem (P1) will become a standard mixed integer linear

k
program (MILP), which can be solved by some existing so- mmZ‘S

(18)

phisticated algorithms, such as the branch-and-boundadeth

[36]. For the second order terms in constraihts (8) @sa),

adopt a relaxation technique, the Reformulation-Linesditn

(I3). The RLT technique produces tight linear programming

Technigue (RLT) [[1], [[36] to linearize constrain{g (8) and X { > [
relaxations for an underlying nonlinear and non-convey-ol

S. t.

2], i < Hoyp,

= 0, otherwise;

Coupi

> sfpi YVou,p,t (19)
k=1

nomial programming problem. In the procedure, a variable

substitution is applied for each nonlinear term to lineatize
objective function and the constraints of this problem.iges,
nonlinear implied constraints for each substitution Valgaare

generated by taking the products of bounding terms of the

decision variables, up to a suitable order. Specially, vesgnt
the RLT procedures fof18) anf(13) in the following.

For constraintll]S) we define a substitution variabﬁ
5 .

vpz

(ko B3 o =M S (Copi) W No)Xalk,; > MS(cupi)p
vV M, Huq
Z Z Z fs“‘l] sTopi U;DZ uqj koptls_uq] sTopi " v v, p’ i’ k
u=1gqg=1 j=1
(20)

Constraints[(6) and{7) withif d,,, > 0" removed;
Constraints[(9),[(110) (A1) 2), (5), arid](17).

Since the traffic of one link should be accom-

modated in one pairing, the number of time slots of eachAs an example, we consider the WPAN of six nodes showed

in Fig.[d(b). For the flow fromA to B with 18 packets, we
select three paths, path 1, path 2, and path 3, which have

Then wepcan obtain thBLT bound-factor product constraintsPeen illustrated in Fid.11(b). In this example, we assume for

pairing, 5’“ is bounded as) < ¢ < d, whered =
max{ [for all v,p,i}. We also know0 < a}, < 1.
for Svm as

{[6" = 0] - [af,; — O} zs = 0

d—o6"-[a* ;-0 >

tl . J oy . Ies for all v,p,ik. (1)

{[6" = 0] - [1 = ayyltes =

{ld— 0" [1 = ayy]}rs >0
{-}Ls represents a Ilnearlzatlon step undégl = ok vm
By substitutings?,, = 6" - a¥ ,, we obtain

d- aﬁpi Sﬁpi > 0 .

ot S:fm- > 0 for all v,p,i,k. (15)

d—oF glv-avpi+sﬁpi >0

For constraint[(T13), we first convert it to

(ko P

Supi,Tupi

MS(Cvpi)WNO)Xaﬁpi >
V. M, Huq

_., (16)
Cvpz 1Y Z Z Z fs'u,q] Topi & vpz uq]koptlsqu,rum

u=1q=1 j=1

For the second order term‘jm uqjr We defmew
k

a as the substitution variable. Sin6e< a*

Up’L uq] =
<1 and

vpL uq_] vpi
0<ak ; < 1, the RLT bound-factor product constrainfer
k
wvmyqu are
k
Wopi,ugj = 0
k k
Aypi — Wopiugi = 0 17
k P a7)
Qg — Wopi, wn >0
k
1- avpi - qu + vaz uqj > 0
After substitutlngs - andw”

Upl uq]

any two nonadjacent links, p, i) and (u,q,5), fs,o;, rop:
is equal to 0. Then we solve the problem of (P2) using the
branch-and-bound method. The traffic distribution schese i
to send 3 packets through path 1, 9 packets through path 2,
and 6 packets through path 3. The transmission phase of the
schedule has 9 time slots, and is already illustrated irnE).
Compared with the single hop transmission scheme, MPMH
reduces the number of time slots for transmission by 50%.
The formulated mixed integer linear program (MILP) prob-
lem (P2) is NP-hard. The number of decision variables
is O((V PpazHmaz)?K), and the number of constraints is
O((V Pz Humaz )2 K ), WhereP,, .. is the maximum number
of paths of flows, andH,,,, is the maximum number of
hops of paths. Using the branch-and-bound algorithm toesolv
this problem will take significantly long computation time,
e.g., several minutes for a 5-node network [in][11], which
is unacceptable for practical mmWave WPANs where the
duration of one time slot is only a few microseconds][11].
Therefore, to implement MPMH scheduling in a practical
mmWave WPAN, heuristic algorithms with low computational
complexity are needed.

V. THE MPMH SCHEME

To solve problem (P2), which boosts the spatial reuse via
multiple paths multi-hop transmissions, firstly we showdbbst
suitable transmission paths. Then since the traffic disteith
on these paths has a big impact on the efficiency of spa-
tial reuse, traffic of each flow should be distributed on its
transmission paths efficiently. Finally, transmissionestiiling
is needed to accommodate the traffic of all flows with a
minimum number of time slots by fully exploiting spatial
reuse. Following the above ideas, in this section, we pr@epos

into constraint[(B) and a multiple paths multi-hop transmission scheme (MPMH),

constraint [(IB), we obtaln a mixed integer linear programhich consists of three heuristic algorithms respectifehthe

(MILP) relaxation (P2) as

path selection, traffic distribution, and transmissionesttiing.



A. Path Selection

selection algorithm obtains three paths for flew— B, i.e.,

path 1, path 2, and path 3 already illustrated in Elg. 1(b).

We set the maximum number of hops for each selected

path, and denote it byi,,... The path selection algorithm

Algorithm 1 The Path Selection Algorithm

first finds out all the possible paths from the sendgrto
the receiverr, with the number of hops less than or equé
to H,...., denoted byP.(v). To exploit higher transmission

pitialization:
P(v) = {sy}; Pe(v) = 0; Ps(v) = 0; Hi(Ps(v)) = 0;

ability of each path, each hop of these paths should have the _:0;.
same or higher channel quality than the direct path of ﬂOWeratlon.

v. Besides, each path should have no loop. Besides, i§
equal to 0, i.e., the direct path of flowis blocked, flowv will
not be transmitted through its direct path. Then the albgorit
examines each path iR.(v) in order of non-increasing lowest

transmission rate on each path. The set of selected patns fr05f
P.(v) is denoted byP, (v). Since the lowest transmission rate 6:
on each path determines its transmission ability, we shoula:

first select the paths with high transmission ability igv).
Besides, the paths ii;(v) should have no common hop to

avoid degradation of efficiency. To maximize spatial reusél,(l)f

the hops with the lowest transmission rate #(v) should

be nonadjacent to enable concurrent transmissions. Tdreref 1Zf

|Ps(v)| is bounded byin/2] with a network ofn nodes.

We denote the set of flows that will be transmitted througlll4f

multiple paths as,,,,.», Which is selected according tol (4).

9:

16:

1: while (|P(v)| > 0 andh < H,,4,) dO
2:

h=h+1; Py = @!
for eachp € P(v) do
for each node with link [, — ¢ unblockeddo
if (c1,; > ¢, andi is not onp) then
Generate a new paih* by extendingp to ;
Prew = Prew UP*,
end if
end for
P(v) = P(v) - p;
end for
P(U) = Pnew;
for eachp € P(v) do
if (I, ==r,) then
P.(v) = P.(v) Up; P(v) = P(v) - p;

Then, the path selection algorithm should select suitabtep end if

. 17.  end for
for each flowv in F,pmi. We denote the sender of flowas .

. . 18 end while

s., and the receiver of flow asr,. We also denote the first -
node and the last node of pattes f,, andl, respectively. For 19: while (|P.(v)] > 0) do
. , . P . 20:  Obtain the path with the largest(p), p € P.(v);
link from [, to 4, we denote its transmission rate by;. The . :

. . 21: if (p have no common hop with paths i (v)) then
set of possible paths from, is denoted asP(v), and P(v) . it (hu(p) is not adjacent to the hops if( Ps(v)))
is initialized to the vertex of,. For each patlp, we denote 1" J PS 1
the lowest transmission rate on it agp), and the hop with then

A 23; P,(v) = Py(v) Up; H(P,(v)) = H(Ps(v)) U

the lowest transmission rate &s(p). We denote the set of

lowest transmission rate hops of pathsApn(v) is denoted as ” enZl (if);
H(P (). 25:  end if

The pseudo-code of the path selection algorithm is predentg.. P.(v) = P.(v) — p;
in Algorithm[d. Lines 118 find out all the possible paths with,. endcwhile ¢ '

the number of hops less than or equalH9,,.., denoted by

P.(v). For each path irP(v), the algorithm extends this path

to generate new paths with no loop, as indicated by lines 3—11

In line 5, the new hop extended fromshould have a higher

or same transmission rate than that of the direct path of flow o

After generating new paths frot(v), the old paths inP(v) B- Traffic Distribution

are removed as in line 10, ané(v) is updated by the new  With the results of path selection, we propose a traffic

set of pathsP,..,, as in line 12. For each pathin P(v), if  distribution algorithm to distribute the traffic of a flow on

its last node is the receiver,, then this path will be added the selected multiple paths, i.e., the traffic demand of flow

to P.(v), and removed fronP(v), as indicated by lines 14— should be distributed on the set of selected pafhgy).

16. Lines 19-28 select the eventual set of transmissiorspatBince the link with the lowest transmission rate on a path

Pq(v), from P.(v). The algorithm first obtains the path withdetermines the transmission ability of the path, we should

the largest transmission ability, i.e., the lowest trarssion et the links with lowest transmission rates on differenthga

rate on each path, as indicated by line 20. Then if this pagfansmit concurrently as much as possible, and we also oeed t

has no common hop with the paths already-r{v), and the maximize the utilization of time slots in a pairing by making

hop on this path with the lowest transmission raigp), is not  as many links as possible to transmit concurrently in eanhb ti

adjacent to the hops iff;(P;(v)), this path will be selected slot of this pairing. Therefore, the traffic distributiomgatithm

into P, (v), as indicated by lines 21-25. This path is removeg the proportional distribution of the traffic according ttee

from P.(v) in line 26. When there is no path if.(v), the lowest transmission rate on each path. For example, for the

algorithm outputsP (v). three paths in Fid.J1(b), since the lowest transmissiorsrate
For the WPAN in Fig[dL(b), withH,,,. set to 3, the path path 1, path 2, and path 3 are 1, 3, and 2 respectively, the

28: Output P (v).




traffic from A to B is distributed on path 1, path 2, and patkthe first unscheduled hop with the minimum distance between
3 according to the proportion of 1:3:2. its weight and current duration of this pairing is selected
as the candidate hop of this pairing, as indicated in line 7.
This step makes the numbers of time slots of hops in this
pairing as close as possible, which can improve the utitinat

After path selection and traffic distribution, the transsioe of time slots in this pairing as much as possible. Then the
scheduling algorithm computes a near-optimal schedule dfyorithm checks whether this candidate hop is adjacent to
accommodate the traffic demand of flows. Since any twhe hops already in this pairing since adjacent links cannot
adjacent links cannot be scheduled concurrently, it camla@s be scheduled concurrently, as indicated by line 8. If it i, no
inferred that the maximum number of links that can transnfitst the candidate hop will be added to this pairing, and then
in the same pairing i$n/2] [11]. Links that are scheduledthe concurrent transmission conditions of this pairing b
in the same pairing can be represented by a directive graphecked, as indicated by lines 9-16. If the conditions canno
which is a matching [11]. If we assign one &f colors to each be met, this candidate hop will be removed from this pairing,
pairing, and all the edges in the same pairing have identical indicated by lines 19-20. Otherwise, the duration of this
color, each hop will have only one of ti#€ colors since each pairing will updated to accommodate the traffic of this hop as
hop is only scheduled in one pairing of the frame. Thereforig, line 17. Since at most one hop of one path can be scheduled
this process can also be modeled as an edge coloring problarone pairing, the path where this hop is will be removed from
[11], and the only difference is that the hops on the same pate set of the unvisit paths as in line 22. When the number of
should be scheduled one by one from the first hop to the ldisiks in each pairing reachds:/2| or there is no path in the
hop. We denote the set of directional links of #é pairing unvisited path set, the algorithm will start scheduling floe
asH', and the set of vertices of the links Hi' is denoted by next pairing as in line 5, and the scheduling for this pairing
V. Thus, the problem of optimal scheduling is to find out theill be outputted as in line 24.
directive graph of each pairing to accommodate the traffic of Applying this algorithm to the example in section11-B, we
all flows with a minimum of time slots. Our algorithm startsobtain the schedule as follows: in the first pairing, lilk— D
scheduling from the paths with the largest number of hopsf, path 3 transmits for one time slots; in the second pairing,
and to maximize spatial reuse gain, the algorithm schedulgsk A — C of path 2 andD — F of path 3 transmit for
as many links into each pairing as possible with the corlitiohree time slots; in the third pairing, link — B of path 1
of concurrent transmission satisfied. Since the inheresiéror and C — E of path 2 transmit for three time slots; in the
of hops in the same path, at most one hop can be schedutgtth pairing, link ¥ — B of path 3 transmits for one time
in the same pairing, and the algorithm needs to schedule #iet; in the fifth pairing, linkE — B transmits for two time
preceding hops first. slots. Thus, it needs 10 time slots to clear the trafficlofs B.

For each flowwv, the set of its transmission paths is deAs discussed before, the optimal solution needs 9 time.slots
noted asP(v), which can be obtained by the path selectioMhus our heuristic scheme obtains nearly the same schegdulin
algorithm. For flows not inF,, ..., its Ps(v) only has the solution.
direct path. From the traffic distribution algorithm, we aiois
the traffic demand of each path i (v). In the transmission Computational Complexity and Control Overhead
scheduling, we denote the number of nodesaand the set
of selected paths of all flows &3, which includes the paths
in P,(v) for each flowv. For each patly € P, we denote its
number of hops a&(p). For each hop of each path, accordin
to the traffic distributed on this path, we define the number ¢
time slots to accommodate its traffic as the weight of this. ho,S'
For thei'™ hop link of pathp € P, its weight is denoted as S
wy;. We also denote thg” hop link of pathp € P, as(p, i).
We denote the sender of lirllp, 7) by s,,;, and the receiver by
rpi. The set of hops irP; is denoted byH. The hop number

of the first hop that is not scheduled on patlis denoted as With multi-path multi-hop _transmissions, there will be inj
F.(p). In the ¢ pairing, the set of paths that are not visite(‘freased control overhead since more scheduling informatio
ygt is denoted by ’ needs to be pushed to the nodes in the WPAN. However, the

rease of the control overhead is small with respect to the
bps transmission rates of mmWave links, and the influence
on the performance is minimal.

C. Transmission Scheduling

The path selection algorithm has the computational com-
plexity of O(n'ma=), wheren is the number of nodes in the
etwork. For the traffic distribution algorithm, its comput
Pnal complexity is negligible. For the transmission sihle
g algorithm, it has the complexity aP(|Ps|n?), where Ps
the set of selected paths. Thus, the overall complexituof
scheme i) (nflmes 4+ | Pg|n?), which is a pseudo-polynomial
time solution and suitable for the implementation in preati
mmWave WPANS.

The pseudo-code of the transmission scheduling aIgoritH
is presented in Algorithr]2. First, we obtain the set of pat
after path selection. Frorf,, we can obtain the set of hops in
Py, H. Since we should start scheduling from the first hop of
each pathF,, (p) for each patlp is set to 1. Then we iteratively V1. PERFORMANCEEVALUATION
schedule each hop df into each pairing until all the hops in  In this section, we evaluate the performance of our proposed
H are scheduled, as indicated in line 1. In each pairing, iPMH under various traffic patterns, and compare its perfor-
first find out the unvisited paths with the maximum numbeanance with the optimal solution scheme and other existing
of unscheduled hops as in line 6. Then among these pathtocols.



TABLE |

Algorithm 2 The Transmission Scheduling Algorithm SIMULATION PARAMETERS

Initialization:

Parameter Symbol Value
Input: the set of selected paths of all flows,; PHY data rate R 2 Gbps, 4 Gbps, 6 Gbps, 8 Gbps
Obtain the set of hops i®,, denoted byH; Prg{)é;ggtiorl_delay T5p gOHS
; . ot Duration slo s
Obta!n the number of hops for gach patle Ps, h(p); PHY overhead szlqu 2E0nS
Obtain the weight of each hop, i) € H, wy; Short MAC frame Tx time  Tgp Tp gy +14*8/IR+5,
SetF, (p) =1 for eachp € Py; t=0; Packet transmission time Ty, cket 1000*8/R
[teration: SIFS interval Tsirs 100ns
L ACK Tx time Tack Tshpr
1: while (JH| > 0) do
2:  t=t+1;
3 SetVi=(, H' =0, andé® = 0;
4. SetP! with P! = P; 5x 10 time slots. We also set the delay threshol@ tox 10,
5. while (|P}| > 0 and|H"| < [n/2]) do and will discard packets with delay larger than the thresghol
6: Get the set of unvisited paths with the largest numbé#titially, each flow has a few packets generated randomlg. Th
of unscheduled hops},,.1; maximum number of hops for each selected pdfh,.., is
7 Get the hop(p, F,(p)) of pathp € P,,;, with the setto 3. In the simulation, we assume nonadjacent links are
minimum abs(6' — wyr, (»)); able to be scheduled for concurrent transmissions.
8: if (spr,(p) € V' andr,p, () ¢ V) then In the simulation, we set the following two kinds of traffic
9: H'=H'"U{(p,F.(p))}; modes:
10: VE=V U {Spr,(p) TpFup) ) 1) Poisson Processpackets arrive at each flow following
11: for each link(p,7) in H' do a poisson process with arrival rate The traffic load in this
12: Calculate the SINR of linKp, i), SINR,; mode, denoted by, is defined as
13: if (SINR_W» < MS(cp;)) then AXL XV
14: Go to line 19 T=—F—-0, (21)
. R
15: end if ) _ _
16: end for whereL is the size of data packetg, is the number of flows,
17- 5t = max (8", wyp, (), H=H — (p, Fu(p)); and R is set to 2 Gpps. _
18: F,(p) = F.(p) + 1; Go to line 21 2) Interrupted Poisson Process (IPP)packets arrive at
19: Ht = Ht — {(p, Fu(p))}; each flow following an interrupted poisson process (IPPg Th
20: U R I g parameters of the interrupted poisson process\are\s, p;
21- end if Prutpr b and po, and the arrival intervals of an IPP obey the second-
20- S order hyper-exponential distribution with a mean of
23:  end while P, P2
24:  OutputH' andé?; E(X) = A Ao (22)
25: end while

The interrupted Poisson process can be represented by an
ON-OFF process. The ON duration and the OFF duration obey
the negative exponential distributionof andr,, respectively.

A. Simulation Setup In the ON duration, packets arrive at each node following the

. . . . Poisson process of arrival rakg,,_. s, while no packet arrives
In the simulation, we consider a typical mmWave WPAN Olfn the OFF durationdo, oy, 71, andr, can be inferred from
10 nodes. We assume that all the WNs and the PNC are upi- . p1, andp, as follows.

formly distributed in a square area wiglm x 8m. According

to the distances between WNs, we set four transmission, rates Aon_off = D1A1 + P22, (23)
2 Gbps, 4 Gbps, 6 Gbps, and 8 Gbps. There are 10 flows in the )

network. Withe of the criterion in SectioR IV-A set to 0.0625, = P1p2(A1 — A2) (24)
there is only one flow transmitted through multiple paths] an Aon_of f ’

other flows are transmitted through the direct paths. Thiespat IV

are selected according to the algorithm in Sedfion] V-A. We se Py = 102 (25)
the size of data packets to 1000 bytes. We adopt the simulatio Aon_of f

parameters in Table Il of [20], which is also summarized iherefore, IPP traffic is typical bursty traffic. We define the
Table[]. The duration of one time slot is set toys. With  traffic load 7} in this mode as:

the transmission rate of 2 Ghps, a packet can be transmitted LxV

in one time slot. As in[[11], for the simulated network, the T = m
PNC can complete the polling of traffic or schedule pushing
in one time slot. Generally, it takes only a few time slots for We evaluate the system by the following four performance
the PNC to complete path selection and schedule computatioretrics:

To adapt to dynamical network states, the number of time slot 1) Average Transmission Delay:The average transmission
of a frame is bounded by 1000. The simulation length is set dielay of received packets from all flows, which is in units of

(26)
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time slots. The average transmission delay does not includéerhe average execution time of schedule computation for
the time caused by steering antenna. MPMH and the optimal solution is plotted in Fig. 3. From the

2) Network Throughput: The number of successful trans+esults, we can observe that MPMH has much less execution
missions of all flows until the end of simulation. For d&ime than the optimal solution, and thus it has much lower
packet of one flow, if its delay is less than or equal to theomputational complexity.
threshold, it will be counted as a successful transmisséth
constant simulation length and fixed packet size, total rmmb
of successful transmissions is a good indication to show the
throughput performance.

3) Average Flow Delay:The average transmission delay of
the flow transmitted through multiple paths.

4) Flow Throughput: The number of successful transmis-
sions achieved by the flow transmitted through multiple path

In order to show the advantages of MPMH, we compare 0.0
MPMH with the following two protocols:

1) FDMAC: The frame-based scheduling directional MAC 1
protocol, and the core of FDMAC is the greedy coloring (GC)
algorithm, which can compute near-optimal schedules withy. 3. The execution time of MPMH and the optimal solutiomenPoisson
respect to the total transmission time with low complexdy]} traffic.
FDMAC is also a frame based protocol, and in GC, the traffic
demand of_ flows is accommodated by_lte_rauvely _schgdullr@ Comparison with Existing Protocols
each flow into each concurrent transmission pairing in non-
increasing order according to traffic demand. To the best of1) Delay: We then evaluate the average network delay of
our knowledge, FDMAC achieves the best performance amotftg three MAC protocols. In Fid.]4, we plot it for different
the existing protocols, such as MRDMAC [20] and MDMACHraffic loads. From the results, we can observe that with
[21], by fully exploiting spatial reuse in mmWave WPANSs. the increase of traffic load, the delay of the three protocols

2) FDMAC-UR: FDMAC with links’ differences in the increases, and the delay of FDMAC-UR increases rapidly

transmission rate not considered, and the transmissi@s ra¢nder light load. MPMH and FDMAC have similar delay
of all links are set to 1 Ghps. performance under light load. Under light load, the arrived

packets can be transmitted in a short time, and the frame
length is short. Thus, the delay in this case is small. Under
heavy load, MPMH outperforms FDMAC and FDMAC-UR.
We first compare MPMH with the optimal solution of prob+jith the traffic load from 4 to 7, compared with FDMAC,
lem (P2) by the branch-and-bound method. Since obtainieg fiPMH decreases the average transmission delay by about
optimal solutions takes extremely long time, we assumeethers 749 under Poisson traffic and 86.54% under IPP traffic
is only one flow with the traffic to transmit, and the traffic obn average. For FDMAC-UR, since the actual transmission
this flow needs to be transmitted through multiple paths. Thgility of links is not exploited fully, it has much higher ldg
traffic load is defined as il (21) and {26) with equal to 1. compared with MPMH and FDMAC. These phenomena can
In this case, the delay threshold is set3tec 107 be explained as follows. In FDMAC and FDMAC-UR, flows
The average flow delay and the flow throughput of MPMHiannot be transmitted through multiple paths of multipleso
and the optimal solution are plotted in Figl 2. From thehus, flows with low channel quality on their direct paths
results, we can observe that the gap between MPMH a@fll occupy a large number of time slots in the schedule,
optimal solution is negligible under light load. For the ge  which increases the frame length significantly and alsoydela
flow delay, the gap at the traffic load of 5 is only 7.9% 0bf packets. Since the frame length is bounded by 1000 time
the average flow delay of MPMH. For the flow throughpugiots, the packets that cannot be transmitted are re-stetedu
the gap is only 5.3% of the flow throughput of MPMH.n the next frame. Thus, with the increase of the traffic load,

Therefore, we have demonstrated that MPMH achieves neg@je system enters saturation, and the curves become flat and
optimal performance with low complexity. show a concave form.
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As regard to the average flow delay, we present the rest
in Fig.[5. We can observe that the delay curves of MPMH ar
FDMAC begin to diverge at the traffic load of 3. Compare:
with FDMAC, MPMH decreases the delay by about 74.31¢
under Poisson traffic and 74.29% under IPP traffic on avera
with the traffic load from 4 to 7, respectively.
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. Fig. 7. Flow throughput of the three MAC protocols under efiéint traffic
2) Throughput: The network throughput achieved by theoads.

three protocols is plotted in Fid.] 6. We can observe that
MPMH has the maximum throughput in all cases, and thH2. Performance under differert,,, ..

gap between MPMH and FDMAC is more significant under Tq jnvestigate the impact of the choice Hf,,... on network
heavy load. Under light load, the delay is small, and all thesrformance, we plot the average transmission delay and
arrived packets can be transmitted successfully for MPMkbiwork throughput of MPMH withf, .., equal to 2, 3, and
and FDMAC. Thus, the throughput of MPMH and FDMACy ' respectively, in Fig[18. The traffic mode is the Poisson
increase linearly under light load. FDMAC stops increasifig traffic. From the results, we can observe that MPMH with
the traffic load of 4, while MPMH stops increasing at the t@ffi;;  equal to 3 achieves the best performance in terms of
load of 6 since the network tends to saturation. For FDMAGge|ay and throughput. However, the gap between MPMH with
UR, its throughput is poor, and tends to be saturated at §erent 71,,,, is small. For MPMH withH,,.., equal to 2,
traffic load of 2. Compared with FDMAC, MPMH increaseshe advantage of multi-path multi-hop transmissions istéth

on average by about 54.37% under Poisson traffic and abgyily more hops will lead to larger delay, and with the delays
50.58% under IPP traffic, respectively. When traffic loadds 1of more packets exceed the threshold, the network throughpu

MPMH outperforms FDMAC by about 80.2%. The reason fogjso degrades. Therefore, the maximum number of hops on
MPMH to outperform FDMAC is that in FDMAC, flows with gch path H,na., should be optimized to achieve an optimal
low channel quality on their direct paths cannot be tranteahit network performance in practice.

through multiple multi-hop paths as in MPMH, and occupy

a large number of time slots in the schedule, which a
underutilized for concurrent transmissions. Under lighffic
load, the throughput of MPMH and FDMAC is determinec(g
by the traffic arriving at each node. Under heavy traffic loa g 1
however, the advantages of MPMH over FDMAC wiill staméus
out, and MPMH will outperform FDMAC significantly. On the &
other hand, with the increase of traffic load, delays of ptcke< &—$—3=% ¢ & O
increase, and a considerable number of packets are disbarcég) Average Transmission Delay  (b) Network Throughput
due to their delays exceeding the threshold, which leads to

. . ig. 8. Delay and throughput of MPMH with differettf,, ., under Poisson
a decrease in FDMAC throughput from the traffic load of ragﬁiQ Y anp

and the bigger gap between MPMH and FDMAC at the traffic \ye g1s0 plot the flow delay and throughput of MPMH with
load of 10. H,... equal to 2, 3, and 4, respectively, in F[d. 9. We can
On the other hand, the flow throughput of the three protocaibserve that the results are similar to those in Elg. 8, and
is presented in Fid.]7. We can observe that the tendenciesM®PMH with H,,., equal to 3 has the best performance in
the curves are similar to those in Fig. 6. With the traffic loattrms of flow delay and throughput. With a small,,., as
from 5 to 10, MPMH outperforms FDMAC by about 52.14%2, the number of paths for each flow is limited, and the
under Poisson traffic and 47.66% under IPP traffic on averagencurrent transmissions among paths cannot be exploited
respectively. The result show that MPMH greatly increabes tfully to improve flow delay and throughput performance. With
throughput of the flow of low channel quality compared ta largeH.,,... as 4, transmissions through paths with more hops
FDMAC, especially under heavy traffic loads. lead to larger delay, and there are more packets discandegl si
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their delays exceed the threshold. In practidg,,, should be
selected according to the actual network conditions tawipé

network performance.
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Fig. 9. Flow Delay and throughput of MPMH with differet{,,, ., under

Poisson traffic.

VII. CONCLUSION

In this paper, we proposed MPMH for mmWave WPANS insympo
the 60 GHz band, which boosts the potential of spatial reusér., ..
by transmitting the traffic of flows with low channel quality o
their direct paths or with high traffic demand through mugtip
multi-hop paths to improve throughput and to reduce latency,..,
for both these flows and the network. Extensive S|mulat|ons”c(”
demonstrate that MPMH achieves near-optimal performanc?
compared with the optimal solution. Compared with FDMAC, i,,
MPMH increases flow and network throughput by about;l(l’)
50% and 52.48% on average, respectively. Performance undp )
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TABLE 1l
NOTATION IN PROBLEM FORMULATION
Symbol Description
dy The traffic demand of flowo
M, The number of paths of flow
Hyp The number of hops of thgt" path of flowv
dup The traffic demand distributed to thé” path
(v, p,1) The it" hop link of thept” path of flowv
Copi The transmission rate dfv, p, i)
I A binary variable to indicate
vpLuq) if (v,p,i) and(u,q,j) are adjacent
K Number of pairings in a schedule
5k Number of time slots of thé!" pairing
ok A binary variable to indicate whether linfw, p, %)
vpi is scheduled in th&!" pairing
Supi Sender of link(v, p, 7)
Topi Receiver of link(v, p, %)

¥ A binary variable to indicate whether, ; andr,y;
Sugj> Tvpi direct their beams towards each other
The distance betwees,,; andr,p;

lsvpi s Topi

TABLE Il
NOTATION IN MPMH

Description

The maximum number of hops for each selected path

Su The sender of flow
T The receiver of floww
P(v) Set of all possible paths from,

Set of generated new paths fraR(v)
Set of all possible paths from, to r,

Frpmh Set of flows transmitted through multiple paths

The first node of pathp

The last node of pathp

The lowest transmission rate on path

The hop on patlp with the lowest transmission rate
The set of selected paths

different maximum number of hops indicates the maximum#,(Ps(v)) The set of lowest transmission rate hops of path®iiv)

number of hops should be selected according to the actuéf

network conditions to optimize network performance.

mechanisms to improve the fairness of our scheme further:
Besides, we will also evaluate the energy consumption and

energy efficiency of MPMH.

APPENDIXA
NOTATION IN PROBLEM FORMULATION

In order to facilitate the reader to understand the notation
in Problem Formulation, we list the notations in Table Il as

follows.

APPENDIXB
NOTATION IN MPMH

To facilitate the understanding of MPMH, we also list thel®

notations in Tabl&Tll as follows.

Ppp

Number of time slots of the!" pairing
Set of directional links in thet” pairing

Vt Set of vertices of the links iff*
In the future work, we will investigate the accurate andn

reasonable modeling of NLOS links and try to incorporate’
NLOS transmission into our scheme. In MPMH, the choice o »
¢ controls the number of flows transmitted through muItipIesp;
paths, and we will further optimize according to the actual
network conditions such as the channel transmission rat%f”’

distribution of links and the traffic demand distribution of f, ()
flows. Although the fairness among flows is improved byPF;

the multi-path multi-hop transmission, we will investigahe

The number of nodes
Set of selected paths of all flows
Number of hops o
D) The it" hop link of pathp
The sender of linkp, 7)

Tpi The receiver of link(p, 7)

The weight of link(p, 7)

The set of hops inPs

The hop number of the first unscheduled hop on path
The set of unvisited paths

Set of unvisited paths with the largest

number of unscheduled hops
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