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Abstract—In this paper, we analyze the performance of a [8], where the authors investigate the PUs stability and the

secondary link in a cognitive radio (CR) system operating uder  SUs performance via exploiting the PU feedback under the
statistical quality of service (QoS) delay constraints. Irparticular, collision model [9].

we quantify analytically the performance improvement for the s . . . .
secondary user (SU) when applying a feedback based sensing Satisfying quality of service (Qo0S) requirements is anothe

scheme under the “SINR Interference” model. We leverage the Challenge for wireless networks, in particular, CR netvgork

concept of effective capacity (EC) introduced earlier in te Real-time applications, typically, require QoS guarasteeg.,

literature to quantify the wireless link performance under delay delay constraints. In order to incorporate a delay metrit wi

constraints, in an attempt to opportunistically support real-ime 0 \yireless link throughput, the notion of Effective Capac

applications. Towards this objective, we study a two-link rtwork, . d inTTo1. Effecti ,C itv (EC) i ideresl t

a single secondary link and a primary network abstracted to a |s_pr0pose in[10]. Effective apac_l y (EC) is _conS| ?

single primary link, with and without primary feedback expl oita- ~ Wireless dual concept to the Effective Bandwidth which was

tion. We analytically prove that exploiting primary feedback at  originally coined for wired networks [11].

the secondary transmitter improves the EC of the secondaryser ~ The EC for interference and delay constrained CR relay

and decreases the secondary user average transmitted power hannels is characterized in [12] under Rayleigh fadingieha

223“}3/ we present numerical results that support our anaytical ﬂels. In [13], the E_C limits for C_R networks, unde_r peak
interference constraints, are established. Moreoves,shown

. INTRODUCTION that for a stricter delay requirement, the EC cannot benefit
Wireless communication is becoming more and more ch wch from increasing the peak interference constraint. In

lenging as more users compete for limited bandwidth g pddition, [14] has studied a multi-user formulation of thé E
prisingly, in some spectrum locations and at some time\gith QO_S cons_traints and proposed a channel-aware greedy
70% of this reserved spectrum is idlgl[1]. Cognitive radio§Chegu:!ng poll_lcy Iash weIlI) as ah chanr;]el-avt;/are mlax-_qu:eue
(CRs) have been studied extensively over the last decade § thu!n% pr(]) icy. It las een shownr': att ors]e abgont ms]é
to its opportunistic, agile and efficient spectrum utilieat Ich yield the same long-term throughput in the absence o
merits. Those merits enable secondary users (SUs) to %%S constra|.nts, havg drastically different performanbenw

the frequency bands allocated to the primary (Iicensedl)susgoj_ corr:stramts _Zre L;n%ose;ir. HO\;v?ve(rj,bnol?e o{zéhe above
(PUs) without causing destructive interference to them. Aﬁ%'es as _T)On_s' ere ht e efiect o eel : ?ﬁd ol\r}l . I. Wi
overview of CR principals and challenges can be foundin [%r ur contribution in this paper is multi-fold. Mainly, We

[3], [4]. The coexistence of SUs and PUs is allowed provid ow th"?‘t, a higher EC fpr the CR link can be achieved
that minimal, or no harm, is caused to the primary network: y exploiting the PU receiver feedback messages. First, we

In a typical CR setting, the secondary transmitter sens lain and analyze the impact o_f overhegring the p”_m"?“y
the primary user activity. The SU decides whether to acc Q_feedback on Fhe _EC of & CR link targeting opportumst_lc,
the channel or not according to the sensing outcome. T ?sal't'me communications. Second, we extend t_he queuing-
setting is problematic in the sense that cognitive users oretic framework!n [8] to capture the role of pr_lmarydee :
not aware of their impact on the primary network, besid ck on the EC. Third, we condqct a ma}thematlcal analy5|s,
the usual sensing errors. Inl [5].1[6]./[7], the SU transmitt ased on the theory of nqn-neganve matrices, for t_he signal
may exploit the information about the PU activity by c)Ver|_nterference and noise ratio (SINR) model (aka the interiee

hearing the feedback sent from the primary receiver to tl%Od_el) [9]. Finally, we prove that overhearing the primary
primary transmitter before sensing the medium. For ingtandECeVer feedback not only improves the EC of the SU but

optimizing the channel access decision has been propose@lﬁP reduces the SU average trgnsmltted POWer.
The rest of the paper is organized as follows. A background

IThis publication was made possible by NPRP 4-1034-2-385NnmRP ON the EC C_Oncept is gi\_/en in Sectibn 1. Th_e system model
09-1168-2-455 from the Qatar National Research Fund (a reembQatar and underlying assumptions are presented in Se€fion Ill. In
;cj)tjhrz)cignon). The statements made herein are solely thensiiity of the Section[1V, the EC problem with/without primary feedback

2Tamer EIBatt and Ahmed H. Zahran are also affiliated with tH&CE exploitation is formulated and analyzed. Afterwards, nrios

Dept., Faculty of Engineering, Cairo University. results and discussion are presented. Finally, conclasaonl
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potential directions for future research are pointed out in U Tx
. R
Section[ V). Y Pt

Il. BACKGROUND : EFFECTIVE CAPACITY

The conventional definition of information theoretiapac- Y e —
ity, or channel capacityis the tightest upper bound on the .
amount of information that can be reliably transmitted caer P ‘
communications channel [15]. 1A [10], Wet al. introduced — ‘ Time (e s slotec
the fundamentally different notion dffective capacitfEC)
of a general wireless link to be the maximum constant arrival Fig. 1. System Model.

rate that can be supported by a given channel service process
while satisfying a statistical QoS requirement specifiedi®y when the channel is sensed busy (idle), where< P,. These
QoS exponent, denoted iy The concept of EC is a link layer power levels correspond to the SU transmission rates; of
modelling abstraction to incorporate QoS requirements, e.and r, for busy and idle channels, respectively. Ideally the
delay, in performance analysis studies of wireless systemsedium is sensed busy if the PU is sending a packet, however
Hence, we can capture the delay metric of a CRN withoatmisdetection occurs if such PU activity is not detected. On
going into complex queuing analysis. the other hand, the medium should be sensed idle if the PU is
If Q is defined as the stationary queue length, thémthe not sending any packets and false alarm occurs if the medium
decay rate of the talil distribution of the queue len@hthat is sensed busy in this case. Simple energy detection [4] is

is adopted as the spectrum sensing mechanism.
lim log Pr(Q@ > q) = _0. (1) The discrete time secondary link input-output relations fo
g0 q idle and busy channels in th&* symbol duration are given,

Practically, §, which depends on the statistical characterfespectively, by
zation of the arrival and service processes, establishesdso A , 19 3
on delay or buffer lengths, and targets values of the delay or y(i) = h(D)z (i) + n(i) PE LA (3)
buffer length violation probabilities. It has been estsidid in y(i) = h(i)z(i) + s,(i) + n(3) i=1,2,--, (4)

[10] that the EC for a given QoS exponéhts given by
wherez(i) andy(i) represent the complex-valued channel in-
M (2) but and output, respectively(i) denotes the fading coefficient
o between the cognitive transmitter and receivgy(i) is the

whereS(t) = 2221 (k) represents the time accumulated seinterference coefficient from the primary network to the SU
vice process andr(k), k= 1,2,...} is the discrete, stationary andn(z) is the additive thermal noise at the secondary receiver

1
— lim m log, E {6—05(15)} =—

t—o00

and ergodic stochastic service process. modeled as a zero-mean, circularly-symmetric complex Gaus
sian random variable with varian& |n(i)|?} = o2. The chan-
1. SYSTEM MODEL nel bandwidth is denoted b§. The channel input is subject to

In this paper, we consider a time slotted system as showhe following average energy constraing|z(i)|*} < P1/B
in Fig.[. The primary network is abstracted by a primary linkr E{|z(i)|*} < P,/B for all i's, when the channel is sensed
(i.e, our analysis is valid for any number of primary usersjo be busy or idle, respectively. The fading coefficients are
Having one frequency channel, the primary transmitter willssumed to have arbitrary marginal distributions with dinit
access the channel whenever it has a packet to send invasiances, that isE{|h(i)|?} = E{z(i)} = 0% < oo, where
queue. On the other hand, a single SU attempts to access|tt{@)|> = z(i). Finally, we consider a block-fading channel
medium with a certain policy, to be described later, based amdel and assume that the fading coefficients stay constant
the spectrum sensing outcome. The SU is assumed to h&wea block of durationI” seconds (i.e., one frame duration)
a packet to send at the beginning of each time slot. Dataasd change independently from one block to another.
transmitted in frames of duratidh seconds, where each frame In the proposed model, we leverage a perfect error-free pri-
fits exactly in a single time slot. We assume that the fiyst mary feedback channel. The primary receiver sends a fekdbac
seconds of the frame duratidh are used by the SU to senset the end of each time slot to acknowledge the reception of
the licensed spectrum. Note that, although we assumed thatkets. Typically, the PU receiver sends an ACK if a packet i
we have one frequency channel, if we considetecthannels, correctly received, however, a NACK is sent if a packet is.los
our analysis is still valid and applicable for each channel. Failure of reception is attributed to primary channel oetdg

In the rest of this paper, the system that exploits the Pthse of an idle slot, no feedback is sent. The SU is assumed
feedback messages is denoted by the “feedback-aided Systeam overhear and decode this primary feedback perfectly and
while the other system that does not exploit the PU feedbattk act as follows: if an ACK/no feedback is heard, the SU
messages is denoted by the “No feedback system”. The Hf&haves normally and starts sensing the channel in the next
of both systems are analyzed under the “interference mod#ihe slot. However, if a NACK is overheard the SU transmits
[Q]. The SU attempts to transmit packets with powr(P) with a lower power in the next time slot. So that, “sure”



high interference events are avoided since the reception off) Channel is idle and detected idle (correct detection),
a NACK triggers the PU to retransmit in the next time slot denoted (I-1): SU transmits usingra, P }.
with probability one. Approximating the PU interference term on the S&)(7),

In our model, we assume that the PU occupies the wireless an additional Gaussian noise, we can express the SU
channel with a fixed prior probability [12]. The channel sens- instantaneous channel capacities in the above four sesnari
ing can be formulated as a hypothesis testing problem betwes follows:
the additive white Gaussian nois¢i) and the primary signal

sp(?) in noise. Noting that there al¥ B complex symbols in C(i); = Blog(14+ SNR;z(3)), [1=1,2,3,4,
a duration of N seconds, this can be expressed mathematically
as f0||OWS: WhereSNRl = ﬁ, SNRQ - ﬁ, SNRg -

Ho:y(i) =n(i), i=1,..,N.B; (5) Bozy AdSNRy = 5.
) , , ) We assume that the SU transmitter does not know the
Hy = y(i) = sp(i) +n(i), i=1.,N.B. (6)  channel state information (CSI), to set the transmittech dat
We can write down the probabilities of false alaip and rate every slot. Hence;; andr, may be smaller or greater
detectionP; as follows: than the instantaneous channel capacity). Therefore, the
NB) channel can be either ON or OFF, depending on whether
Py =Pr(Y > AHp)=1-P (—2, NB) ;  (7) the fixed-transmission rate exceeds the instantaneousiehan
In capacity or not. If the transmission rate is smaller than the
NBX instantaneous channel capacity the channel is said to be ON;
02, + 02 ’ NB) ) otherwise, the channel is considered in the OFF state (eutag
. state). When the channel is OFF, reliable communication is
where A is the energy detector threshold) not attained, and hence, the information has to be resent. It

1 NB (2 .
INB 2 |y(2)|f a?d P;(C;.’ a)d gg?ote)s thf(m Z?QUIa”Zedis also assumed that a simple automatic repeat request (ARQ)
ower gamma function define r,a) = LA

T Where mechanism is incorporated in the communication protocol to
7v(z,a) is the lower incomplete gamma function. Note thajcknowledge the reception of data and to ensure that erasneo
the test statistid” is chi-square distributed witAN B degrees data is retransmitted. Accordingly, the effective trarssitn
of freedom. _ _ rate in the OFF states is zero. Thus, the developed Markov

In the next section, the EC of both the feedback-aidgghain, models the sensing outcomes and the implicatiorts of i
system and the no feedback system is characterized &@grectness/errors. Additionally, Markov chain, to becdissed

Pd—P’I’(Y>)\|H1)—1—P(

analyzed. later, captures the channel state (ON or OFF) as well.
IV. EC ANALYSIS UNDER THE SINR INTERFERENCE The Markov chain is fully characterized by its transition
MODEL probability matrixR s« as defined as:

In this section, we characterize the EC of the SU for the
no feedback and the feedback-aided systems. For the system
with no feedback, we present the Markov chain modeling%{

Rorxar = [pig] 1 <i,j < M,

here M is the number of states in the Markov chain. Along
& same lines of [16], the EC for such system model is
fe{g@ressed as foIIovﬂ;:

the system and then calculate the EC of the SU. Then,
analysis is repeated for the feedback-aided system.

The interference model considered here can be thought o
a midway between the overlay model and the underlay model. A(—6) 1
It can also be thought of as a "hybrid”, i.e., overlay/undegrl EC(0) = g T max—, log, sp(®(-0)R)  (9)
[4]. The CR link inherits the channel sensing process from 7
the overlay model, while co-existing with the PU, albeit afthe matrixR is the state transition matrix as defined above,
lower powers and rates, is inherited from the underlay modethere sp(®(—0)R) is the spectral radius of the matrix
The medium is busy with a constant probability Next we ®(—6)R (i.e., the maximum of the absolute of all eigenvalues
develop the underlying Markov chain model governing thef the matrix). Therefore, to reach a closed form expression

system dynamics. for the EC, we need to get the eigenvalues of the matrix
Generally, the sensing process outcome could be one of the—0)R. ®(—0) is a diagonal matrix defined a®(—§) =
following four possibilities: diag(p1(—0), p2(—0), ...., o (—0)) whose diagonal elements

1) Channel is busy and detected busy (correct detectiofie the moment generating functions of the Markov process
denoted (B-B): SU transmits usidg,, P, }, wherer, is in each of theM states.
the transmission rate ang, is the transmission power; Next, we study and analyze the EC of the system under the
2) Channel is busy and detected idle (misdetection), déterference model for the no feedback system, where the PU
noted (MD): SU transmits usingra, P }; feedback messages are not exploited at the SU side.
3) Channelis idle and detected busy (false alarm), denoted
(FA): SU transmits usingry, Py }; 1The proof can be found i [17, Ch.7].



b - of hearing a NACK message from the primary receiver at a
”“Q1 lr EI o given time slot assuming that the SU was transmitting with
= o ,5;—— orr S L power P; and rater; at that time slot. SimilarlyPr(NACK")
I on or is the probability of hearing a NACK message at any time slot
i & I e - assuming that the SU was transmitting with podrand rate
2 mD “ Nz . o ] MD ro. SinceP; < P, hence, the PU will suffer lower interference
R - when the SU is transmitting with the lower power leva|;
X therefore, it is evident thatr(NACK') < Pr(NACK"). In
> P s o order to use same notations in this subsection and the next
e - subsection, in which we present the feedback-aided system,
. 7 ; we usePr(NACK) instead ofPr(outage). _
. = el In order to fully characterize our Markov chain model,
" the transition probabilities of our model are charactetias
follows:
Fig. 2. The Markov chain model of the no feedback system. i1 =
A. No Feedback Exploitation (Baseline) pPaPr(ry < Ci(i + TB)|ry < C1(i))(1 - Pr(NACK"))
First, we consider the case where no feedback is overheard #Fa Pr(z(i + TB) > auz(i) > a1)(1 - Pr(NACK")),
from the PU receiver by the SU transmitter. In order to o

: . rea; = ===, the termPr(r; < C1(i + TB)jr; <
truct the Markov chain that models th tem, ! = SNE Il ! L
construct fhe Markov chain that moders this system, we neég(i)) representslthe probability that the channel is ON (SU

to know how many states are required to model all the stat 8t in outage)p is the prior probability of the primary channel
of the system. We find that a 12-state Markov chain is requir ing busy P, is the probability of detection as defined i (8)

to model the system with no feedback. The Markov chain f e A e .
the system is shown in Fif] 2 where only the transitions fro d (1_ N Pr(_NACK ) is the _probablllty of no outage n
the primary link. In a block fading channel model, the fading

and into the first state are shown for simplicity of preseatat ind dently f block t ther. H
Therefore, the states from 1 to 8 model the system Whgﬂanges independently from one biock to another. Hemce,

the PU accesses the medium with prior probabilityas can be further simplified as

mentioned before. We need 4 states to model the sensingi1 = pPyPr(z(i + TB) > a1)(1 — Pr(NACK"))
process outcome, namely, (B-B, MD, FA and I-1). Moreover, to = pPyP(z > o1)(1 — Pr(NACK")). (10)
capture the ON/OFF channel states, we double the previously

mentioned 4 states. The remaining 4 states are needed to p1 = pPaPr(z > a1), i=5,6,..,12
capture the differences between feedback/No feedbackragst pian=1q pi(l=Pr(NACK')), i=1,2

and to properly compare between them. These 4 states will pi(1 =Pr(NACK")), i=3,4

model the system when the PU receiver sends a NACK; in po = pPyPr(z < ay), i=5,6,..,12
these states, the PU will access the channel with probabilit piz=1{ pa(1=Pr(NACK")), i=1,2

one since the PU will be retransmitting the erroneously re- p2(1 = Pr(NACK™)), i=3,4

ceived primary packet from the previous slot. Thereforatest . .

9 (ON) and state 10 (OFF) represent the (B-B) (i.e., corre%im”a”y’

sensing case), when the PU accesses the medium for a primarm3 =p3 = p(1 — Py) Pr(z > ), i=25,6,..,12.
packet retransmission. Same interpretation applies te 4th ry ry ry

(ON) and state 12 (OFF), for the (MD) case (i.e., incorregthereas = -, a3 = gy andas = G-

sensing result) when the PU accesses the channel for a grimarAs in states 1 and 2, other transition probabilities forestat

packet retransmission. The probability to move into anyhef t 4,5, - ,8 can be characterized in the same fvagowever,

last 4 states (9 to 12) will be a function of the primary linkor states 9, 10, 11 and 12, the transition probabilities are

outage probabilityPr(outage). different since the probability that the system enters ehes
The PU outage probability is the probability that the PStates is a function of the PU outage probability.

_data rate ?s less than the chann_el ?nstantaneous cap_ahit;h w PyPr(NACK") Pr(z > a1), i=1,2

is a function of the SU transmission power and_ noise power, . _ ! p pr(NACK")Pr(z > a1), i=3,4 (11)

In the underlying “SINR interference model”, it should be ~ 0, otherwise.

clear that there exists two different outage probabilitesr

the primary linkPr(outage; ) andPr(outage,) corresponding (1= Pg)Pr(NACK')Pr(z > a2), i=1,2

to the outage probabilities when the SU is transmitting withi,11 = § (1 — Pa) Pe(NACK") Pr(z > a2), i=3,4

power levelsP; and P,, respectively. Since we assume that 0, otherwi(slez.)

the only reason for failure over the primary link is due to the

link outage, we will havePr(outage;) = Pr(NACK’) and 2Transition probabilities for states, 5, --- ,8 are omitted due to space
Pr(outages) = Pr(NACK"); Pr(NACK") is the probability limitations



e In this system, we have a 10-state Markov chain, as shown
pQ lr pos| | oo in Fig.[3. States 1 through 8 model exactly the same behaviour

pra—s BB 5 n as the baseline no feedback system. On the other hand, state

ON [——DP2,1

on or 9 (ON) and state 10 (OFF) model the event, pointed out
above, which captures the fundamental difference betwesen t
MD MD two systems, that is, the secondary transmitter overhgaxin
NACK message from the primary receiver. Typically, over-
hearing the PU feedback would only affect the last four state
A o which would be reduced to two states corresponding to hgarin
a primary receiver NACK as shown in Figl 3. Hence, the SU
A would transmit with powerP; and rater; .
— S Note that the state transition probabilities between trgt fir
" 8 states are the same as the no feedback system. This is
attributed to the fact that both systems experience exautly
Fig. 3. The Markov chain model of the feedback-aided system. same behaviour and dynamics in case of ACK or no feedback.
On the other hand, the transition probabilities for states®
Similar to (11) and[(12), we characteripg1o andp; 12 by 10 are as follows:

(]
s
[0}

W

only changing the probability of ON channel to OFF channel Pr(NACK')Pr(z > 1), i=1,2
probability. , pio={ PrNACK")Pr(z > a1), i=3,4 (14)
It is worth noting that, we assume that the system will 0, otherwise,

never stay in states 9, 10, 11 or 12 for 2 successive time

frames. This assumption implies that the PU will retransmitWhere Pr(NACK’) is the probability of hearing a NACK
packet one time. Despite the fact that this assumption is AB#M the primary receiver when the SU transmits usifg
practical, we adopt it to avoid packets accumulation in td 71 Which is the case at state 1 and state 2. However,
primary queue. Moreover, this assumption does not affect dtt (N ACK") is the probability of hearing a NACK from the

main contribution since it is fairly adopted to both systeths Primary receiver when the SU transmits usiftg andr, at
is also clear that no transitions are permitted from statap 5 State 3 and state 4. On the other hand, being in any other state

to 8 to states 9 up to 12 since it is impossible for the PU &N never cause the SU to overhear a NACK message from the
get a NACK while being idle. PU, hence, no transitions to state 9. Similarly, we charizete

Accordingly, we have completely specified the tran?i.10 as in [I4) by changing the probability of the ON channel

sition probability matrix Riax12. The moment generat- {0 the OFF channel probability. B -
ing function corresponding to each state depends onAccordingly, we have completely specified the transition

the effective rate of each state. Henc@(—6) = probability matrixR.12x12. Since we characterize the EC via
diag{ef(TfN)Grl 1. e—(T=N)ors | o—(T—=N)br1 q the spectral radius of matri@(—6)R, the moment generating
o~ (T=N)Ors 1 ,—(T=N)or1 | o—(T—N)ors 1}. functions corresponding to each state depends on theiefect

Since we will compare in the next section the average pow@e of that state, where
transmitted by the SU under both systems. Thus, for this &(—6) = diag{e” T~ 1, ¢~ (T-N)0r
system, it is worth noting that the average power transthitte | o~ (T=N)0r1 | ,~(T=N)ors | ,~Tbr 1)
by the SUP,,,, can be computed as follows: B B B T

Next, the main result of the paper is presented in the
Poygn = P1 Z Di + Po Z p;.  (13) following theorem (the proof of the theorem is given in the
i=1,2,5,6,9,10 i=3,4,7,8,11,12 Appendix).

Theorem 1. Under the SINR interference model, the effective
capacity of the feedback-aided system is always greater tha
the effective capacity of the no feedback system

The average power transmitted by the SU under the feed-
back system is given by

wherep; is the steady state probability of statend P, and
P, are the SU transmission powers as defined above.

B. Feedback Aided Scheme

In case the SU overhears, and exploits, the PU feedback for ~ _
channel access two scenarios arise. First, if the SU overhea Pavgr = P1 Z pi+ P» Z pi
a NACK, it does not sense the channel in the next time slot =1,2,5,6,9,10 =3,4,7.8
as the PU will retransmit with probability one. Hence, the SWhere p; is the steady state probability of staiein the
transmits with low power and rate (i.&; andry) in this slot. feedback system and’, and P, are the SU transmission
On the other hand, if an ACK or no FB is overheard by thpowers as defined above.

SU, it behaves normally (similar to the baseline system) andSimulation results presented next section support our main
starts sensing the channel at the beginning of the next timealytical result established in Theorem 1 and providebéur
slot, since the PU may/may not be active. insights about the key parameters of the system.

(15)
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Fig. 4. Effective capacity as a function of the sensing danalV, percentage Fig. 6. Effective Capacity Versus the PU active prior praligb p
of the slot duration

feedback systems versus the delay exportefior a sens-

ing duration of N = 0.026 for which P; = 0.0012 and

P; = 0.7705 according to[(IY) and{8). Clearly, as the delay

exponent increases (stricter delay requirements), the effective

capacity (the maximum rate that the network can support in

bit/sec/hertz) decreases. The same result can be easégtexp

from the EC denition in[{2). Moreover, it is shown that

1 feedback exploitation yields secondary user EC gainsfAs

T T TR increases the performance gain decreases since stric@r Qo
Delay Exponent(9) constraint limits the secondary user throughput, hencéy bo

systems converge to the maximum arrival rate that can be

supported by the secondary lirkk [10]. Exploiting the featka

yields an EC improvement of 36 at 6 = 0.02.

V. NUMERICAL RESULTS In Fig.[, the EC (bit/sec/Hz) is plotted versus the PU access
In this section, we present numerical results that empaas®0Pabilityp. Itis shown that the EC of both systems decreases
our contributions. The system parameters numerical valus he PU use the channel more frequently. Moreover, it is
are: SNRy = 6.9 db , SNR, = 10 db, SNRs = 30.7 db, clear that the_amount of improvement d_ue to exploiting the
SNR, = 40 db, Pr(NACK') = 0.3, Pr(NACK") = 0.9, PU feedbgck increases psncreases. Ag increases, the PU
1 = 1000 bps, s = 10000 bps andp = 0.7. We also set is occupying the medium more frequently, and hence, sends
T — 0.1 sec, N — 0.026 sec,A — 1.7 and B — 1000 Hz. More packets, receives more feedback messages and the SU

Note that the values for, andr, are obtained by simple SENS€S the channel busy in more slots. Therefore, EC gains
numerical search attributed to feedback overhearing increase. It is worttingo

In Fig.[, the EC is plotted versus the sensing durafign that even at PU prior probability = 1, the EC does not
represented as a percentage of the time slot duratioit completely vanish. This is due to the interference model we

shows that, for a fixed delay exponetand other system adopt in this paper which allows the PU and SU to coexist as

parameters, there is an optimum sensing durationthat long as the interference is within toleraple levels.
maximizes the SU effective capacity, (nearly\atT = 26%). In Fig.[4, we plot the average transmit power, for both sys-
The maximum observed, for both systems, suggests ti&'S: versus the PU prior activity probabilipy, The average
there is a trade-off which we explain here. First, for smalff2nsmit power decreases as the PU actiyilyirfcreases, since

sensing periods, sensing errors are more frequent, anatheffé® channel becomes busy with higher probability. The SU
interference is higher and more packets are lost, therefor@/€S Power in case of the feedback-aided scheme by avoiding

EC becomes lower. On the other hand, for longer sensifft@g9€ and interference with the PU if a NACK is received,
periods, sensing becomes more reliable, yet, the portion &t derived in equation§ [13) arid (15). Assuming the system
the time slot left for data transmission, iF.— N becomes POWer parameters are given by = 1 unit power and?, =3
smaller, yielding lower effective capacity. This, in tugiyes unit power, it is shown_ln Fig]7 that for the feedt_)ack—a|ded
fise to the quest for optimal sensing duration that strikesSYStem. the SU has a slightly lower average transmitted powe

balance for the aforementioned fundamental trade-off whic
we shed some light on in this paper. Moreover, we show that
the no feedback (baseline) system needs to seéi&eof the In this paper, we analyze the effective capacity (EC) for
slot duration in order to reach a maximum EC. While tha CR network with a SU that wishes to coexist with a PU
feedback-aided system needs to sense less tfiarto give sharing the same wireless medium. We proved analyticadlty th
the maximum EC of the no feedback system. exploiting the primary feedback overheard at the secondary
Fig. 8 plots the EC for the feedback-aided and the rteansmitter yields performance gains and power savings for

Effective Capacity
(bits/sec/Hz)

Fig. 5. Feedback-aided system outperforms the No feedbgstiera under
the interference model.
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the SU EC, under the interference model. In formulating our

problem, we assume that the SU eavesdrops on the primary
link's feedback without losing any resources, i.e., the SU

transmits at lower power, without sensing, upon hearing a

NACK. Otherwise, the power level is determined based on wjg =
the sensing results. This leads to significant gains in SU EC.

Performing matrix multiplication in[{16), we obtain
arkiwipr + arwepr + azkawspr + agwapr + k1wspr + weps
+ kawrp1 + wspr + k1wgpr + wiep1 + kewiipr + wizpy
= ANWi.
Or equivalentlyc;p; = Ayw1, where
c1 =ar1kiwy + arwe + askows + aswy + kiws + wg
+ kawr + wg + k1wg + w1 + k2wi1 + wia.

Similarly, it can be shown that c1p; = Ayws.
In general,

C1Pm = ANWy,  m=3,4,...,8. (17)

k1p1owr + p2gwa + kaps ows + paows = Anwy.

_ F1prowi + pa,gwa + kopsgws + pagwa
AN '

k1p110w1 + p2,10w2 + k2ps10w3 + Da,10Wa
AN '

Wy

In addition, we showed that feedback exploitation slightly ., = _ kip1nws + p211we + kaps11ws + paiws

reduces the SU average transmitted power.

For future work, the case of having more than one secondary B
link can be investigated, considering both cooperative and 12 ~

. Substituting forwy,

non-cooperative secondary networks. Also, investigating
feedback overhearing usefulness if a “Collision model”
adopted instead of the “SINR Interference model”.

APPENDIX

First, we quantify the EC for the no feedback (baseline)
system and then extend the analysis to the feedback-aided

system. The effective capacity of the system is governed
the spectral radius of the matrﬁN(—e)RNB. From Linear

Algebra, the spectral radius of a matrix is the maximum

absolute eigenvalue.

Proof:
fa1kiv  kipio kipiio kipiin kipiaz]
arv D2,9 P2,10 p2,11 D2,12
azkov  kapso  kapsio  kepsi1 kaps iz
asv D49 P4,10 D411 Da,12
kiv 0 0 0 0
v 0 0 0 0
SN(-ORN = | 1 0 0 0 0
v 0 0 0 0
kiv 0 0 0 0
A% 0 0 0 0
kov 0 0 0 0
v 0 0 0 0|

wherev = [p1 p2 ps ps D5 pPs Pr psliar = 1-—
Pr(NACK'), ay = 1 —Pr(NACK"), ki = el — (T —
N)ri0) and ky = el — (T — N)ro0). From linear algebra,
the eigenvalue basic equation is
W@N(—H)RN = )\NW7 (16)

wherew = [w1  wa w3 w12] is the eigenvector cor-
responding to the eigenvaluey of the matrix® y(—0)Ry.

3The subscriptV refers to no feedback.

AN

k1p1,12w1 + p2,12W2 + kap3 12W3 + Pa,12Ws
AN

w10, W11 andwlg into c1, we get

IS kipio +k +kik +k
er = [ aks + 1P1,9 1P1,10 1R2P1,11 1]31,12)w1
AN
k k
i (a1 i 1p2,9 + P2,10 + K2p2,11 +p2,12) w
AN
k1kap: kap: k2p- kap:
I (a2k2+ 1K2p3,9 + K2ps.10 + K3ps 11 + 2p3,12) ws
by AN
k1pa,o + pa,i0 + k2pa,11 + pai12

+ (az + A

-
+ kiws 4+ we + kawr 4+ ws.

Forming a linear combination from equatidn(17) as follows:
(alk’l n k%p1,9 + kipi,10 + kikepi,11 + kipii2

AN

k k

i <a1 n 1p2,9 + P2,10 + k2p2,11 + p2,12
AN

+ <a2k2 +

k + + k +
I <a2 n 1P4,9 p4,10)\ 2P4,11 + Pa,12
N

k1kaps.o + kops.10 + k3p3,11 + keps 12
+ k1 X ANws + Anvws + k2 X ANwr + Anvws.

X )\Nwl

) X )\N’wz

)\N ) X )\ng

) X )\Nw4

This results in
k%Pl,Q + kipi,10 + kikepiin + kiproie

c ark: +
1 {( 1k1 e
kip2,9 + p2,10 + k2p2,11 + p2,12) »
2
k1kaps.o + kaps 10 + k2psa1 + kaps 2

AN
AN
)

I
o

_|_

a +

(
(v
(

+ 2 +

k
k + + k +
+(as+ 1P4,9 p4,10)\ 2P4,11 + P4,12
N

+ kips + pe + kapr +ps] = C1AN.



For non-negative matrices, the spectral radius as well as #ollowing the same steps in the no feedback system, we
eigenvector corresponding to it are positive accordinght® tconstruct a quadratic equation Ny:

Perron-Frobenius Theorein |18], which means thag 0 for

the spectral radius, and hence, it can be canceled from the tw

Mo —ad"\p =V =0. (19)

sides of the last equation. Forming a second order polyromia " =(k3p1 9 + k1p1,10)p1 + (k1P2.9 + P2.10)p2

in Ay as follows:
My —ad' Ay — b =0. (18)

It is clear that,a’ and ¥’ are in terms ofay, as, k1, ko and
p1 . ..ps, however, for now we focus only o#i.
v =(kip1o + kip11o + k1kopi a1 + kip1a2)p
+ (k1p2,9 + p2,10 + k2p2,11 + p2,12)D2
+ (k1kops,o + kaps,i0 + k3p3,11 + kops12)ps
+ (k1pa,g + paji0 + kopa1 + pai2)pa.

In order to complete the proof, we now shift our attentio

+ (k1k2ps,o + kops,10)p3 + (k1Pa,9 + Pa,10)Pa-

Formulatinga’, a”,b’ andb” in terms of the non-negative
quant|t|e5a1,a2,k1, k2 and transition probabilities, we found
that, o’ = oa” > 0. While, ¥ > ", which directly im-
plies from [18) and[(19) thahy > Ar (i.e. the spectral
radius of the feedback-aided system is lower and hence gives
higher effective capacity), since the EC is proportional to
— log (spectral radius) as given in[(P). [ |
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