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Impact of CFO Estimation on the Performance

of ZF Receiver in Massive MU-MIMO Systems

Sudarshan Mukherjee, Saif Khan Mohammed and Indra Bhushan
Abstract

In this paper, we study the impact of carrier frequency off€F0) estimation/compensation on
the information rate performance of the zero-forcing (Z&Qeiver in the uplink of a multi-user massive
multiple-input multiple-output (MIMO) system. Analysid the derived closed-form expression of the
per-user information rate reveals that with increasing penof BS antennad/, anO(v/M) array gain
is achievable, which is same as that achieved in the ideal @BO scenario. Also it is observed that
compared to the ideal zero CFO case, the performance dé¢igradia the presence of residual CFO

(after CFO compensation) is the same for both ZF and MRC.
Index Terms

Massive MIMO, carrier frequency offset (CFO), multi-usartay gain, zero-forcing (ZF).
[. INTRODUCTION

In the past few years, massive multiple-input multiplepatt(MIMO) systems have emerged
as one of the key technologies in the evolution of the nexegdion5G wireless systems due
to their ability to support high data rate and improved epefjiciency [1], [2]. In a massive
multi-user (MU) MIMO system, the base station (BS) is pr@ddvith hundreds of antennas to
simultaneously serve only a few tens of single-antenna teserinals (UTs) in the same time-
frequency resource |[3]. Increasing the number of BS anteopan up more available degrees
of freedom, which helps accommodate more number of useus, ithproving the achievable
spectral efficiency[[4],[]5]. At the same time, the requirediiated power to achieve a fixed
desired information rate can be reduced with increasingbaurof BS antennas\/ (array gain).

It has been shown that even with imperfect channel statenrdton (CSl), the achievable
array gain for any sub-optimal linear receiver (e.g. zen@ihg (ZF), maximum ratio combining
(MRC) etc.) isO(vM) [6].

Above results assume perfect frequency synchronizatitimeaBS receiver, without which the
performance of the system would deteriorate rapidly. Ircfica acquiring perfect knowledge
of the carrier frequency offsets (CFOs) between the redeier signals at the BS and the
frequency of the BS oscillator is however a challenging tadkere exists various techniques
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for CFO estimation and compensation for conventional stMO systems in the literature
[7]-[10]. However these algorithms incur tremendous iaseein computational complexity with
increasing number of BS antenndd, and increasing number of UT#% (i.e. massive MIMO
scenario). Recently in_[11] an approximation to the joint NlMaximum Likelihood) CFO
estimation has been proposed for massive MIMO system. Hemihs technique requires a
multi-dimensional grid search and therefore has high cerigl with large number of UTs.

In [12] the authors propose a simple low complexity algamtfor CFO estimation and a
corresponding communication strategy for massive MU-MIM@ink. It has been shown that
with sufficiently large)M, the algorithm has only) (M) complexity (independent of the number
of UTs). However the impact of the residual CFO (due to CFOpemsation) on the performance
of massive MIMO is yet to be studied. The most common linedoptimal receivers used in
massive MIMO uplink are MRC (maximum ratio combining) and Zfero-forcing) receivers.
With the MRC receiver, system performance is limited by thdtruser interference (MUI) in
the high SNR regime. For the ideal zero CFO scenario, the Z&iver is known to remove this
limitation by eliminating the MUI[6]. In this work we therefe study the impact of the residual
CFO error (due to the CFO estimation strategy proposed i) fr2the achievable information
rate of the ZF receiver and compare it to that of the MRC rexreilo the best of our knowledge,
this paper is the first to report such a study.

The contributions of our paper are as follows: (i) we haveveer a closed-form expression
for an achievable information rate for the ZF receiver witMBE (minimum mean square error)
channel estimation and CFO compensation. A closed-formessjon for the same is also derived
for MRC; (ii) analysis of the ZF information rate expressieveals that a (/A1) array gain is
achievable. This is very interesting since even for thelideeo CFO scenario, the best possible
array gain is known to b& (/M) only [6]; (iii) for the same desired per-user informationera
the SNR gap (i.e. the extra SNR required by MRC when compar&dF} does not degrade with
CFO estimation/compensation, when compared to the ideal QEO case. This suggests that
compared to the ideal zero CFO case, the performance déigradathe presence of residual
CFO (due to compensation) is the same for both ZF and MRGtgtions: C denotes the set
of complex numbersE denotes the expectation operato)? denotes the complex conjugate
transpose operation, while)* denotes the complex conjugate operator. AlEg,denotes the

N x N identity matrix andA,,; (or (A),.;) denotes thém, k)-th element of matrixA.]
[I. SYSTEM MODEL

We consider a frequency-flat massive MU-MIMO uplink (UL) dnal, where the massive

MIMO BS is equipped withM/ BS antennas and is coherently communicating withsingle
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Fig. 1 The communication strategy: CFO Estimation and Careation Strategies and Data Communication.
antenna UTs simultaneously in the same time-frequencyuresoTherefore for a massive MU-

MIMO BS, acquisition and compensation of CFOs from diffeérefTs is important. Since in

massive MIMO, the BS is expected to operate in time divisiaplexed (TDD) mode, the

coherence interval (0N, channel uses) consists of a UL sld{( channel uses), followed by a
downlink (DL) slot (V. — N, channel uses). As for the communication strategy (see indjig

we perform CFO estimation in a special UL slot prior to theadabmmunication. For CFO

estimation, we adopt the CFO estimation strategy presentd@i2]. CFO compensation can
be performed in two different ways — (i) at the BS (prior to ihal estimation and multi-
user detection); or (ii) at the respective UTs prior to dagasmission (this however requires
transmission of CFO estimates from the BS to the UTs over @ralochannel in the DL slot,

following the special UL slot for CFO estimation). Data conmcation starts from the first

UL slot, following the special CFO estimation UL slot. In g UL slots, prior to UL data

transmission, the UTs transmit pilots for channel estimﬂiThe special UL/DL slot for CFO

estimation might be repeated every few coherence interdaisending on how fast the CFOs
change.

A. CFO Estimation Strategy in [[12]

For the CFO estimation phase, special pilots are transiiyethe UTs in the uplink. A pilot
sequence of lengtiv < N, is divided into B = N/K pilot-blocks, where each pilot-block is
K channel uses Ior%Each UT transmits only a single impulse of amplitugé(p, in each
pilot-block. Therefore in the™" pilot-block, the k" UT transmits impulse at = 7(b, k) =
(b—1)K +k—1, wherek =1,2,..., K andb = 1,2,..., B. The pilot signal received at the""
BS antenna at time(b, k) is therefore given by, [7(b, k)] = VK py Gmi €“¥™OF) 4w, [7(b, k)],
wherewy, 2 2rAf,, T, is the CFO for thek™ user (, = 1/B,, where B, is the communication
bandwidth and\ f; is the frequency offset of the" UT). Also g¢,.. 2 Bk B, m =1,2,..., M
andk = 1,2,..., K, is independent complex baseband frequency-flat chanmelogefficient

1The same CFO estimates can be used for CFO compensatiortg@poecoding in the DL slot of each coherence interval.
2Although the CFO estimation method assumiégK to be integer, we can accommodate non-integer valued /&, by

defining the number of block® 2 [N/K]. Hence for non-integeV/K, the B" block is less thank channel uses long.
Therefore the effectivéV/K is [N/K] for UTs allowed to transmit in thé&" block, and it is([N/K7 — 1) for all other UTs.
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between then'" BS antenna and thé" UT andh,,,;, ~ CN(0, 1)H V/Br > 0 models the geometric
attenuation factor for the" user andw,,[7(b, k)] ~ CN(0, o%) is the complex circular symmetric
AGWN noise with variance2. The estimate of the CFO of thé" UT, &, is obtained as the

principal argument of the block-wise correlation term oé thilot sequence received from the
Z Z 70 k)| [T(b + 1, k)]

kKM user, i.e. 0, = % arg (pk)H wherg pp 2 b=Lm=l = Gre?e K 4y and

]\/,U((B 1)puﬁk
Gk 4 mk| -+

Remark 1. Note that the above CFO estimate is well-definedduff K'| < =. For most practical

massive MIMO systems, this condition will hold true [12].s4l from the strong law of large

numbers it can be shown that for i.i.b,,;,, G, — 1 asM — oo. O

Result 1. (Approximation of the CFO Estimate in [[12]): If |w,K| < 7 and~y 2 o> Y,

V@
then the above CFO estimate can be approximated by % arg (pr) ~ wi + TR where
B-1

§0 2 263 andv? £ S(1,). Note that(@y, — wi) ~ N(0, o2 ), whereg? is
KGi|\J1+2M s —1
the mean square error (MSE) given by 1
e (5 i) @

5 S BB - > MV - KRG
Remark 2. Clearly with M — oo, we havey® \/_ Therefore we choose some constagnt- 0

such thaty = \/_ > ~yY asM — oo, thereby satisfying the required conditions 7° in Result

1. From [1) we note that withy = and M — oo (fixed N, K), we haveE[(@; — wi)?] =

¢_
1/ct

SN - K5 smce}vhmoo G = 1. This shows that the MSE for CFO estimation approaches a

constant value a8/ — oo with v o< 1/v/M for fixed K and fixedN. Note that withM — oo,

the desired MSEx 1/¢2, i.e., a smaller desired MSE can be attained using a highee \& c,.

Therefore for a target/desired MSE, a sufficiently lafigemust be chosen so that the required

power (x 1/v/M) for CFO estimation is within the desired limits. O
B. Uplink Data Communication

After CFO estimation, CFO compensation can be performecdénas the following two ways:
(a) the BS can feed the individual CFO estimates back to thegponding UTs over a control
channel in the DL slot, following the special UL slot (see .. In this way, the:"" UT would
correct its CFO by rotating the transmit signal at thechannel use by 7', However in this
method there is possibility of corruption of the estimateg do error in the control channel;

(b) another way of correcting frequency offsets is to penfdFO compensation at the BS,

3Independent and identically distributed Rayleigh fadisgaicommonly used model for the distribution of channel gains

a massive MIMO system_[3]H[5].
“Herearg (¢) denotes the ‘principal argument’ of the complex number
®For expression of, see [12].



prior to channel estimation and multi-user detection. lis fraper, we would use this second
technique for CFO compensation and study the impact of thielual CFOs (i.el;, — w;) on
the performance of massive MIMO uplidkThe uplink data communication starts fat= 0
(see Fig[1l). We assume that in the fifstconsecutive channel uses, the UTs transmit pilots
for channel estimation sequentially in tiH,]é.e., thek™ UT transmits an impulse of amplitude
VK p, only in the (k — 1) channel use. The received pilot at thd' BS antenna at = k£ — 1
is therefore given by.,,[k — 1] = /K py gmi %Y +w,, [k — 1], wherek = 1,2,..., K and
m=1,2,..., M. wy,[k — 1] ~ CN(0,0?) is the circular symmetric AWGN.
C. MMSE Channel Estimation

To estimate the channel gains, firstly, CFO compensatiomifopned on the received pilots
at the BS. Since the pilots from different UTs are separatetime, pilot from thei®™ UT
after compensation is given by, [k — 1] = rp,[k — 1]e 7% = /K py Gok + 1k [k — 1],
WherQ Gonts 2 G 7389 E=1) L CAL(0, 1), nie[k — 1] 2 W[k — 1]e=3%E=D ~ CA(0, 02) and
Awy, 2 Wy, —wy, is the residual CFO error. Next we compute the minimum meamrsgestimate

(MMSE) of the effective channel gain coefficiefyt,, as given below:

~ VEpuBi VEpuBi _iA _
e = ——— 2y Tk — 1] = (K py gmg e AN Lo T —1]). 2
Gk = 5 53 Y [k —1] KpuﬂkJraz( PuYmk € + M| ]) )

wherem = 1,2,...,M andk = 1,2,..., K. Using [2), the estimate of the effective channel

gain matrix is given by

G = (VKp.G®, + N)D, (3)
where G 2 [Gmklprx iy G 2 (G arx i, and @ 2 diag(1,e=78w2 ... e=i8wx(K=1)) Here
N = [nilk = W and D = (VEpuIx + —5=D~)", where D = diag(By, B, , Bic).

I1l. UPLINK RECEIVER PROCESSING

In this section we formulate a generalized approach towardii-user receiver processing
at the massive MIMO BS. From Fig] 1 it is clear that uplink daensmission begins at the
t = K™ channel use and continues till tfi&’, — 1) channel use, wheré/, is the duration
of the UL slot. Let,/p, z[t] be the information symbol transmitted by th® UT at the "
channel use. The signal received at th& BS antenna in the!" channel use is given by

K
Tm[t] = \/Pu Zlgmq eIt g, [t] + wy,[t], wherem = 1,2,..., M. To detect information symbols
q:

®Note that the information theoretic performance is idetfor both the CFO compensation techniques.
"Though impulse type pilots are not amenable to practicalémpntation (due to high peak-to-average-power ratio (AR

we use them because our main objective is to study the firgr aflects of system parameteld, K, N, p, etc. on the

information rate performance of ZF and MRC detectors in ttesg@nce of residual CFOs.
8Both g,,x and wy,[k — 1] have uniform phase distribution (i.e. circular symmetréc)d are independent of each other.

Clearly, rotating these random variables by fixed angles dfgiven realization of CFOs and its estimates) would nongka
the distribution of their phases and they will remain indegent. Therefore the distribution @f,.x and n,,,x[k — 1] would be

same as that of,,, andwn,[k — 1] respectively.



of the ™ UT, first, CFO compensation is performed, followed by detectising the detector for
the k™ UT. In this paper, we only consider linear detectors. We alssumer[t] ~ CN(0, 1),
for t = K,---,N, — 1 and are i.i.d. Letr[t] 2 (r1[t], r2[t],- -, rx[t])T. The detected signal
from the k™ UT at the BS after CFO compensation is given by

M
Tlt] = aflrlt] ¢TI Z ] = RS ( S 0 g €Hn N ) " ah il
H\/—/ m=1

cro q=1 m=1

Detection compensation

N N
=ailg, Safn[i]

= vDuar gee A ]+ pa Y af gge T wy (1] € C O 4 affng i)

g=1,q7k

= puaf Gre 8o =) g [ + /py i ay gge /A=) gy [1] @ mER 1 a iy o), (4)
whereay, 2 (aip, asp, -+ aym)? € (CMi:lliqs#ltche linear detector for the" user,Aw;, = ©) — wi
and n,i[t] 2w, [tle 7. Also, nglt] 2 (nixlt], nalt], -+ nasklt) s 9o 2 (G1g> Goas -+ Gatg)”
(the ¢ column of G) and g, = (Gig. Gog. +++  Garg)” = gg e 72001,

A. Coding Strategy

We define the effective channel estimation errore,%é Imi — gmi (S€€ Section II-C). Let
A ~ —~ ~ ~ ~ ~ ~
€ — (Elk, €2ky* " " ,EMk)T = gr — Gk, Wheregk = (glk,ggk, cee ,ng)T (k‘th column OfG) The
mean vector and the covariance matrixepfare respectively given b¥[e;] = 0 and

2
Elewell] = E <<7Kp“ﬁk ) a g [k—u)(ak—ak)ﬂ@iﬁ’” L. ©

Kpufy + 0 Kpifs + 02 " Kpf+02 "
9k—3k
where(a) follows from (@) andn [k — 1] = (ni[k — 1], ,nalk — 1])T. Using gr, = gr — €
in @), we get
Tilt] = puag ge e 72O D) gy ] + affnyJt]
2 5,414 2 EN,[1]
K
* \/_< Z ( (g‘l o eq)e_jAwq(t_(q_l)) Iq[t]) eI Pa=En)t afeke_jAwk(t_(k_l)) Ik[t]>
Pt
2 MUIL[¢]
= B [Sult)|wult] + (Sklt) — B [Sk[d] ) welt] +MUIL[H + ENG 1), (6)
2 ES.[1] 2 SIF,[1]

where Sl [t] is the time-varying self-interfering component of the dedisignal and SIft] +
MUI . [t] + ENg[t] 2 W [t] is the overall effective noise term. FurthEr[Sk[t]} is the average
value of Sy [t], across several uplink data transmission blocks, i.egraéxhannel realizations,
and is a function of. The same is also true for the variancel®@f[t|. Furthermore for a given
t, across multiple uplink data transmission blocks, theizatibns of W, [t| are i.i.d. Hence
for each channel use¢,= K, K +1,..., N, — 1, we have a additive noise SISO (single-input

single-output) channel i {6). Thus for each user there re- K different SISO channels



with distinct channel statistics. Therefore we consider— K channel codes for each user, one
for each SISO channel. The data received for each user ittldbannel use across multiple
coherence intervals is jointly decoded at the receiver.[IBis coding strategy albeit not practical

is useful in computing an achievable information tate.

IV. ACHIEVABLE INFORMATION RATE
In essence, from the above coding strategy, we héye- K parallel channel decoders for

each user. For thé" SISO channel of thé&™ user, we note that the correlation between the
desired signal term B$] and the overall effective nois#’;[¢] is zero, i.e., from[(6) we have

E [Es,;[t]wk[t]} @R [s;;[t]] E [ |xk[t]|2{5’k[t] ~E [Sk[t]}} S+ [(MUIL[H] + 5 [tJENL[E]

= 0, sincen[t] is zero mean an

=0, sincex, [t] and .S, [t] are independent independent af ¢

K .
wplt] > (af(ﬁreq)e’”“"("(q’”)rq[t])

q=1,q9#k
“E [Si[t]} E [\/p_u< x el (Ga—on)t — af epe 7B D) g g 2 )] =0. (7)

=0, sincez; [t] are all i.i.d. =0, sincegand e are orthogonal due t
MMSE estimation and, is function ofgy,

where (a) and (b) follow from the definitions of SIE¢] and MUL[t] in (6). With Gaussian

information symbolsc,[t], a lower bound on the information rate of the effective clerin
(@) is obtained by considering theorst case uncorrelated additive noise (in terms of mutual
information), having the same variancel&g[t]. With Gaussian information symbols, this worst
case uncorrelated noise is also Gaussian [14]. The variaht€, [t] is given by E[|W,[t]|?] =
E[|SIF.[t] + MUI[t] + ENg[t]|?]. Since allz,[t] andn[t] are independent and zero mean, it can
be shown thaE[SIF; [t|EN[t]] = E[MUI[t|EN;[¢]] = 0. Also due to MMSE channel estimate it
can be shown that[SIF;[t]MUI[t]] = 0. ThereforeE[|W,[t]|?] = E[|SIF[t]|?] + E[|[MUI[t]|?] +
E[|EN.[]|2]. Also, E [E&[t}} ~E [SIFk[t]} ~E [MUlk[t]] —E [ENk[tﬂ — 0. An achievable
rate is therefore given by the following lower bound 6xy[t]; zx[t])

[(@4[t]: 24 ]t]) > log,(1 + SINR,[t]), where SINR[f] £ E [|E&[t]\2] /Eﬁ [\Wk[t]ﬂ, 8)

and the overall information rate for tHj@éh &Jser Is thus given

I, = Ni Z log,(1 + SINR[t]). 9)
t=K

u

A. Mutual Information Analysis for the ZF Receiver

For a ZF receiver, the detector matrix is definedAs= (ai,as, -+ ,ax) = G(GHG)".

Clearly, for ZF receiver,A”G = Iy, i.e., al’g, = 0,y = 1 if k = qgand0 if k # q,

°In practice, coding could be performed across a group ofemiriive channel uses within each transmission block, dimee

statistics of Wy [t] and Sk [t] would not change significantly within a small group of cong&e channel uses.
010 a wireless channel of bandwidth 200 KHz and a coherenesviait of duration 1 millisecond, even with = 10 UTs,

the channel estimation overhead is onB.5Further, CFO estimation is performed at a 5 to 10 times glow than channel
estimation and therefore its overhead is expected to bethess % [15]. We have therefore neglected the CFO estimation

overhead in[{9), since it is a mere scaling factor, which dussimpact the main conclusions of our work.



whereq = 1,2,..., K andk = 1,2,..., K. Substituting this result in({6), we get §§ =
Due” o =02 0 1 where we have used the fact tige 74wk (t-(k=1)] = =&, (= (k=1)%/2
Clearly, E[ES.[{]"] = pue =" Similarly E[|SIF.[f]]2] = py (1—e-aik<t-<’f—1>>2),

E[MUI[t]|?] = po E [{(cA;HcA;)—l}kk ; e, andE[|EN[f)|?] = 0?E [{(éHé)—l}kk]

Lemma 1. With MMSE channel estimates, it can be shown tﬁa{t{(é’Hé’)‘l}kk] = (6—1 +
)/(M K), whereG is the MMSE estimate of effective channel gain matrix ($8¢. (3

Kpuﬁk

Proof: See Appendix A. [ ]
Proposition 1. For the ZF receiver, the lower bound [d (8) is given by the ecidle information
rate RZ'[t] = log,(1 + SINR[¢]), where

o2, (t=(h=1))?

SINRE[t] = . (10)
_ 02, (t—(k-1))? 1 1 1 X 1
[l ‘ }+M_K<ﬁk+KB£7> {Z:KWBZHJF
wherey = % andt = K, K +1,...,N, — 1.
Proof: Using the expression fdE [{(aHé)_l}kk} from Lemmal, we get the expressions

for E [\MUIk[t]P} and E \ENk[t]P] (see paragraph before Lemnm@ Using expressions of
E [|E&[t]|2], E [|SIFk[t]\2 , E [\MUIk[t]P] andE [\ENk[t]P] (see paragraph before Lemma 1)
in the expression of SINR| in (8) we obtain [(ID). [ |

B. Mutual Information Analysis for the MRC Receiver

For MRC receiver,A = G, or, a; = gw, Vk = 1,2,..., K. Substituting this
result in [8), we getS.[t] = m\@kuze‘jmk(t‘(’f‘”). The desired signal B8] is
therefore given byES.[t] = E[Siltllaxlt] = BeE[l[gl2e o= F D201, or, ES] =
SPRE[(GH Gl == 2 11 Therefore E[IES,[1]2] = pu (E [(GHG)kk]) e~ oy (b= (k=1))
Similarly, E[SIF.[2] = pu [IE H((A;H@)kkﬂ—(za [((A;H@)kk})ze—aik“—(’“—l)f}, E[MUIL[2] =

K ~ o~ 2 K 2 ~ o~ ~
pu[ > ]EH(GHG)’“' }+;%E[(GHG)MHandE[IENk[t]P]:02]E{(GHG)M}-

i=1,i#k

Lemma 2. With MMSE channel estimat& of the channel gain matribG (see [(B)), it can
Al A Kpuf} Anay | Kpufy )
be shown thaft [(GHG)M] = Mﬁﬁfﬂ, E U(GHG)M‘ } = M(M +1) (ﬁﬁfﬁ) and,

2 2 2
_ KpuB;, KpuB;
:| =M (Kpu5k+02> (Kpu5i+02)'

Proof: See Appendix B. [ ]
Proposition 2. For the MRC receiver, the lower bound ial (8) is given by the iedble

information rateR]"[t] = log,(1 + SINR"[¢]), wheret = K, K +1,...,N, — 1, and

5 |[@ G

o2, (t=(h=1))?

SINRM™[t] = - : (11)
1= e B % (% KPR} 7) [Z o }
k




2
and

Proof: Firstly we substitute the expressions af [(éﬂé)kk}, E U(éHé)ki
E U(éﬂé)kk‘z]from Lemmd2 in the expressions fEr[|E&[t]|2] E [|S|Fk[t]|2} E [|MUIk[t]|2]
andE [\ENk[t]ﬂ (see paragraph before Lemmja Using these in[(8), we gef (111). [ |
Theorem 1. (Achievable Array Gain) Consider|w, K| < w, a fixed K, N (length of pilot
sequence) and a fixed desired information rate fortthehannel code of thé™ user (R[t]
and R"[¢] defined in Propositioh]1 and Propositidn 2 respectivelyy. baih the ZF and MRC
receivers, as\/ — oo, the minimum required SNR to achieve the fixed desired information
rate decreases aéﬁ Alternatively, with M — oo and~ o 1/v/M, the achievable information

rate for thet™ channel code, i.e R#[t] or R[], approaches a constant value.

Proof: We have observed from Rematkthat as)/ — oo with v = <2 (constantc, > 0),

N
the MSE for CFO estimation converges to a constant limitiafue, i.e., lim o} =

c Wk
M—oco,y= \/?71

(o > 0 (constant). Substituting this result in the expressionS‘lNR,f[t] in (10) and also in the

expression for SINR®[¢] in (@T) with v = —%- we have
e—Co(t—(k—1))*

lim SINR"[t] = lim SINRH[t] = > 0 (constant. (12)
/[ — 00

M—o0

1
KB2c
From [12) it is clear thatRif[t] = log,(1 + SINR,Zj[t]) and R"™[t] = log,(1 + SINR™[¢])

1 — e=Colt—(h=1))% 4

would also approach constant limiting valuesids— oo with v o [ ]

ﬁ.
Remark 3. From Theorem, it is clear that with every doubling in the number of BS amtas) the
minimum required SNR to achieve a fixed per-user informataia decreases by approximately
1.5 dB as long as the number of BS antenrdsis sufficiently large. This shows that with the
CFO estimation technique proposed [in][12], the ZF receiatso(the MRC receiver) yields an
O(v/M) array gain in the massive MIMO uplink. This is interestingcs even for the ideal
zero CFO scenario with ZF/ MRC receiver, the maximum achikvarray gain is known to be
only O(v/M) [6]. O
Remark 4. From [12) we havth_lfiuoo SINRI™[t] = Jim SINRH[z]. Clearly, asM — oo with v o
1/v/M, the achievable information rate for both the ZF and MRC ikezeapproach the same
lower bound. This shows us the new result that even with CRthagon/compensation, MRC

and ZF receivers have the same performance wheis sufficiently large. O
V. NUMERICAL RESULTS AND DISCUSSIONS
We present a comparative discussion on the performance eoZEh and MRC receivers,

with CFO estimation/compensation in frequency-flat mas$iMO uplink. For monte-carlo
simulations, we assume an operating carrier frequefiey 2 GHz and a maximum CFO of
PPM of f.. The communication bandwidth B, = 200 KHz. The coherence interval and the

maximum delay spread atems and5 s respectively. Thuge,| < & and N, = 1ms/ B, = 200
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* Simulation: ZF Receiver

-AAnalytical: ZF Receiver

2 bpcu

MRC Performance —Ideal/zero CFO case: ZF Receiver

¢ Simulation: MRC Receiver

{3 Analytical: MRC Receiver

“ to achieve [;

@ldeal/ zero CFO case: MRC Receiver

o

Pu

<

-12

Min. reqd. v =

ZF Performance

300 400
No. of BS Antennas, M

100 200 500 500
Fig. 2 Plot ofy = % required to achievé, = 2 bpcu (for the first userk(= 1)) vs. M, fixed K = 10, N = 100.
channel uses. The duration of uplink A5, = 100 channel uses. The length of pilot sequence
for CFO estimation is taken a& = 100 and the number of UTs i& = 10. At the start of
each CFO estimation phasg assumes a random value uniformly distributed-irg, £5]. Also
for simplicity, we assumes, = 1, Vk = 1,2,..., K. The information rate for each user is also
computed analytically using Propositiohsand 2 in (@) with 02, = E[(©, — w)?] replaced by
its approximation in[{Il) with, = 1 (see RemarKk).

In Fig. [2 we plot the variation of the minimum required SNR= p,/c? (both analytical
and simulated) to achieve a fixed information rate2dfpcu (bits per channel use) for th& 1
user versus the number of BS antenn&s,(fixed K = 10 and N = 100). Observe that the
analytical approximation to the requiredfor both ZF and MRC is quite tight. Also foi/
sufficiently large, with every doubling id/, the requiredy decreases roughly by5 dB (note
the decrease in required SNRfrom M = 320 to M = 640). This supports Theorer and
shows that with the discussed CFO estimation/compenstaitmique, arO(+/M) array gain
is achievable. Also note that the requiredor ZF and MRC is the same for sufficiently large
M > 320 (see Remarkt). However for finiteM, ZF is more power efficient compared to MRC.
For example at\M = 80, ZF requires approximately.7 dB less power than MRC. Next we
consider this extra SNR required by MRC when compared to Zrdted as SNR gap) for the
same desired information rafe = 1,2, 2.5 bpcu (for the # UT) for fixed M = 80 and K = 10
(see Tabléll). From Table I, we make an interesting obsemathat the SNR gap between the

ZF and MRC receivers is almost the same irrespective of venetle have the ideal zero CFO

TABLE | SNR GAP BETWEENZF AND MRC RECEIVER FOR FIXEDM = 80, K = 10.

Desired Per-User Information Rat

eSNR gap for Ideal/zero CFO cag

eSNR gap with CFO compensatio

>

1 bpcu 0.1dB 0.12 dB
2 bpcu 1.7 dB 1.71 dB
2.5 bpcu 4.57 dB 4.59 dB




11

scenario or the residual CFO (after CFO compensation) sicereherefore the new result in
this paper is that with CFO compensation, there is no sigmficdegradation in the SNR gap

when compared to the SNR gap in the ideal/zero CFO scenario.

VI. CONCLUSION

In this paper, we study the impact of low-complexity CFOmstiion and compensation on the
performance of ZF receiver in massive MIMO uplink in a flatifeglenvironment and compare
it to that of the MRC receiver. The tight closed-form analgtiexpressions for information rates
of ZF and MRC reveal that a®d(v/M) array gain is indeed achievable with CFO estimation.
This is interesting since the best possible array gain fealidero CFO scenario is also known
to be O(v/M). Finally the study of the SNR gap between ZF and MRC receif@rshe same
per-user information rate suggests that compared to the mero CFO case, the performance

degradation due to residual CFO is same for both the ZF and ke&ivers.
APPENDIX A

PROOF OFLEMMA 1
From the relationg,., = hm.:v/B: we have G = HD'Y? where H 2 (Pt x5 -

Clearly from [3) we haved = (VEp.G®, + N)D £ (VEp,H D'/*®, + N®[ D~'/2 D'/2&,)D =
2x Ay

(w/KpuH—i—V)Xﬁ — zXD, where (a) follows from the fact thatd/®, = ®,d = Iy

2z
and D = (VKpuIx + \/%D‘l)‘l. Let n, and v, be the k" columns of N and V
respectively. Sincen;, ~ CN(0,0%I), k = 1,2,---,K are all ii.d. random vectors,

vp = (B D V?)ny, k=1,2,--- K, are also independently distributed @&/ (0, g—iIM).

We also note that the columns @ and V' are independent of each other. Clearly, the
same is also true for the columns &f. Therefore we can writeZ = UQ, where Q 2
(KpyIx + a2D—1)1/2 andU 2 (wi,ug, -+, ug), Wwhereuy, ~ CN(0,Iy) Vk=1,2,..., K are
i.i.d. random vectors. Now, we ha\{e(@H@)—l}kk = {(D®ID'2QUHPUQD?®,D) "},
which follows from the fact thaG = ZXD, X = D'2®, and Z = UQ. Since D, &,, Q
and D are all diagonal,{(@H@)—l}kk = [}Tkkﬂ _I(W‘l)kk, whereT 2 QD'?®,D and
W 2 UHU ~ Wu (M, I,)is a K x K central Wishart matrix with\/ degrees of freedom.

} = [‘Tkk‘z} - E[(W )] = (M KpyBy + 0*

1 —1y| ®
Kpuf? ) i {”(W )} ~ (M = K)KpyB?’
where (b) follows from E[tr(W )] = -2 [18].

Clearly, E [{(éff@)—l}kk

APPENDIX B

PROOF OFLEMMA 2
From Appendix A we know thaW = U U is a central Wishart matrix witd/ degrees of

freedom, i.e. Wy, is x*(2M) (chi-squared) distributed. Therefore from definition@fwe have
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2
. {(éHé)kk} @ ‘Tkk‘QE[Wkk] - M <Kp7“513) . E U(éHC:‘)kk‘z] =M(M+1) <Kp7”ﬁ’3) , and

E U(éﬂé)ki

KpuBr + 02 KpuBr + o2

) < Kpuﬂ]% ) ( I(puﬂi2 >M
KpuBr + 02 ) \ KpuBi + o> ’

B

(

2| o .

2
| = 7l | 72,

]

where (a) and (b) follow from the facts thaiG = ZXD, X = D'/2®,, Z = UQ and T =

QD'2®,D (see Appendix A). Alsdc) follows from the fact thak[|W,,|2] = E[|uu|?]

M,

sinceug, Vk =1,2,..., K are i.i.d.CN (0, I).
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