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Abstract—In this paper, we study the energy efficiency (EE) of
a downlink multi-cell massive distributed antenna system DAS)
in the presence of pilot contamination (PC), where the antemas

are clustered on the remote radio heads (RRHs). We employ a

practical power consumption model by considering the tranmit
power, the circuit power, and the backhaul power, in contras
to most of the existing works which focus on co-located antera

have attracted a great deal of research interest [3—12]siMas
MIMO is acknowledged as a promising technology to improve
both the spectral efficiency (SE) and EE with the advantafjes o
asymptotically negligible fast fading, noise free chasnahd
arbitrarily small transmit power [13—-15]. The major botbek

of improving the SE in massive MIMO is the so-called pilot

systems (CAS) where the backhaul power is negligible. For a contamination (PC) effect, which is caused by using the non-

given average user rate, we consider the problem of maximizg
the EE with respect to the number of each RRH antennas:,
the number of RRHs M, the number of users K, and study
the impact of system parameters on the optimah, M and K.
Specifically, by applying random matrix theory, we derive the
closed-form expressions of the optimah, and find the solution
of the optimal M and K, under a simplified channel model with
maximum ratio transmission. From the results, we find that to
achieve the optimal EE, a large number of antennas is neededrf

orthogonal uplink pilot sequences at different users [}, 16
On the other hand, distributed antenna systems (DAS), where
antennas of the interested cell can either be fully disteibu
within the cell [17-19] or clustered at remote radio heads
(RRHs) [20-23], is proven to be efficient to improve the EE
and coverage by shortening the average distance between the
transmitters and users, and thus lowering the transmit powe

a given user rate and PC. As the number of users increases, EE [24,25]. It is expected that combining DAS with massive

can be improved further by having more RRHs and antennas.
Moreover, if the backhauling power is not large, massive DAS

can be more energy efficient than massive CAS. These insights

provide a useful guide to practical deployment of massive D8.

Index Terms—Massive MIMO, multi-cell, distributed antenna
system (DAS), pilot contamination (PC), energy efficiencyHE).

I. INTRODUCTION

MIMO by scaling up the number of antennas in DAS, i.e.,
massive DAS, can further enhance the system performance
[17,20].

The EE analysis and optimization problems in massive
MIMO systems have been recently considered in [18,26—
31]. For the massive co-located antenna systems (CAS), the
power scaling law and trade-off between EE and SE for uplink
transmission were analyzed in [26], where only the transmit

With the rapid deployment of wireless communication sygower was considered when evaluating the EE. In [27], the
tems, energy efﬁciency (EE) becomes a key concern from tﬂ@thors |nve§t|g§1ted the EE Of- downlink mult_l-cell massive
viewpoint of green communication [1,2]. Recently, massiveAS by optimizing the transmit power for given numbers

multiple-input multiple-output (MIMO) systems, where ada

of BS antennas and users. Focusing on zero forcing (ZF)

number of antennas are deployed at the base station (BEpcessing in single-cell systems with perfect channetesta
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information (CSI) at the BS, an EE optimization problem was
discussed in [28] to find the optimal numbers of BS antennas,
users, and transmit power. The authors of [29] optimized
the number of BS antennas to maximize EE when PC was
negligible, and provided the explicit formulas of the opdim
number of BS antennas in single-cell case. The impact of
transceiver power consumption on the EE of the ZF detector
in the uplink single-cell massive CAS was discussed in [30].

For the DAS, in [18], the design of precoding matrix,
antenna selection matrix, and power control matrix to ojzEm
the EE in single-cell downlink massive DAS was studied. A
comparative EE study of uplink transmission between DAS
and CAS was considered in [31] under a power consumption
model considering transmit power and circuit power, and
revealed that DAS can improve the EE when compared to
CAS.

However, most of these works only focused on the single-
cell scenario for analytical tractability. To the best okth
authors’ knowledge, there is limited study analyzing theiftE
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TABLE |
COMPARISON OFRELATED WORK OF EEIN MASSIVEMIMO
Work CAS/DAS Cell UL/DL PC Main Contribution
Single& Study the power scaling law and trade-off between EE
[26] CAS Mult uL v and SE
[27] CAS Multi DL Vv Optimize the transmit power
28] CAS Single | UL&DL « Optimize the numbers of_ BS antennas, users, and the
transmit power
[29] CAS Multi DL X Optimize the number of BS antennas
[30] CAS Single UL y Study the impact of tr?rr:escEeger power consumption on
[18] DAS Single DL y Design the precoding matrix, antenng selection matjix,
and power control matrix
[31] CAS&DAS Single UL X Compare the EE between DAS and CAS
. Optimize the antenna number of each RRH, the
Proposed DAS Muld DL v numbers of RRHs and users

multi-cell massive DAS and taking into account the impact afseful guide to practical deployment of massive DAS.
PC. To this end, we take into account PC and investigate theThe rest of the paper is organized as follows. The system
EE in the downlinkmulti-cell massive DAS, where the anten-model and power consumption model are described in Section
nas are clustered at RRHs. Moreover, the power consumptlarin Section Ill, the asymptotic EE is derived, and thishgmn
model is important when evaluating the EE. In this paper, wesed in Section |V to obtain the optimal antenna number of
adopt a power model where the transmit power, the circaich RRH, the optimal number of RRHs, and the optimal
power, and the backhaul power are considered [18, 21, 26, 3idmber of users that maximize the EE. We then analyze
The comparison among our work and previous work are listbdw these optimal numbers are affected by other system
in Table I, where “UL” and “DL” denote uplink and downlink, parameters. Simulation results are presented in Sectiom V t
respectively. validate the analysis, followed by conclusions in Sectidn V
_ ) ) ) Notation: Boldface uppercase and lowercase letters denote

In particular, we are interested in the following problemsyatrices and vectors, respectively. Ahx IV identity matrix is
For a given average uniform rate, to achieve optimal Egnoted byL, while an all-zero matrix is denoted iy and
how many antennas should be employe_d by each RRH? HQW all-one matrix byl. The superscripté)?, ()7, and(-)*
many RRHs should be deployed? What is the optimal numhggng for the conjugate-transpose, transpose, and caejuga
of users? And how the optimal numbers are affected Byerations, respectivelf{-} means the expectation operator,
different parameters, including the channel correlatithg 5,4 var{-} denotes the variance. We usg{A} to denote
channel gain, the power consumption parameters, and {ig trace of matrixA and diaga} to denote a diagonal
PC? Per-user power optimization is an important issue in Efarix with vectora along its main diagonal. The notation
maximization problem. Here, this issue is not involved so aS| and | - || denote the absolute value of a variable and the
to study the effects of the number of antennas, RRHs, apfy_norm of a matrix, respectivelx ~ CA (m, Q) defines
users on EE in a standalone manner and draw basic insights,ector of jointly circularly symmetric complex Gaussian

The discussions on EE optimization of per-user power can Rgqom variables with mean valua and covariance matrix
found in [32-34]. The EE optimization problem in gener

are difficult problems when taking into account the impetrfec '

csl at_the_ _RRHS and the effect of muiti-cell PC, Wh'_ChII. SYSTEM MODEL AND POWER CONSUMPTION MODEL
makes it difficult to analyze. To solve the problems, we first

use random matrix theory to reduce random channel gaifis System Model

to deterministic statistical information [6, 35, 36]. Sadp we Consider the downlink of a cellular network with non-
consider a simplified channel model to facilitate the arialyscoordinated cells, where each cell consists df RRHs

By doing so, a closed-form expression on the optimal antenaad K randomly distributed single-antenna users. The RRHs
number of each RRH is derived, the form of solution foand users in cell are labeled afkRH;,...,RRH; s and

the optimal number of users is given, and finally the optimalE, 1, ..., UE; k, respectively.N (N > K) antennas in a
number of RRHSs is obtained through one-dimensional searckll are evenly divided among RRHSs, such that each RRH
From the results, we find that to achieve the optimal EE,eqjuipsn = N/M antennas. TheM/ RRHs in the same
large number of antennas is needed for a given user rate astl are connected to a baseband processing unit (BPU),
PC. As the number of users increases, EE can be improweldere the main operations, including data processing and
further by having more RRHs and antennas. Moreover, if tmeanagement processing are implemented. The system works
backhauling power is not large, massive DAS can be marretime-division duplexing (TDD) mode so that the channels
energy efficient than massive CAS. These insights providebatween uplink and downlink are reciprocity. An example of
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The downlink signal received bYE; ;, is given by

L M
Yik = /Dd Y Y ShjkXim + Zjk, 3)
=1 m=1
wherep, is the transmit powetr; ;. ~ CA/(0, o?) is the noise,
and x;,,, € C™ is the transmit signal oRRH; ,,,, which can
be expressed as

K
backhaul links
Xim = VAl E WimiSimis (4)
=1

where wy,,; € C" is the precoding vector folUE, ;,
A; normalizes the transmit power in cell so that
E{%d_ Zn]\f_zl x{fn&m} = pg, and s;,; is the information-
7-RRH massive DAS is shown in Fig. 1, in each cell, there hearing signal WItrE {si,isj;,; } = L. .
one RRH in the cell center and six RRHs uniformly spaced We adopt the same assumption as in [6, 39] that the channel
on a circle of distance 2/3 radius away from the cell centerestimates are available at the BSs or the BPUs, and only the
statistical properties of the channeg], i Wjmi}, m =
1,2,...,M, are known at the UEs for detecting its desired
1) signal. Therefore, the received signal in (3) can be resitt
as
wherehy,,;, € C" is the small-scale fading channel vector, M
vyhose elements are mdept_endent a_nd identically d|stmut9jk =/Pa); Z E{g;‘-rmjijmk} S jmik
(i.i.d.) complex random variables with zero-mean and unit
variance, andRi,,jx = E{glmjkgf,fljk} e C"*™ describes M
the spa_tial _correlation a_nq _Iarge—scale fading _of the chgn- +\/Pa)j Z (gfmjkwjmk - E{gfmjkwjmk})sjmk
nel, which is a deterministic nonnegative definite matrix. m=1
8ijk = (&1 Blajrr - - -+ 8iarjil . € CV is the channel vector Mo
between all thel/ RRHs in celll andUE; ;. + V/Pad; Z Z &imjkWimiSjmi
i#£k m=1

Fig. 1. System model of multi-cell massive DAS.

The channel betweeRRH; ,,, andUE; ; is expressed as

1/2
8imjk = Ry himik

m=1

During uplink pilot transmission phase, all users simulta- X M
neously transmit pilot sequences with length = K and + b\ T e )
. . \V PdAl 8lmjk WimiSimi + Zjk- (5)
power p,, wheret) (¢ > 1) is the pilot reuse factor. We ; ;r; bk eI
assume that the pilot sequences of users in the same cell are h f is the desired sianal. and oth
pairwisely orthogonal, and the pilot reuse in differenticel Ibn ).t ed Irst tﬁrm |fsft € desire S'gﬁa’ an IOt er tegs ca
are indicated by. For instancey) = L allows assigning all e treated as the effective noise. The signal-to-intenteze

cells orthogonal pilot sequences, where the PC is absexit, &lps-noise ratio (SINR) can be given by

1» = 1 means the worst case scenario of PC, where every M 2

: NS ERgl L w;
cell reuses the same set of pilot sequenced;lfis the set J| 2 8imjrWimk
of cells sharing the same set of pilot sequence asjcelien SINR;, = Vi m=1 ,
_the numbe_:r of users sharmg the same pilot sequentEEgg_ ,\jvar{ > g;‘-rmjkwjmk} + SClix +IClj + ;_j
is L/v¢. Given the statistical knowledge of the channel, i.e., m=1

(6)
where the interference from users in the same cell (SCI) and
the inter-cell interference (ICl) are, respectively, givey

R i and Qi 1, the MMSE estimate of;,,;,. at the BPU
in cell j can be expressed as [6,37, 38]

Eimik M 2
1 SClrx =X Y EQ | gl nWimi (7a)
=Rjmjr Qjmjk <gjmjk + Z 8jmik + —ijk>7 / . — Simgk Tam
1€\ (5} VPuTu e Um= ,
2 K M
IClj, = NE L Wimi 7b
where z;j,,. ~ CN(0,0°1,) denotes the Gaussian noise, ik ;; : mz::lgl“”k : (70)
and Qi = (21, + R.,.u:) . From (2), it can
Qmie = (377 lg, jmir) @ As shown in [6,39], the downlink SE of celfj can be
be verified thatg;.,jx ~ CN(0,®;m,, k) With @,z = expressed as
Rk Qjm;xRjmjr [6]. The second term of the right-hand T )
; — Tu . .
side of (2) represents the PC from other cells. R; = - Zlogg (1+ SINR;;,) (in bits/s/H2,  (8)
For downlink data transmission, we assume that allXhe k=1

RRHs in each cell jointly serve th& users within the cell. whereT is the channel coherence interval in symbols.
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B. Practical Power Consumption Model Proposition 1: Asn, K — oo, user’s SINR is approximated
It is necessary to use a practical power consumption mod®i @ deterministic equivalent such that
for evaluating the EE accurately. Based on [21, 28], thel tota SINR;;, — SINR;;, % 0, (12)

power consumed for the downlink transmission of a given cell o _
can be modeled as the sum of a fixed power part, the circubere SINR;;. is given in by (13), shown at lthe top of
power, the transmit power, and backhaul inducing power: next page, with\; = (& S5 L™ w®,,,;) ", and the

i=1 n Lum=1
T — 7 pa notation ““>3” denotes the almost sure (a.s.) convergence.
Protal = Prix + N Prry + T ?K + Pan,  (9) Sketch: Dividing the denominator and numerator

SINR;z by L, we obtain the asymptotic

L . of
whergPHx accounts for the static circuit power Consumption.q is of each — item in SINR as follows:
Prry is the power required to run the internal RF components ) s M )
of each RRH antennapy, is the average transmit power)\j\ > E{gfmjkwjmk}\ = N2 @)
m=1 ’ =1

n—oo

normalized to usersq is the amplifier efficiency, and’zy Mm 2
is the power consumed by backhaul links. SClyy + ICly, 2 SON|E Y | +
The backhaul inducing power in DAS might be significant N eL;\{5} m=1

since all RRHs are connected to their BPUs through high-& X &K ¢
speed backhaul links such as optical fiber. However, in CA§,I§1 m§::1 Z; Aty trRim gk Bimii, and
the power consumption of backhaul is much less because the
data processing can be done in the BS that is close to N&7: =
antennas. In massive DAS, the power consumption of backhaubof of this proposition, please refer to the proof of [6,
for connecting RRHs to BPU is modeled as [21, 28] Theorem 4]. O
The downlink EE of cellj is defined as the downlink SE
Pegly® = M(Py + RBPer), (10) divided by the total power consumed in downlink transmissio
where P, is a fixed power consumption of each backhauf cell j:
R is the spectral efficiency (in bits/s/Hz}3 is the system n; 2 _BR;
bandwidth, andPsr is the traffic dependent power (in Watt Prota(R;)
per bit/second). Proposition 1 indicates that user's SINR can be approx-
Given the system model and the power consumption modghated by its deterministic equivalent without the needs of
we will adopt maximum-ratio transmission (MRT) as an exanknowing the instantaneous channel. Based on continuous map

ple to analyze the EE in the following section. Our analysis a ping theorem, we have the following almost sure convergence
design are also applicable when other beamforming stextegize]

M
kAjvar{ 2_: hfmjkwjmk} — 0. For the detailed

(in bits/Joulg. (14)

are adopted by RRHs. nj —7; 2250, (15)
[1l. ASYMPTOTIC ENERGY EFFICIENCY where7; = PTB?%‘), andR,; = T}Tu f: log(1 + SINR;,,).

In this section, we first derive the deterministic expressio

k=1
] S In practice, the large-scale fading factors or the attéanat
of the asymptouc SE and EE. The derlvatllon.s are ba§ed fAltors between different users and RRHs are not the same,
the assumption that the number of RRHAS is finite, while

however, this makes it very difficult (if not impossible) to
the antenna nu_ml?e_r of each RRHa_nd the _number of l?Sersinvestigate the EE and obtain basic insights. To tackle this
K approach to infinity at a fixed ratio/ K. Since the derived

deterministi i t : . tissue, we consider a simplified channel model used in [6, 26,
eterministic expressions are accurate even in non-asjinp 27,30], which is given by

regime, we can use them for EE optimization in practical case

which will be shown in Section V. =1/ Bumi LN (16)
If MRT beamforming is adopted in transmission, the pre- 8tmjk = | Plmgk T Am k-
coding vector is given by The channel model in (16) is a particular physical channel

model of (1). For large antenna systems, due to either irsuffi
o o cient antenna spacing or a lack of scattering, the chanmed-co
In [6, Theorem 4], the deterministic approximations ofation matrixR,,,;, may not have full rank [40]. The model in

SINR with MRT beamforming of co-located multi-cell mas—(16) is obtained by Ietting{1/2 \/W[A O (n_p)]
m, P n n— ]

. . e Imjk —
sive MIMO system has been derived. However, the distributgq, o .o Bimin is the large-scale fading factoA € C"*” is

massive MIMO _system under _C(_)ngdere(_j IS a more geneﬂ% array steering matrix[40], which describes the channel
scenario. To derive the deterministic equivalent of SINR, W, o 1ation andP — n(d > 1) angles of arrival. As in
= 2(d > )

make the following assumptions: o [6,27], hereA is composed ofP columns of an arbitrary
o The spectral norm oy, Vi, m,j,k, is uniformly ynitary n x n matrix, andA can be given by different forms

Wimi = gz*mzi- (11)

bounded with respect to. - _ _ according to different physical channel modéls,, ;. € C* is
« The trace ofRym;k, Vi, m, j, k, scales linearly with.  the small-scale fading channel vector, whose elementsvioll
o The channel estimatg;.,;x, the estimate errog;m;r. ii.d. standard complex Gaussian distribution. The lssgale

and the noisez;yk, Vj, m, k, are mutually independent. fading factor is modeled A8k = 1/dj,, 1., Wheredy,, i is
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SINR;, = 1\ m=1 : (13)

B M
Z Al % Z tr@lmjk
leL;\{j} m=1

dmn

the distance betweddE; , andRRH; ,,,, and. is the path-loss (1)) are respectively given by

exponent S =B (M'vy + (M — 1)a2v,) (19a)
Denote the index of the RRH in cell with minimum ! ! 0 5

distance toUE;; as m;,. The average large-scale fading Ipc =B%as (L1 — M#) (M2vy + (M = 1)oqrs) (19b)

factor betweenUE;; and RRH;  , (the average is taken (M'vy + (M —1)a3vy)

over different users and different user locations) is eelat I 711,

to both the number of RRHs\/ and the radius of the MV~ MU

cell. If M is increased, or if the cell radius is decreased, BdK Py 1

the average distance betwe®lE;, and RRH; . will be L (M2 +(1- M)O‘l +aa (L - 1)> , (19¢)

reduced. Assume that each cell is a circle with raditls _ . _

and the coverage area of each RRH is a circle with rmeiusWhereL1 - M; +az(L/ =1), Ly = o +20‘2(L/¢i_ 1),

Then,r can be approximated a8./v/M. Since the average ”* = ?“Tu_d/(a tputulifd), vo = putud/(0”+putuloBd),

distance betweellE; , andRRH; . , is scaled withr, base and I}, is the uncorrelated multiuser interference scaled by

ON Bimgk = 1/dj,,, 110 Bjimyi gk IS scaled with)/ . The average "

distances betweddE; ;, and other/ —1 RRHs in its cell (i.e.,

RRH;., m # m;;), and the average distances betwek) ;,

and RRHs in other cells (i.eRRH;,,, I # j), can be roughly

treated as independent 8f and only determined by the cel

radius ...

Based on the above analysis,,;, can be given by

Proof: See Appendix A. |
From Corollary 1, we know tha$ and Ipc do not change
with the number of each RRH antennaswhile I,;;; and the
Inoise vanish whem grows to infinity.

Assume that thé({ users achieve a uniform rateaveraged
over user locatiorfs solvingp, from (18), we get the transmit

power

0.2

Pa = (20)

M38, if j=1andm =mj, n(w—s;l—fpc) .
Bumik = 15, i )= bandm 7 mx, (1) Remark 1: To achieve user ratg the transmit powep,
azf, if G FL should be positive, fron{20), we know that the antenna

where 3 is the average large-scale fading with respect f#mbern must satisfy

different user locations, and it is determined by the cealiua Iio

and path-loss exponent; (0 < a; < 1) represents the n> 5 (21)
difference of large-scale fading factors from the neard3HR -l re

and otherM — 1 RRHs in the cell, andv; (0 < ay < 1) can Since the transmit power in (20) and the backhaul power
be named as inter-cell interference factor, which reprsstae  are increasing withy, the total power consumptiofrotal is @
difference of large-scaling factors from the nearest RRH afunction of y. With average uniform rate, the cell EE can
RRHSs in other cells. Whed/ = 1 anda; = 0, this model be expressed as .

is consistent with the simplified model of CAS in [6, 26, 27]. — Ky 22)

With the simplified model, we have the following corollary. O Protai(y) ’

Corollary 1: With the simplified model i{16), the deter- yith Prowa(y) = Prix + nM Prry + %%K + M(Py +
ministic equivalent of user's SINR {13) can be written as PBTT}TM K~), andpg is given by (20).

S (18) Before we proceed, we verify the accuracy of the derived
2 4 Ipo+ Iuy asymptotic EE at different number of RRH antennasin
pan Fig. 2, we show the EE whep; = 30 dBm, M = 7,
where the desired signal powes), the power of interference ; — 1 — 10 and 20, respectively. In the case with pilot
due to PC(Ipc), and uncorrelated multiuser interferencecontamination (denoted as “with PC”), we set the pilot reuse
factor ¢ = 1, and in the case without pilot contamination

(denoted as “w/o PC”), we sep = L. Other simulation
1The simplified model can be used because of the following ®esans.

First, the number of degrees of freeddm which depends on the scattering parameters are listed in the b(_aglnnlng of S?Ctlon V. It can
in the channel can be assumed as constant or to scale withuthben of D€ Observed that the asymptotic results (solid curves)eagre
antennas: [6]. Second, the assumption that all users have the samelation

matrix reflects a worst-case performance because useastaseous channel  2The uniform rate assumption is based on the large-scaledaalieraged
vectors are less orthogonal due to the same correlationxnathich leads over different user locations, so we call it uniform rateraged over different

to large multi-user interference. user locations, or simply, average uniform rate.

SINR;, =
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For convenience, we introduce a notation:

10 —

o} with PC : K [2], otherwise

ol ] where |z | denotes the largest integer not greater thaand
- i [x] denotes the smallest integer not less than
% Theorem 1: For a given uniform rate averaged over
2 T different user locations, the optimal number of RRH antenna
g that maximizes the EE is
< 6
L T—7y 52
w o. b X ¢ oK Ty

5t T ‘o ] n S + . (26)

F N\.'_ w/o PC N‘°~~ (ﬁ_IPC)JV[PRRH 27-1 pC
II ks Lok n
Y/ S . YO 4 .
+ ., Proof: See Appendix B. |
el From Theorem 1, some insights on how is affected
3y 10 20 30 40 50 60 70 80 90 100 by other system parameters can be obtained, the results are
Number of RRH antennas n described in the following remark.
Remark 2: From Theorem 1, the following observations can
Fig. 2. Accuracy of asymptotic Efp; = 30 dBm, M = 7, andd = 1. be made:

The solid curves depict analytical results, while the merkdepict simulation
results. Two cases are considered: with pilot contaminafitenoted as “with
PC™) and without pilot contamination (denoted as “w/o PC").

with the simulation results (markers) achieved by Monte-

1) When K increases, the scaled multi-user interference
I}, increases, and* increases with’X' accordingly.
WhenPrrHy decreasesy* increases. That is to say, using
lower power consuming hardware components to reduce
Prru, n* will increase.

When the noise is comparably negligible?( <«

2)

Carlo averaging over 1000 channel realizations, even fallsm 3)

number of antennas. We conclude that the asymptotic EE puuL1fd), n* is an increasing function of. A large

is accurate even in practical non-asymptotic regimes, hnosl t

can be applied to the optimization problems discussed in the

sequel.

IV. ENERGY EFFICIENCY OPTIMIZATION

In this section, we will answer the following questions: For
a given uniform rate averaged over different user locations

value ofd means an environment with insufficient scat-
tering, in this case, more antennas are required to achieve
the optimum EE.

When the noise is comparably negligible?( <«
putuL1Bd), as the cell size increases, frdecreases,

n* will increase.

When the pilot reuse factog decreases, or the PC
becomes more serious; will increase.

Proof: 1) and 2) can be observed from (19c) and (26)

4)

5)

to maximize the EE, how many antennas should be employggectly. When the noise is negligible, i.er? < p,7.L13d,
by each RRH? What is the optimal number of users? Haye haver, ~ 1/(L1f3), vo =~ 1/(L2f). Substitutingr, and
many RRHs should be deployed? And what are the impagts into (19), it can be known tha$, Ip- and I}, depend
on these optimal values due to different parameters, egg. n’hea”y on 33, and bothS and Ipc are independent of,
channel correlation, the channel gain, the power consamptiyije I}, increases withl. Thus,n* increases withl, and

parameters, and the PC?

A. The Optimal Number of each RRH Antennas

We first derive and analyze the optimal valuewofvith fixed

decreases witl#, which are summarized in 3) and 4). When
1) decreases/pc increases, and more antennas should be
deployed to achieve the maximal EE. |
The above observations can also be explained as follows:
With more users, the multi-user interference increases,

M and K. Based on (22), the EE optimization problem Canence more antennas are required to achieve the target rate

be formulated as

T—7y K’Y
max =T 23
n g PTotaI(V) ( )

For a given average uniform rate, the problem can be
reduced to

(24)

H}lin Protal,

~v. When Prry becomes larger, more power is required to
run each RRH antenna, in this case, the transmit poweés
small when compared to the power consumed for running the
antennas, and thus using more antennas may increase the tota
power consumption and decrease the EE. Howevéizsfy is
small and fixed, the running power of antennas is smaller than
pq- Whend is larger or the average channel gains smaller,
increasing the number of antennas will improve the arrag gai
to reducepy. In such a scenario, it is optimal to equip more
antennas to reduce the total power consumption and improve
the EE. When) decreases, the pilot sequences will be reused
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in more cells, the interference due to pilot contaminatiath wC. The Optimal Number of RRHY

increase, and hence a large array gain is needed to reduce thg the massive DAS we considered, the number of RRHs
required transmit poweg, and then improve the EE. will influence the EE performance. On the one hand, the
Corollary 2: The optimaln* is lower bounded when therechannel gain (or the distance) betwedh; , and RRH; 7,
is no PC (pc = 0), which is given by(27) , shown at the 5 changing with the number of RRHs, on the other hand, the
top of next page. power consumption of backhaul increases with the number of
Proof: From Remark 2p* is decreasing with), in the RRHs. Given other system parameters, with a average uniform

case without PCy) = L, Ly = M*, Ly = a1, andIpc = 0. rate, the optimal number of RRH& for EE maximization
Substituting these results into (26) yields Corollary 2. ®  proplem can be formulated as

Remark 3:From Corollary 2, we can know that when the .
inter-cell interference factow, increases, more antennas are min Protal, (33)
required to achieve the maximum EE. st pa(M)>0, MeZ,.

. Due to the complex expression d@ff in 7, the closed-
B. The Optimal Number of Useis form of M* is not allowed. However)/* can be obtained

With more users in each cell, the sum rate will increasgficiently with a one-dimensional search over the caneidat
accordingly, but to satisfy the given average uniform rétte, set{1,2 ..., M.y}, i.e.

transmit power is proportional to the number of uséfsas

well, thereby there exists an optimal value /§fto maximize M = arg min Protal, (34)
the EE. We now investigate the optimal number of users when ME{1.2,.... Mmnax}
other parameters are given. The problem is formulated as s.t. pa(M) >0,
% K~ whereM,,.. is a predefined valdeAs shown in (20) and (22),
m;gX n= mv (28) pq and Proig are independent of instantaneous CSl, and hence
otal

M~* is independent of instantaneous C&iqy is related to
n, K, v, ¢, 8, and the power consumption parameters. Given
Pluggingr, = K and (20) into (22), the EE is given bythese system parametef®/* can be obtained by searching
(29), shown at the top of next page. over{1,2,---, Mmuax} Only once, and it remains the same as
When the noise is comparably negligible, ~ 1/(L,3), long as these parameters unchanged.
vy = 1/(Laf3). Then, in (29), the scaled multiuser interference
I4,.; is the function of K, while the desired signal powest V. SIMULATION RESULTS
and the power of PC interferende are independent ok'. In this section, we conduct numerical simulations to confirm
For notation convenience, we rewrif§,,; in the form our analytical results. We sét= 7, and the large-scale fading
, factors in (17) are chosen as follows. We consider the 7-RRH
Iy = BAKE, (30) massive DAS as illustrated in Fig. 1. In each céil,= 10
where¢ = M5! 4 (1 — L)a; + as (L —1). users are located uniformly at random. We take the 10 users

Theorem 2: For a given uniform rate averaged over dif- in the center cell (indexed by cell 1) as samples. fgbe the
ferent user locations, when the noise is comparably ndgégi average of the large-scale fading factgts;,, 1 over the 10

st. pg >0, Ke€Zs.

the optimal number of users that maximizes the EE is users,3; be the average of i1 (m # ) over theM —1
N 3 RRHs and the 10 users, apd be the averagg;,ix (j # 1)
K*=|K°],, (31) over the RRHSs in other six cells and the 10 users. We generate

1000 random user locations to calcul&té 5, }, E {3, }, and
E {52}. Base on (17), we compute the average channelgain
, the interference factax;, anda, ask {8y} /M2, E{p1} /B,
B B 2 07 B 2 _ o andE{B.} /B, respectively. By setting the cell radiug. be
H2(2K = T) (i = dBEK)™ + (7d5§((T Kw)K) =0 2 km, and the path-loss exponenbe 2.5, we obtaing =
(32) 224 x 1078, ay = 0.54, and oy = 0.075.

where K° is the root in the range(o,min{%, 45e}) of the
following equation '

with yi1 = n (% - Ipc) and g = %(an + nM Prry + Other simulation parameters are defined in Table Il [21,
MPy). 28]. Unless otherwise stated, we keep these parameters in th
Proof: See Appendix C. m following simulations. The detailed discussions are a®Ws.

Theorem 2 shows that™ is a root of the quartic equation
given by (32). The closed-form root expressions of a quartfe Impact of channel correlation and channel gain on the
equation can be found in [41]. Due to the lengthy anmhaximal EE and the optimal

complexity of these expressions, we can use a numericalrhe EE achieved by different number of RRH antennas
algorithm, e.g., bisection method, to find the root in thegean for different values ofd and 3 when the pilot reuse factor
(O,min{%, 45z 1) Moreover, from (32) we know thak™ is
related tous, that is, K* also depends on the terms of power 3We will see in simulations th_at EE first increases_ and themedses with

. hat ind dentfof including P P M. Thus, Mmax can be determined from the behavior of EE. Moreover, we
consumption that are independen INCIUAING Frix, £RRH;  observe that the optimal/ is increasing with the number of useks, hence,
and P,. Mmax could be set as scaled with.
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. Lio?K LK (M (1= g)on + (L 1) az) 27)
n* = - .
B(MZ+(M-1)ay M2 +(M—1)ay
( 27—1 )MPRRH ( 27—1 ) "
T—$K j
= T—yK UZ/C - T—9K : (29)
Prix + nM Prry + T K+ M(Po + PBTTK")/)

n(?sﬁlflPC)flfde

TABLE 1|
SIMULATION PARAMETERS 12 . .
—+—w/o PC
Parameter Value —e—with PC
Amplifier efficiency :¢ 0.4
Coherence interval : T 196
System bandwidthB 20 MHz
Fixed backhaul powert 0.825 W 1!_5
Traffic dependent backhaul powggr | 0.25W/(Gbits/s) §
Fixed system powerPrx 9 W =
Power of each antenna at RRHgzrH 0.2 W =3
Total noise powerNyB —40 dBm m
12
10f % 10 15 20 25 30 35 40 45 50

Number of RRH antennas n

Fig. 4. Impact of PC and’rgn On the maximal EE and*. d =1, M =7,
K =10, and~ = 2. As compared to the scenario without P&; is larger
for the case with PC. When the running power of each RRH aatéfigy
is lower, more antennas are required to achieve a highermadEE.

EE (Mbits/Joule)
(2]

4.

will be larger, but the achieved maximal EE is lower, since
ol the power to run the total antennas increases. Comparing the

two sets of curves of; = 2.24 x 1078 and B, = 0.231, when

[ decreasesy* increases, and a higher average channel gain
0O 10 20 30 20 50 50 results in a higher maximal EE. These insights are congisten

Number of RRH antennas n with 3) and 4) of Remark 2.

Fig. 3. Impact of channel correlatioh and average channel gathon the
maximal EE anch*. ) = 1, M = 7, K = 10, andvy = 2. n* increases with
d and decrease with, while the maximal EE decreases wiftand increases B. Impact of PC and the power of each RRH anterfian

with 3. on the maximal EE and the optimal

The impact of PC and’kgy On n* and the maximal EE are
1) = 1 are presented in Fig. 3. An average uniform ratef investigated in Fig. 4. Here, we compare the EE of massive
2 bit/s/Hz and a fixed number of RRHY = 7 are assumed. DAS with parameter in the year 2011 and the predicated value
From the simulation result we note that whgpn = 2.24 x in 2020, which are respectivelifrry = 1 W and Prry =
1078, n* = 11 andn* = 17 are optimal to maximize the EE 0.2 W [42,43]. As pointed out in Corollary 2p* will be
for d =1 andd = 2, respectively. Wheis, = 0.25;, n* = 21 larger when there exists PC. For the impactfaky, we can
andn* = 26 are optimal ford = 1 andd = 2, respectively. see that whenPrry = 1 W, the maximal EE is degraded
These optimal values agree with the results from Theorenmséverely, andh* is almost the same as the minimum number
(marked withx). From the curves, we conclude that when thef antennas required to achieve the average uniformyrate.
channel gairg is fixed, as compared to the scenario withoutherefore, if the hardware components of RRH antennas are
channel correlationd(= 1), with channel correlationd(= 2), power inefficient, it is not wise to deploy a large nhumber of
the optimal number of antennas to achieve the maximal ElBtennas from the viewpoint of EE.
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9 ' ' 12 - 450
i 02:0.075 —+— Maximal EE, w/o PC o
~ ~+ Optimal n, w/o PC 3400
sl —+—0,70.15 | 10l —6— Maximal EE, with PC| -]
—6—0,=03 _ O Optimal n, with PC_ | - ]agq
) :
7t =
- 3 s} 1300
g 3
o gt o 1250
g ol @ T " {200
[
L
i E 4} 1150
at & .
= o {100
J ol 5
3 0 .+
s 6 TWeeggy | 91— 150
' o @ @@
2 . . . . . . . . . o T : . : ‘ 0
10 15 20 25 30 35 40 45 50 55 60 1 2 3 4 5 6 7
Number of RRH antennas n Average Uniform Rate y (bits/s/Hz)

Fig. 6. Maximal energy efficiency and the correspondingrogtin versus
the average uniform rate with and without PC.d = 1, K = 10, and
M=T.

Fig. 5. Energy efficiency versus the number of RRH antennaslifferent
values of inter-cell interference factar, with and without PCd = 2, M =
7, K = 10, andy = 2. n* increases withno. As compared to the case
without PC, the impact ofvz on n* is more obvious for the case with PC.

15

C. Impact of inter-cell interference on the maximal EE an
the optimaln

Fig. 5 shows the set of EE values with and without PC fc
different values of inter-cell interference factey. For the case
with PC, whemn, is set to be 0.075, 0.15, and 0«3, increases
from 17 to 21 and 29, respectively. However, the increase of
for the case without PC is not obvious when compared to tt
with PC scenario. This happens because wherincreases,
both the interference due to PC and the uncorrelated mu
user interference increases, and the effect of PC becomes n
serious whem becomes larger.

EE (Mbits/Joule)
-
o

[

D. The trade-off between EE and average uniform rate

In Fig. 6, both the maximal EE and the correspondiifg 0 5 10 15 20 25 30 35
are displayed as a function af when M is fixed to 7. We Number of Users K
observe that when is not large, the maximal EE and can

Simu|taneous|y increase, but Whe/r'ns |arger than a Va'ue, Fig. 7. Impact of PC and channel correlation on the maximalaB& K *.
20, M = 7, andvy = 2. When the channel correlation is abseftf 1),

(@]

the maximal EE decreases inversely. This is because Wtﬁ%:pe
~ is increasing, the required number of antennascreases
accordingly. And when the proportion of the increase of the
user rate is less than that of the increased power to run tBE are obtained af{ = 13, which are consistent with the
RRH antennas, the EE decreases. We also note that to achiegelts of using bisection method in Theorem 2 (marked with
the maximal EEn* increases faster with for the case with x). Whend = 1, the optimal K" to maximize EE for the case
PC, and thus the EE also decreases faster. without PC is less than that with PC, this is because for the
case without PC, if a larger number of users are served, in
E. Impact of PC and channel correlation on the maximal ERE" coherence interval, the length of uplink pilot sequence
and the optimalk’ 7 = KL will be large, and less symbols can be used for
downlink data transmission, which degrades the SE and EE.

users can be served to maximize the EE.

Fig. 7 illustrates the EE versus the number of usersifer
1, d = 2, with and without PC, respectively/ = 7 RRHs are _ )
deployed in each cell, and the antenna number of each RRH!Mpact of K" on the maximal EE and the optimal
is fixed at 20. The figure shows that wheén-= 1, the maximal Fig. 8 shows the achievable EE with different numbers
values of EE for the case with and without PC are obtained@ft RRHs M/ and RRH antennas when K = 10. The
K =24 and K = 14, respectively. Wher = 2, the maximal figure shows that the optimal EE 10.12 Mbits/J is achieved at
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12 y y y y y
. ... CAS: P =0.825 W, P =0.25 W/(Gbits/s)
—— DAS: P =0.825 W, P_=0.25 W/(Gbits/s)
10} .4 CAS: P =8.25W, P__=2.5 W/(Gbits/s)
- P,=8.25W, P =2.5 W/(Gbits/s)

EE (Mbits/Joule)
(0]

EE (Mbits/Joule)
[*2]

N

40 2F
Number of RRH antennas n 80 o Number of RRHs M

0 50 100 150 200 250 300 350 400
Fig. 8. EE with the numbers of RRH®/ and RRH antennas. K = 10, Number of total antennas N

¢ = 1,d = 1 and~ = 2. The optimal EE 10.12 Mbits/J is obtained at

(M, n) = (5,17). Fig. 10. EE comparison between DAS/(= 7) and CAS (/ = 1) under
different power consumption of backhauk’ = 10, v = 1, d = 1, and
v =2.
18

-
~

(M,n)=(7,40) consumption of backhauling powers. The solid lines indicat
16} { the EE performance of massive DAS, and the dotted lines
p indicate the EE of massive CAS. As defined in Section II,
1 -

the backhauling power is modeled a$8(P, + RBPgr). We
* first set Py = 0.825 W, Pgr = 0.25 W/(Gbits/s), and then
we change these parameters By = 8.25 W, Pgr = 2.5
W/(Gbits/s). We observe that whely, = 0.825 W, Pgr =

(M,n)=(9,54)

[y
N

EE (Mbits/Joule)
=
W

12} 0.25 WI/(Gbits/s), massive DAS is more energy efficient than

| ] massive CAS, and vice versa as in the casePpf= 8.25
1 mn=617) W, Psr = 2.5 W/(Gbits/s). The reason is that in DAS, the

—6—K=10 . .
10t —— k=50 [l average distance between the RRH and users is decreased,
o —%—K=100 || and thus the transmit power is less. It is also shown that to
achieve the maximal EE, the optimal number of total antennas
1 1 1 1 1 1 1 1 } = i
T e s 10 1 14 16 15 » N = mM of DAS is less than _that of CAS, so the power to
Number of RRHs M run the total antennasMPrgry) is decreased. In DAS, more

power is consumed for backhauling, if the backhaul links are
Fig. 9. Impact ofK on the maximal EE and/*. ¢ — 1,d — 1 andy — 2. Power efficient, massive DAS can achieve higher EE than
With more users, more antennas and RRHs should be deployedstmize CAS. However, if the backhauling power is large, massive
the EE. CAS will be more energy efficient than massive DAS, because
a significant increase of the total power consumption is used

(M,n) = (5,17). We then consider the relationship betweefwor backhauling, which decreases the EE of massive DAS.

EE and(M,n) for two other numbers of users, i.e., medium
users i = 50) and a large number of user& (= 100). The VI. ConcLusION

3D graphs for this two cases are similar to Fig. 8 and are notln this paper, under a realistic power consumption model,
shown here. The optimal EE versus the number of RRHs we have investigated the problem of maximizing the EE of a
for the three cases of users are presented in Fig. 9. Each péiewnlink multi-cell massive DAS, with respect to the number
uses the EE-optimal value of The optimal EE are obtained atof RRH antennas, the number of RRH$/, and the number
(M,n) = (5,17), (7,40), and(9, 54) for K =10, 50, and 100, of served userss. Our study provided an efficient tool to

respectively. We notice that with more users, more antenr?gJp the system designer in deciding the optimald/, and
and RRHs should be deployed to maximize the EE. K that achieving the optimal EE. Simulation results validate

our analysis, and demonstrated that the DAS is always more

) . . energy efficient than CAS, unless the backhauling power is

G. EE comparison between massive DAS and massive CAgqe In addition, more RRHs and antennas should be used to
Finally, Fig. 10 shows the EE comparison between massiaehieve the optimal EE when the number of users is increased.
DAS (M = 7) and massive CASM = 1) under different While having more antennas may lead to higher PC, we show
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that for a system with PC, to achieve the optimal EE, moi Proof of Theorem 1
antennas are needed when compared to that of the SySte'F’Iugging (20) into the expression dfrow in (22), the

without PC.

APPENDIX

A. Proof of Corollary 1

Under the simplified channel model, we have

n
Rimjr = ﬁlmijAAH- (35)
Based on (35), we have
02 1
Qimjr = (puTu L, + Z Rimjk)
JEL;
m = mlkv

1, + LyfBAAT) i m £ i,
(36)
Whereil =Ms —l—OéQ(L/w—l), andig = o1 —l—OéQ(L/w—l).
Using matrix inversion lemm& (I + WP)~! = (I +

PW)~'P, and the fact thaA? A = Ip, when! # j, we
have

{(p:iu1n+L1ﬂ%AAH)1, if
U

Pk = Rimik QumjeRimjk
o M% OégﬁQdyl AAH, if
) araeBRdrAAE ) if

m = mi,

m # M, 37

with vy = PuTud/ (0% + puTuL15d), andvy = p,7,d/ (0% +
puTuLZBd)
Similarly, when! = j, we have

D@m= Rjmjr QimjrRjmjk
(M A AAH i
| 2B2dv, AAT it

m:mjka

Sincetr{ AA"} = tr{A” A} = P, the power of the desired :

signal can be derived as
(LM 2
S = )\j (E Z_ltrq>jmjk>

1 M
= ﬁ Z tr@jmjk
m=1

= 2 (M'vy + (M — 1)04%1/2) . (39)

The power of interference due to PC, and multiuser interfgg- =

ence can be derived as follows.

1 U ’
Ipc = Z N - Z tr® ik
m=1

I#£j5
(M§u1 + (M - 1)a1V2)2
(Mtvy + (M —1)a3vs)

(40)

= B%as (L1 — Mé)

Iuo :MTK (M%l - %)al tan(L— 1)> . (a1)

optimization problem (24) can be expressed as
(42)

min  f(n),
st. (21) n e Z,,

2

o T—1, o
wheref(n) = nMPrru+ K T¢ . _"(2’78_71 71PC)7I.§\/IU.

When Prry and p, are positive, the two items at the

right-hand side off(n) are both positive. From mean value

equalities, Az + £ > AC + 2VAB, if A, B andz — C

are positive, and the equality holds only wher= C' + \/%

Based on this, the optimal® that minimize f(n) is found to
be

T—7y 2
ot K I
n° — ¢ + MU

S
(27—5_1 - IPC) MPrrn 31— Ipc

(43)

It can be easily found that the first-order derivative fdh)

is increasing forn € (n°,o0), and decreasing fon ¢
(Sﬁ%,n"]. Therefore, f(n) is a strictly quasi-convex
av-1—irC . L
function. Since the number of antennas is a positive infeger
quasi-convexity off (n) implies thatrn* is the closest integer

smaller or larger tham®, which is determined by comparing

the EE achieved by the two closest integers. Thus, the proof

is completed.

C. Proof of Theorem 2
We first consider the first-order derivative gf

o1 2(K)

— = : 44
OKn (T - K¢)K)® (1 — dBKE)? @
where
02
(K) = pa(2K9=T) (o1 = dBEK)*+ - dBE (T~ K4 K)’.
] (45)

Since the length of the pilotp X' < T and the transmit
powerp, > 0, K should satisfy the constraint &s< K <
min{{, f2:}. From (45), we know that the sign ofr = is
the same as that of(K), and thus we considet(K) to
characterize the shape bfn. WhenK — 0, z(K) approaches
to a negative value as

: _ 2
lim 2(K) = —p2T'hy.

(46)

M1
< dpe’

when K — % z(K') approaches to a positive
value as

T 2
lim z(K) = uoT (,Ul - dﬁg—) . (47)

K—7T P
Similarly, if f- < I, when K — 44, 2(K) also
approaches to a positive value. By calculating, the firdeor
derivative of z(K) is positive, which implies that there is a
unique K° such thatz(K°) = 0. Since the sign ot(K) is
9 1

equal to that ofaK;, we know thatl/n is decreasing for



12 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY , VOL.x, NO. x, x x 2016

K € (0,K°) and increasing fork < (K",min{l,d"—ﬁl£ ). [22]

Therefore,1/n is quasi-convex in the rande, min{y;, 75},
and get the minimum value whel§ = K°, or n is maximal 23]
when K = K°, which yields the result of Theorem 2.

[24]
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