e
Hg'r‘?éfétgh?:eUH ’ Research Archive

Citation for published version:

Anastasios K. Papazafeiropoulos, Hien Quoc Ngo, and
Tharmalingam Ratnarajah, ‘Performance of Massive MIMO
Uplink With Zero-Forcing Receivers Under Delayed Channels’,
IEEE Transactions on Vehicular Technology, Vol. 66 (4): 3158-
3169, April 2017.

DOI:
https://doi.org/10.1109/TVT.2016.2594031

Document Version:

This is the Accepted Manuscript version.

The version in the University of Hertfordshire Research Archive
may differ from the final published version.

Copyright and Reuse:

© 2016 IEEE.

Personal use of this material is permitted. Permission from IEEE
must be obtained for all other uses, in any current or future
media, including reprinting/republishing this material for
advertising or promotional purposes, creating new collective
works, for resale or redistribution to servers or lists, or reuse of
any copyrighted component of this work in other works.

Enquiries
If you believe this document infringes copyright, please contact the
Research & Scholarly Communications Team at rsc@herts.ac.uk



https://doi.org/10.1109/TVT.2016.2594031
mailto:rsc@herts.ac.uk

Performance of Massive MIMO Uplink with
Zero-Forcing receivers under Delayed Channels

Anastasios K. Papazafeiropoulos, Hien Quoc Ngo, and ThaaiaRajah

Abstract—In this paper, we analyze the performance of the up- high throughput, allowing, in addition, time low-complgxi
link communication of massive multi-cell multiple-input multiple-  |inear signal processing techniques and avoiding inter-us

output (MIMO) systems under the effects of pilot contaminaton niarference because of the (near) orthogonality betwhen t
and delayed channels because of terminal mobility. The base channels

stations (BSs) estimate the channels through the uplink triaing, . . L
and then use zero-forcing processing to decode the transmit [N massive MIMO, zero-forcing (ZF) processing is prefer-
signals from the users. The probability density function (lDF) of able since it has low complexity and its performance is very
the signal-to-interference-plus-noise ratio is deriveddr any finite  close to that of maximum-likelihood multi-user decoder and
number of antennas. From this PDF, we derive an achievable “dirty paper coding” [7]. Plenty of research is dedicated to

ergodic rate with finite number of BS antennas in closed form. . . . )
Insights of the impact of the Doppler shift (due to terminal single-cell networks with ZF receivers [8], and also to mult

mobility) at the low signal-to-noise ratio regimes are expsed. In  C€ll systems with the arising pilot contamination [4], [9].

addition, the effects on the outage probability are invesgated. Despite that the theory of massive MIMO has been now
Furthermore, the power scaling law and the asymptotic perfo-  well established (see [4] and references therein), the émpa
mance result by infinitely increasing the numbers of antenna and of channel aging coming from the relative movement of

terminals (while their ratio is fixed) are provided. The numerical ¢ inal ive MIMO t lacks i tigation & th
results demonstrate the performance loss for various Dopglr erminals on massive Systems lacks investigation e

shifts. Among the interesting observations revealed is thtanassive  literature. Channel aging problem occurs in practical aces,

MIMO is favorable even in channel aging conditions. e.g. in urban area, where the mobility of terminals is high.
Index Terms—Delayed channels, massive MIMO, multiter-user The fundamental challenge in these environments is how
MIMO system, zero-forcing processing. to estimate the channel efficiency. To model the impact of

terminal mobility, a stationary ergodic Gauss-Markov lioc
fading channel model [10]-[12] is often used. With this
|. INTRODUCTION channel, an autoregressive model is associated with thes'Jak

The rapidly increasing demand for wireless Connecti\,i@utocorrelation function which represents the channektim
and throughput is one of the motivations for the continuody@riation.
evolution of cellular networks [2], [3]. Massive multiple- Driven by this observation, this paper investigates the ro-
input multiple-output (MIMO) has been considered as a néd¢stness of massive MIMO against the practical setting of
promising breakthrough techn0|ogy due to its ab|||ty fot'erminal mObIllty that results to delayed and degraded ohhn
achieving huge spectral and energy efficiencies [4]-[g]. IBtate information (CSI) at the BS, and thus, imperfect CSI.
origin is found in [4], and it has been given many alternativ@uch consideration is notably important because it canigeov
names such as very large multi-user MIMO, hyper-MIMd,he quantification of the performance loss in various Dopple
or full-dimension MIMO systems. In the typical envisionedhifts. A limited effort for studying the time variation ofi¢
architecture, each base station (BS) with an array of hasdr&hannel because of the relative movement of terminals has
or even thousands antennas, exploiting the key idea of muffiken place in [10], where the authors provided determnist
user MIMO, coherently serves tens or hundreds of singlgquivalents (DES)for the maximal ratio-combining (MRC)
antenna terminals simultaneously in the same frequenay, bafgceivers in the uplink and the maximal ratio-transmission
respectively. This difference in the number of BS antedtMRT) precoders in the downlink. This analysis was extended
nas N and the number of terminal& per cell provides in [11], [12] by deriving DEs for the minimum mean-square

unprecedented spatial degrees of freedom that leads t&"Er (MMSE) receivers (for the uplink) and regularizedaeer
forcing (for the downlink). In this paper, we elaborate on

Parts of this work were presented at the 2014 IEEE Intemati®@ympo- a generalized massive MIMO system uplink. Based on the

sium on Personal, Indoor and Mobile Radio CommunicationZ) [1].  aforementioned literature, we propose a tractable modgl th
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contributions of this paper: where (3, represents large-scale fading, ang. € CV*! is
. Contrary to [15], we consider more practical setting'¢ Small-scale fading vector between itie BS and thekth
where the channel is imperfectly estimated at the B&rminal in theith cell with Ay, ~ CA” (0, Iy). o
The effects of pilot contamination and channel time L&t vPr@i[n] € C**" be the vector of transmit signals
variation are taken into account. The extension is ngPm the K" terminals in theith cell at time instance: (p. is

straightforward because apart of the development of tH¥® average transmit power of each terminal. Elements [of
model, the mathematical manipulations are hamperé’He assumed to be i.i.d. zero-mean and unit variance random

Apart of this, the results are contributory and novel. variables (RVs). Then, th/ x 1 received signal vector at the

« We derive the probability density function (PDF) of théth BS is
signal-to-interference-plus-noise ratio (SINR), thereer L
sponding ergodic rate, and the outage probability for any %7 = \/p_"‘ZG“ [nfai[n] +zi[n], 1=1,2,...L, (2)
finite number of antennas in closed forms. For the sake =1
of completeness, the link of these results with previowghere Gi[n] = [g,;1[n],--.,9,x[n]] € CV*K denotes the
known results is mentioned. Furthermore, a simpler amthannel matrix between thiégh BS and thek terminals in the
more tractable lower bound for the achievable uplink rat¢h cell, andz;[n] ~ CA (0,Ix) is the noise vector at thith
is derived. BS.

o« We elaborate on the low signal-to-noise ratio (SNR)
regime, in order to get additional insights into the impad. Uplink Training

of Doppler shift. In particular, we study the behaviors of To coherently detect the transmit signals from ftigermi-
the minimum normalized energy per information bit taals in theith cell, the BS needs CSI knowledge. Typically,
reliably convey any positive rate and the wideband slopge jth BS can estimate the channels from the uplink pilots.

« We evaluate the asymptotic performance for the cagfiring the training phase, we assume that the channel daes no

where the number of BS antennas— oo and for the change [10]. In general, this assumption is not practiaaijtb
case where both the number of BS antenhaand the yijelds a simple model which enables us to analyze the system
number of the terminald’ go to infinity. This analysis performance and to obtain initial insights on the impact of
aims at providing accurate approximation results thghannel aging. Furthermore, the impact of channel aging can
replace the need for lengthy Monte Carlo simulations. he absorbed in the channel estimation error.

Note that, although all the results incur significant mathe- In the training phaseis” terminals in each cell are assigned
matical challenges, they can be easily evaluated. Moretheer K orthogonal pilot sequences, each has a length fmbols
motivation behind the use of DEs is to provide deterministid requiresT > K). Owing to the limitation of the coherence
tight approximations, in order to avoid lengthy Monte-@arlinterval, the pilot sequences of all terminals in all cebscot
simulations. be pairwisely orthogonal. We assume that the orthogonet pil

Notation: For matrices and vectors, we use boldface uppeéiequences are reused from cell to cell (i.e. [adells use the
case and lowercase letters, respectively. The notatighand Same set ofK’ orthogonal pilot sequences). As a result, the
() stand for the conjugate transpose and the pseudo-invepdet contamination occurs [4]. Le# € C**7 be the pilot
of a matrix as well as the Euclidean norm of a vector is denotftrix transmitted from thek” terminals in each cell, where
by || - ||. The notationz <y is used to denote that andy the kth row of ¥ is the pilot sequence assigned for thih
have the same distribution. Finally, we use- CA’ (0,X) to terminal. The matrix¥ satisfies¥¥" = I. Then, theN x 7
denote a circularly symmetric complex Gaussian vegtaith ~ received pilot signal at théth BS is given by
zero mean and covariance matbix

L

Y] = Vpu Y Guln)® + Z{'[n], 1=1,2,....L, (3)
1=1

II. SysTEM MODEL where the superscript and subscript™ imply the uplink

We focus on a cellular network which hascells. Each cell training, pq £ 7p,, andZ"[n] € CNV*7 is the additive noise.
includes oneN-antenna BS ands" single-antenna terminals. We consider that the elements Bfr[n] are i.i.d.CN'(0,1)
We elaborate on the uplink transmission. The model is basBdS. With MMSE channel estimation scheme, the estimate of
on the assumptions that: iy > K, and ii) all terminals inL ~ 9.:x[7] is [6]
cells share the same time-frequency resource. Furthermere I
hypothize that frequency flat channels ar_ld they change from Gunln] =Bk Qs Zgljk[n] ], @
symbol to symbol under the channel aging impact [10] (we =
will discuss about the channel aging model later). .

Denote byg,;,[n] € CN*" the channel vector between thewhere@,, = (iJer:l Bur) Iy, andziy[n]~CN(0,Iy)
{th BS and thekth termjll;lxall I_I’] theith cell at thenth Symbol-. represents the noise which is indeper‘]dentggg€ [n] Let
Thethc:lanneglé,c [7:1] (ej C s rgodelelij by IIar?(?j-_scale f?dj:ngG” ] 2 [Glnl,-...duxn]] € CV<K. Then,Gyn] can
(path loss and shadowing) and small-scale fading as fo OWSe given by [15]

91k 7] = / Brirhuix [n], 1) Gii[n] = Gy[n)D;, (5)



2
a’pr

Ve = B 1 R D) . 1 ~ D) 1 PR (13)
«p, L |[Guln—1] Guln—1)| +p. S| [Guin—11] Bulnl| +|[Guin—11] |
whereD; = diag{ 4, 52 JuK C. Zero-Forcing Receiver

Burx 1” . .
From the property of MMSE channel estimation, the chan- gypstituting (9) into (2), the received signal at tiie BS
nel estimation error and the channel estimate are indepéndggn pe rewritten as

Thus, g,;,.[n] can be rewritten as: . .
9uir[n] = guirIn] + uar.[n], 6) wlnl= avpr Y Guiln = Usiln] +v/pr Y Eulnli[n] +2n),
=1 i=1

where g,;.[n] and g,,.[n] are the independent channel esti- (10)
mation error and channel estimate, respectively. Furtbes ~ - - .

Ih - cN (o st o SIp v dyA ! m where Ey; £ [em[n], Ce ,e”K[n]] € CN*K_ With ZF
we haveg,[n] ~ ( ’(5”’“ - 5”’“) N) andgu[n] ~  hrocessing, the received signgl[n] is first multiplied with

CN (0; 5zik), wheref;;; = fﬁm Here we assume a‘léjl [n — 1] as follows:

that £k, ﬂhk and @, are independent of. Vi, i, and k. L .t
This assumption is reasonable since these values dependrgn| = \/p,z;[n] + \/p_TZG”[n — 1]Gii[n — 1]z;[n]
large-scale fading which changes very slowly with time. i

L
_ AT ~ AT
B. Delayed Channel Model +a Vo Y_Guln—1Eun]z[n]+a7'Gyn—1]z[n). (11)
=1
Besides pilot contamination, in any common propagation , .
scenario, a relative movement takes place between the—anter;r helr;, thek:]h elﬁment_of'f [n]is us_ﬁ? tz ﬂeclode the tﬁrﬁansmn
nas and the scatterers that degrades more channel's perfi§fhal from theith termina zie[n]. Thekth element ofr[r]
mance. Under these circumstances, the channel is timmgar))S
and needs to be modeled by the famous Gauss-Markov block N N
fading model, which is basically an autoregressive model 6fk [n] = Vpri MWPTZ {G”[n - 1]]kGli [n—1]z:[n]
certain order that incorporate two-dimensional isotrcgiat- 7l
tering (Jakes model). More specifically, our analysis agse 1 Loy - 11 at
to express the current channel state in terms of its pastlsamp E\/p_rz {Gll[”* 1]} Eilnfzi[n]+ E{Gll[n* 1]} Zinl,
For the sake of analytical simplicity, we focus on the foliogr =1

simplified autoregressive model of ordef10] (12)
where[A], denotes théth row of matrixA, andx;;[n] is the
ik [n] = agu[n — 1] + ewx[n], (") kth element ofz; [n]. By Treating (12) as a single-input single-

where e [n] ~ CA (0, (1 —a?) Bixly) is the stationary output (SISO) system, we obtain the SINR of the transmission

Gaussian channel error vector because of the time variatié@m the kth user in theith cell to its BS in (13) shown at
of the channel, independent gf,.[n — 1]. In (7), a is the the top of the page. Henceforth, we assume that this SINR is

temporal correlation parameter, given by obtained under the assumption that tite BS does not need
the instantaneous knowledge of the terms in the denominator
a=Jo (27 fpTs), (8) of (13), but only of their statistics, which can be easily

cquired, especially, if they change over a long-time scale

where Jo(-) is the zeroth-order Bessel function of the firsﬁ/I - - R
. , . . : ore specifically, the BS knows the probability distributtio
kind, fp is the maximum Doppler shift, arifi; is the channel of the actual channel given the available estimate, i.eneif

sampling period. The maximum Doppler shffy, is equal to "

ol l?/vhergv is the relative velocity g? the terminad;qis the denote the probability, we havelg; = pg = p(g_g)-

speed of light, and. is the carrier frequency. It is assumed that

« is accurately obtained at the BS via a rate-limited backhaul 1. ACHIEVABLE UPLINK RATE

link. This section provides the achievable rate analysis forefinit
Plugging (6) into (7), we result to a model which represengnd infinite number of BS antennas by accomodating the

both effects of channel estimation error due to pilot cortaneffects of pilot contamination and channel aging.

nation and channel aging:

gin[n] = agurln — 1] + euxn] A. Finite-N Anal:/5|s ) ) )
= agusln — 1] + &urln], (99  Denote bydy 2 diag (Du,..., Dy ), whereDy, a K x K

where  é;;[n] = agurln — 1] + eurln Kk

diagonal matrix whosé:th diagonal element i{Dh}
CN (0, (ﬁ”k - QQB”;C) IN) is independent of;,.[n — 1]. (ﬂlik - OLQBM). Then the distribution of the SINR for the



m n+r S 1ntr—s n+r _ab/a
N m m—r (n+7r)° o+ i (n+r)"""e { ab
VARCRAOEDD <r> (=b) [Z T tigmms Bih) - B (-

=0 s=0

(18)

e’ ul (n+7)° ("
" a Z Z asam=s (a/a+ 1)

_p ntr—1lntr—s—1 n+'r—s—1)bn+rsu1‘|

uplink transmission from theéith terminal is given in the  Theorem 1The uplink ergodic achievable rate of transmis-
following proposition. sion from thekth terminal in theith cell to its BS for any
Proposition 1: The SINR of transmission from théth finite number of antennas, under delayed channels, is
terminal in thelth cell to its BS, under the delayed channels, o(AR) T (AR —
is distributed as R 7 Xpq (Ak) by, logy € o
1k (pry @) = Z | 'AN7K+1( 1— 1),
d a?pr Xin — 1] p=1 gq=1 (¢ = DHN = K)!Byy

~ 14
Ve a2p,CXgln — 1]+ p.Yi[n] +1° (14) (29)

(71 —12), (20)

2
A L Biik H Pt 0(AR)Tp (Ar) X —q],
whereC' = 307, (5;%:2 is a deterministic constank’;, and Rie(pr 1) :Z Z P (-(Ak) Iy, 108z €

Y}, are independent RVs whose PDFs are, respectively, give (g—1)! N*K)!B%ZKH

p=1 g¢=1
by whereZ; andZ, are given by (21) and (22) shown at the top of
e=o/Bux z \V K next page, and whei@ (-, -, -) is the confluent hypergeometric
PX;, (ﬂf):m (@) , 220 (15)  function of the second kind [19, Eq. (9.210.2)].
Proof: See Appendix B. |

0(AR)Tp (Ak) —q ; ot
Frp -1 =% In the case that all diagonal elements . 4f are distinct,
Py, (y):pz; ;Xpﬂl (Ag) (Q*l)!yq etrr y >0, (16) we haveo(A,) = KvlL, 7 (Ax) = 1, and X, (Ap) =
. n o || (1 — “M) . The uplink rate becomes

In (16), X, 4 (Ay) is the (p, ¢)th characteristic coefficients of = 4= 97F Hk.p

Ay, defined in [16, Definition 4]0 (Aj) is the numbers of KL N-K <0 ( _’%~q)7io .

distinct diagonal elements afly; fik,1, -, fr,o(4,) are the Rus(pr, 0) = a=1,q#p Lk,p 82 (1-7)

distinct diagonal elements ofl; in decreasing order; and " == (N=K—t)/(=1)N =K~y , 7

7, (Ag) are the multiplicities ofus . (23)

Proof: See Appendix A. [ | _ _ )

Remark 1:Following the behavior of the Bessel functionVhere Zi and 7, are given by (24) and (25) shown at
Jo(+), the SINR presents ripples with zero and peak poin@e top of next p?ge. Note that, we have used the identity
with respect to the relative velocity. In the extreme case bf (1,0,¢) = "' ~"T' (b — 1, ) [29, Eq. (07.33.03.0014.01)]
a = 1 (corresponding to the case where there is no relatif@ obtain (23). _ o
movement of the terminal), (14) represents the result fer th 1he achievable ergodic rate of tt¢h terminal in thelth
case of without channel aging impact. In another extreme c&€!l: 9iven by (23), is rather complicated. We next proceed
wherea — 0 (i.e. velocity is very high), SINR becomes seroWith the derivation of a lower bound. Indeed, the following

Furthermore, if we assume no time variation and the trainifjOPOSition provides a relatively simple analytical exysien

intervals can be long enough so that all pilot sequences &p&@ lower of /2, which is very tight (see the numerical result

orthogonal, our result coincides with [13, Eq. (6)]. section).

Corollary 1: When the uplink power grows large, the SINR Proposition 2:The uplink ergodic rate from thieth terminal
~ is bounded: in thelth cell to its BS, considering delayed channels, is lower

bounded byR, (p,, «):

d OzQXk[n — 1]
pr=oo 20 Xg[n — 1]+ Yi[n]

Vk (17)
R (pr, @) > Re, (pr, @)

Corollary 1 brings an important insight on the system perfor
mance, wherp, is large. As seen in (17), there is a finite 1
SINR ceiling whenp, — oo, which emerges because of the= log, |1+ I
simultaneous increases of the desired signal power and the C+ m (Z Z(Blik_QQBlik)‘f‘p_lr)
interference powers whep). increases. i=1k=1

Having obtained the PDF of the SINR, and by defining (26)
the function7,, ,, (a,b,«) as in (18) shown at the top of the Proof: See Appendix C. [ |
page, whereEi () denotes the exponential integral function According to (26), it can be easily seen that the slower
[19, Eqg. (8.211.1)], we first obtain the exaRi; (p,,«) and the channel varies (higher), the higher the lower bound of
a simpler lower boundz, (p,, «) as follows: Rk (pr, @) is.
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N-K
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Z [ ePuk P7cj¢r1NKt<A ) = P~ )

=0 Bure?C Bura?p,C Hkp  Bura?C

Hl>

—t

(u—1)! 1up;‘1 1
+ Z N) = F(q)U<q,q+1+NKtu,uklpTﬂ, (22)
u=1 (ﬁzlkapc) P
N-K

t=0

—e 3llk“2;7‘(c+1)\70,N—K—t - ! = ! ; L —A;
Bura? (C+1) Burap, (C+1) Hep  Pura? (C+1)

N—-—K-—t u
— D=1 1 1
+ Y (w= DN N)_K_t Ty N =Kt (N+1—K—t—u, )] (24)
u=1 (ﬂzlkaQ (C + 1)) Hke.pPr
e e T 1 1 1 1
2= efure p’cleKt( 5 )
; [ Bura®C’ Bura?p,C Hkp  Bura®C
N—-—K-—t u
— 1)l (=1 - , 1
+ - (U ) ]\(],K)ftfu e i, pPr Mi\/:;-l—K—t—uF (N +1-K—t—u, — )] ) (25)
u=1 (ﬁzlkOéQC) k.pPr
]-a If Yth Z 1/0
P.. = SR - W— o(Ap)Tp(AR)N—K t s+q .
t(Ven) 1—e Pun(aZpr—aZprCum) Zl Zl 2% 2:()( ) pq(Ak) P, p)F(erq)(ﬁuk (a —« C’yth)) , if vy < 1/C.
p=1 q= s

(28)

1) Outage Probability: In the case of block fading, the Sy = lim,, o %;;’f‘) [28] is zero due to the finite rate, as
study of the outage probability is of particular interesa-B shown in (17).
sically, it defines the probability that the instantaneolSFS 1) Low-SNR Regimeln case of low-SNR, it is possible to
~i falls below a given threshold valugy: represent the rate by means of second-order Taylor approxi-

mation as
Pt (’Yth) =Pr ('Yk < ’Yth) . (27)

2
Theorem 2The outage probability of transmission from the £tk (pr, @) = Rix (0, @) pr + Rix (0, @) % +o(pr), (29)
kth terminal in thelth cell to its BS is given by (28).
Proof: See Appendix D.
The outage probability increases as the terminal mobili
increases, i.e., as decreases.

where Ry (p,, o) and Ry, (p,, a) denote the first and second
gerlvatlves ofRy. (pr, o) with respect to SNR,.. In fact, these
a/arameters enable us to examine the energy efficiency in the
regime of low-SNR by means of two key element parameters,
namely the minimum transmit energy per information bit,

B. Characterization in the Low-SNR Regime Nomm and the wideband slops, [24]. Especially, we have
Even though Theorem 1 renders possible the exact deriva- E, o 1

tion of the achievable uplink rate, it appears deficient to N - limoR ( ] = = , (30)

provide an insightful dependence on the various parameters Omin. Pr2 Stk pT’O‘Q Rix (0,0)

such as the number of BS antennas and the transmit power. 2 [le (07a)}

On that account, the study of the low power cornerstone, Sg=——————"1In2. (31)

i.e., the low-SNR regime, is of great significance. There R (0, )

is no reason to consider the high-SNR regime, because irnfheorem 3:In the low-SNR regime, the achievable uplink
this regime an important metric such as the high-SNR slopate from thekth terminal in thelth cell to its BS, under



delayed channels, can be represented by the minimum transmiTheorem 4:The deterministic equivaleny; of the uplink
energy per information bitNif,i,,’ and the wideband slop®), SINR between théth terminal in theith cell and its BS is

respectively, given by given by
E In2 o2 _

Nown = o7 ; (32) T = (e ) (37)
omin  a? (N — K +1) Sus a2CPux (k — 1) + Zz 1 KTrDlt

—(N—K+1)/(N—K+2)

oAy A 5,

S() = .
D, q(Ak)M;yZ,q

Proof: SinceY;[n] ~ CA/ (O,D”), it can be rewritten

4 2 .
at+202C(N - K +3)+ =575 ;1 2 hutan! as: 1
(33) Y,[n] =a‘D}, (38)
Proof: See Appendix E. B wherea;~ CN (0,1Ix). By substituting (34) and (38) into (14),

Interestingly, both the minimum transmit energy per infofye have
mation bit and the wideband slope depend on channel aging

Bus 2(V-K+)

by means ofa. In particular, asw decreases, both metrics | _ a’pr e s Weln —1]
increase. k) :
aZp,CLL S W2[n — 1] +p, z afDja; + 1

=1 =

C. Large Antenna Limit Analysis (39)

We next investigate asymptotic performance whéand/or Next, if we divide both the nominator and denominator of
K grow large: i) the number of BS antennasgoes infinity, (39) by 2(N — K + 1) and by using [10, Lemma 1], under
while K is fixed, and ii) both the number of terminals the assumption thdd;; has uniformly bounded spectral norm
and the number of BS antennasgrow large, but their ratio With respect tokK', we arrive at the desired result (37). m

rx = N is kept fixed. Furthermore, power scaling law is also Remark 2:Interestingly, in contrast to (35), the SINR is

studied. now affected by intra-cell interference as well as intdt-ce
1) N — oo with fixedp, and K: Note that an Erlang interference and it does not depend on the transmit power. In

distributed RV,X,[n— 1], with shape parameté¥ — K +1 and fact, the former justifies the latter, since both the desaed

scale parametet;;;, can be expressed as a sum of mdependémerference signals are changed by the same factor, if each
normal RVsWi[n — 1], Wa[n — 1, ..., Wa(x x4 1)[n — 1] as terminal changes its power. Note that the interference germ

follows: remain because they depend on béthand K'; however, the
dependence of thermal noise only fral makes it vanish.
As expected, (37) coincides with (41), N > K, i.e., when
Kk — oo, the SINR goes asymptotically t/C'.
Next, the deterministic equivalent rate can be obtained by
Substituting (34) into (14), and using the law of largeneans of the dominated convergence [25] and the continuous
numbers, the nominator and the first term of the denominai@&pping theorem [26] as
in (14) converge almost surely tanrﬂ”k/2 respectively as
o2p,CBux/2 as N — oo, while the second term of the Rix(pr, o) —logy (1 + &) ~ 0 (40)
denominator goes t0. As a result, we have o

A 2(N—K+41)
Xin—1] = % > Wn-1]. (34)

) 3) Power-Scaling Law:Let considerp, = E/v/N, where
Y& — —, asN — oo, (35) E is fixed regardless olN. Given that5;;, depends oy, =
¢ we have from (35) that for fixed and N — oo,

\/_
Wherea—> denotes almost sure convergence. The bounded 02T 232

SINR is expected because it is well known that,Ns- oo, Vi - 'Wﬂg”il, (41)
the intra-cell interference and noise disappear, but ttes-cell o =

interference coming from pilot contamination remains. which is a non-zero constant. This implies that, we can reduc

2) K, N — oo with fixedp, andx = N/K: In practice, the the transmit power proportionally tb/\/_ while remaining a
number of serving terminals” in each cell of next generationgiven quality-of-service. In the case where the BS has perfe
systems is not much less than the number of base station &%! and where there is no relative movement of the terminals,
tennashN. In such case, the application of the law of numbei§e result (41) is identical with the result in [13].
does not stand because the channel vectors between the BS and
the terminals are not anymore pairwisely orthogonal. This i IV. NUMERICAL RESULTS
turn induces new properties at the scenario under studghwhi
are going to be revealed after the following analysis. Babic
we will derive the deterministic approximation of the SINR
~, such that

In this section, we provide numerical results to corrob®rat
our analysis. We deploy a cellular network having= 7
cells, each cell hagX = 10 terminals. We choose the
coherence interval i = 200 symbols (which corresponds to
(36) a coherence bandwidth of 200 kHz and a coherence time of 1

_as.
Ve — Y —— 0. . )
N—o00 ms). For each coherence interval, a duration of length K
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_ ) . _ The “Exact, Simulation” curves are generated via (13) using
symbols is used for uplink training. Regarding the largalsc \1onte_carlo simulations, the “Exact, Analysis” curves are
fading coefficientsp;, we employ a §|mple modelius =1 gptained by using (20), while the “Bound” curves are derived
and fijx = a, for k =1,.... K, andi # [. For this simple " \qing the bound formula given in Proposition 2. The
model,a is considered as an inter-cell interference factor. I&act agreement between the simulated and analyticaksesul
all examples, we choose = 0.1. Furthermore, we define \5jiqates our analysis, and shows that the proposed bound
SNR = p. . . . is very tight, especially for large number of BS antennas.

In the following, we scrutinize the sum-spectral emc'ean:urthermore, as in the analysis, at high SNR, the sum-silectr

defined as: efficiency saturates. To enhance the system performance, we
N K can add more antennas at the BS. %R = 5dB, if we
NS (1 - T) > R (pr. ), (42) increaseN from 20 to 50 or from 20 to 100, then the sum-
k=1 spectral efficiency can be increased by the factorg.6for
where Ry, (p-, @) is given in (20). 95.5.

Figure 1 represents the sum-spectral efficiency as a functio Next, we study the effect of the temporal correlation param-
of SNR for differentNV, with the intercell interference factoreter o on the system performance and examine the tightness
a = 0.1 and the temporal correlation parameter= 0.9. of our proposed bound in Proposition 2. Figure 2 shows the



e
“a

reason is that, with large antenna arrays, the channel hiaigle
occurs, and hence, the SINR concentrates around its mean.
As a results, by slightly reducing the threshold values, e c
obtain a very low outage probability.

=
-

V. CONCLUSIONS

This paper analyzed the uplink performance of cellular
networks with zero-forcing receivers, coping with the well
known pilot contamination effect and the unavoidable, but
less studied, channel aging effect. The latter effect,riten
the vast majority of practical propagation environmensns
from the terminal mobility. Summarizing the main contribu-
tions of this work, new analytical closed-form expressions
for the PDF of the SINR and the corresponding achievable
{ ergodic rate, that hold for any finite number of BS antennas,
' L : were derived. Moreover, a complete investigation of the-low
5 10 15 20 . . .

SNR regime took place. Nevertheless, asymptotic expnessio

SNR{dB) . . o

in the large numbers of antennas/terminals limit were also

Fig. 5. Outage probability verst&NR for different « and~wn (N = 100).  Obtained, as well as the power-scaling law was studied. As a
final point, numerical illustrations represented how tharotel

o aging phenomenon affects the system performance for finite

sum-spectral efficiency versus, for N' = 20,50, and 100.  ang infinite number of antennas. Notably, the outcome is that

Here, we choos&NR = 0dB. When the temporal correlationjarge number of antennas should be preferred even in time-
parameter decreases (or the time variation of the chanqgfying conditions.

increases), the system performance deteroriates signtlfica

When « decreases from to 0.6, the spectral efficiency is APPENDIX

reduced by a factor of. In addition, at low«, using more -

antennas at the BS does not help much in the improvem@htprOOf of Proposition 1

of the system performance. Regarding the tightness of theBy dividing t2he numerator and denominator of (13) by

proposed bound, we can see that the bound is very tight acer@L [n— 1]} H _we have

the entire temporal correlation range. k
Figure 3 depicts the transmit power,, that is required {G’T n— 1]} H*Q

to obtain1 bit/s/Hz per terminal, fore = 0.7 and 0.9. As - 1 k

expected, the required transmit power reduces significant . —2 L

wh%n the numbe?of BS antennasincreases. By dogubliﬁg the @PrC H[G”[n_l]LH o i

number of BS antennas, we can cut baglby approximately \yhere

1.5 dB. This property is identical with the results of [6]. I . )
To further verify our analysis on large antenna limits, we =~ 2 ZH[GL n— 1]} é”[n - 1]H Z<ﬂzm) . (44)

consider Figure 4. Figure 4 shows the sum spectral efficiency oy k oy Buk

versus the number of BS antennas for different values ahd

Oniage Probability

2
apr

, (43)

N
YL[”]H +1

~ T ~
for two cases: the transmit power,, is fixed regardless oW, N . [G”[n - 1]} N Ej;[n]
and the transmit power is scaledjgs= 1/v/N. The “Limits” ~ Yiln] = & . : (45)
curves are derived via the results obtained in Section IIhEC H { uln = ]} & H

expected, as the number of the BS antennas increases, the g that the last equality in (44) follows (5). Since

spectral efficiencies converge to their limits. When thadrait ) .

power is fixed, the asymptotic performance (és— oo) does H [GL n— 1]} H _ {(@;‘l [ — 1Guln — 1]) }

not depend on the temporal correlation parameter. By csintra k

when the transmit power is scaled Bé/N, the asymptotic ; -2 S )

performance depends an H [G”[n - 1]LH has an Erlang distribution with shape
Finally, we shed light on the outage performance versgarameterV — K +1 and scale parametgy, [17]. Therefore,

SNR atNV = 100, for different temporal correlation parameters iy 2

(a = 1, and0.9), and for different threshold valuess{, = 2, H [G” n — 1]} H L Xy —1]. (46)

and 3). See Figure 5. We can observe that, the outage proba- k

bility strongly depends om. At SNR = 0 dB, by reducingx  Furthermore, for a giver[é’jl [n — 1]} , Y,[n] is a complex

form 1 t00.9, the outage probability increases framx 10°°  Gayssian vector with a zero-meah and covariance matrix

o5 x 10__3' and from3 x 107%to 5 x 10~ for =2, and . \which is independent O{G‘L [n — 1]} . Thus, Y ;[n] ~

3, respectively. In addition, the outage probability sigrafitly ~ 2k

improves when the threshold values are slightly reduceé. TG\ (O,D”), and is independent 01{G” [n— 1]L. As a

)

kk



N 2
result, > |[¥;[n]|| is the sum ofK L independent but not To computeRy, (p;, o), we need to compute {1/v;}. From

necessarily identically distributed exponential RVs.mrfig, (43), we have
Theorem 2], we have that 2}
2}

= ~
St 4 vidl @) E{%}CULZE{H (Guln = 1], Euln)
(ZZ Blix —a 5%) )

i=l
i=1k=1

1 .
Combining (43)—(47), we arrive at (14) in Proposition 1. + o, E {H [Gjl[n — 1]L

B. Proof of Theorem 1

The achievable uplink ergodic rate of thgh terminal in =¢ { k
the ith cell is given by

K
2 _ _ I B
Rix(pr, o) EXk,Yk{10g2(1+ pra”Xyln — 1] ) } C+ (N — ma2ﬂllk <Z Z (ﬂllk o Blzk) 2 ) . (52)

pra2CXg[n—1]+p,Yi[n]+1 i=1 k=1

eeree -04233‘ : . . .
:/ / log, (1+ . Dr )pxk (@) py, (y) dady. I the third equality of (52),_ we have .cor.1$|dered the md_epen
0 Jo pra*Cr +pry +1 dence between the two variables, while in the last equality,

Using (15) and (16), we obtain have used the following result:
o(Ax) T (Ak) (Ar) a1 2
a (Ak) gy, logy € A 1
le ry O p L — = _
broc z:: qz; (N—K)Ipp K+ e [G”[" HL B Xi[n —1]
0o —2/B N—-K—1
// 1n<1+ Qg”’(i’_x +1)xN Keffuk yq 1e”kpdacdy :/ € /Bmi (Ai) dx
A )p704 T+pry o (N — K52, \ Buk
Xf Z Ko ( Ak ) Hiep 108 € - (53)
=1 g1 (N — KB K (N = K) Bug
" <// 1n<1+ el (C+1) > N-K T ya- Yoy dody ~NOtE that we have used [19, Eq. (3.326.2)] to obtain (53).
0Jo pry+1 Thus, the desired result (26) is obtained from (51) and (52).
27,
/ / In (1+p;ayfi:) N‘Keﬁ%;yq‘le“ki)dmdy) (48) D. Proof of Theorem 2
e Clearly, from (14),y. < 1/C. Thus, if v, > 1/C, then

o(AR) 7 (Ar) Pout (7:n) = 1. Hence, we focus on the case whegg < 1/C.
k) Tp A log., e . - . .
B Z Z Xp.q (Ak) uk,, 8o (T - D). (49) Taking the probability of the instantaneous SINR, given
p=1 g=1

(N— K)lﬁl]l\fk K+1 by (14), we can determine the outage probability as

We first denveL by evaluating the integral over. By

. . P —P « erk <
using [19, Eq. (4.337.5)], we obtain T 2 OXy + Y £ 1

N-K ,00 o Yth (pv-Yk + 1) )
_ _ N—K—t_ —f(y): = Pr | Xi < Y; d
L= ;/O { f(y) e "WEi(f(y)) /0 ( B2y, f%ha2prc| k| Py (y)dy
t
N-K—t zth) 1\
Z w— 1 'f N K—t— u‘| q— 16“" pdy (50) =1— eP'I'Yth Z/ G'Vth * <y+p—)ka(y)dy
! t
N pry+1 o(Ax) Tp(A - Jth
wheref(y) £ — ;L. Using [23, Lemma 1] and [21, g SO A NK ﬂk,?) (;h)
Eq. (39)], we can eaS|Iy obtaify as given in (21). Similarly, =1—er= Z Z Z —D
we obtainZ, as given in (22). Substitution of; and 7, =1 =0
into (49) concludes the proof. © 1\’
X y ey |y + p— dy
0 T
C. Proof of Proposition 2 (AT (AON—K ¢ (54q)75
By using Jensen’s inequality, we have =1—cprm Z o> < ) Ay L’hf,
p=1 g=1 t=0s=0 5 ”kp(q )
R () = & o 1+ 0} = 5 o (14 11— ) | (54)

> log, (1 + #) 2 Ry (pr,a). (51) Wherejy £ Bur. (a* — a®C), and where in the third
E{1/v} equality, we have used that the cumulative density function
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In other words, it is necessary to find the expectatiof;df|.
As aforementioned, the PDF df;[n] obeys (16) and has

of X}, (Erlang variable) is

FXA(IC) = Pr (Xk S l‘)

N-K | /Nt
—1- Lizy
exp( ﬁle) ; 2 (ﬁzlk)

The last equality of (54) was derived after applying the
binomial expansion ofy + 1/p,)! and [19, Eqg. (3.351.1)].

(55) g,

E. Proof of Theorem 3

The initial step for the derivation of the minimum transmit
energy per information bit is to cover the need for exact ex-
pressions regarding the derivativesii, (p., «). In particular,
this can be given by

Ry, (pr, 0) = ﬁ
o2 X [n—1] /@*p?C X2 [n—1]+p,Yi[n]+1)
XEW’“{ @R C+ )X - Uep il +1) | O

(1]
Easily, its value ap, = 0 is

le (0,04) Exk {a Xk n — 1]} (57)

In2
Aknowledging thatX[n — 1] is Erlang distributed, its expec-
tation can be written as

Ex, {Xi[n—1]} = (N — K + 1) Bus. (58)

Substituting (58) and (57) into (30), we lead to the desired?
result.

The second derivative aR;;; (p,, ), needed for the eval- [5
uation of the wideband slope, is given by (59) shown at the
top of the previous page, whetg £ o?C Xy [n — 1] + Yi[n). (6]
Hence, Ry, (0, ) can be expressed by

(2]

(3]

1 _
—Ex, v, {a°Xj[n — 1]+ 2a*CX}[n — 1] (7]

le (Oa Oé) = n2
+20°Xg[n — 1]Yx[n]}.  (60)

(8]
The moments ofX[n — 1] are obtained by means of the
corresponding derivatives of its moment generatlng famcti [g)
(MGF) at zeroM{y (0), i.e., Ex, {X}[n — 1]} = M{’ (0)
Thus, having in mmd that the MGF of the Erlang dlSthbUtIOl’llo]
is

1

MXk (t) = R N—K+1° (61) [11]
(1 - 5111&)
we can obtain the required momentsXf[n — 1] as 2]
Ex, {X?[n—1]} =MT) (0) (13]
) (N K +3)
—_— < 62
[(N-K + 1)6”’c (62) [14]
Ex, {Xiln —1]} = ME) (0) sy
_T(N-K+4) 5
_— < 63
F(N—K+ 1)5uk (63) 6]

In addition, sinceXy[n — 1] andY[n] are uncorrelated, we
have

Ex, vi {Xk[n —1]Yi[n]} = Ex, {Xg[n — 1]} Ey, {Yi[n]}.

(17]

expectation given by definition as

{Yiln]) = / " ypy () dy

o(Ag) Tp(Ax)

Z 2 (g

0 -y
)l /o ylerrr dy
Q(Ak) Tp(Ak)

-3Y g )

(64)

where we have used [19, Eq. (3.326.2)] as well as the identity
I'(g+1) = ¢\. As a result, Ry, (0,a) follows by means
of (62), (63), (64). Finally, substitution of the (57) and0}6
into (31) yields the wideband slope.
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