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Inverse Moment Matching Based Analysis of

Cooperative HARQ-IR over Time-Correlated

Nakagami Fading Channels
Zheng Shi, Haichuan Ding, Shaodan Ma, Kam-Weng Tam, and Su Pan

Abstract—This paper analyzes the performance of cooperative
hybrid automatic repeat request with incremental redundancy
(HARQ-IR) and proposes a new approach of outage probabil-
ity approximation for performance analysis. A general time-
correlated Nakagami fading channel covering fast fading and
Rayleigh fading as special cases is considered here. An efficient
inverse moment matching method is proposed to approximate the
outage probability in closed-form. The effect of approximation
degree is theoretically analyzed to ease its selection. Moreover,
diversity order of cooperative HARQ-IR is analyzed. It is proved
that diversity order is irrelevant to the time correlation coefficient
ρ as long as ρ < 1 and full diversity from both spatial and
time domains can be achieved by cooperative HARQ-IR under
time-correlated fading channels. The accuracy of the analytical
results is verified by computer simulations and the results reveal
that cooperative HARQ-IR scheme can benefit from high fading
order and low channel time correlation. Optimal rate selection
to maximize the long term average throughput given a maximum
allowable outage probability is finally discussed as one application
of the analytical results.

Index Terms—HARQ-IR, time-correlated Nakagami-m fading,
inverse moment matching, diversity order.

I. INTRODUCTION

IN wireless communications, wireless signals are generally

corrupted by noise, interference and channel fading, etc.

To boost the performance of wireless communications, a lot

of techniques have been proposed in the past few decades.

One promising technique proposed lately is cooperative relay-

ing. It exploits spatial diversity to improve system capacity.

Another promising technique is hybrid automatic repeat re-

quest (HARQ). It combines automatic repeat request (ARQ)

and forward error correction (FEC) techniques to combat

the detrimental effect of fading and noise [1]. Essentially,

time diversity and coding gain are exploited for performance

enhancement. Basically, there are three types of HARQ: Type-

I HARQ, HARQ with chase combining (HARQ-CC) [2] and

HARQ with incremental redundancy (HARQ-IR) [3]. Among

them, HARQ-IR can provide superior performance due to the

exploration of extra coding gaining through code combining.

Clearly, by combining HARQ-IR with cooperative relaying,
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not only spatial diversity but also time diversity and coding

gain can be exploited to boost the communication performance

further. Cooperative HARQ-IR thus has attracted considerable

research interest recently [4]–[8].

To fully exploit the benefits of cooperative HARQ-IR and

provide a theoretical guidance for system design, performance

analysis of cooperative HARQ-IR is necessary and mean-

ingful. Some analytical results have been reported in the

literature. For instance, an opportunistically relaying HARQ-

IR system is investigated and average throughput as well as

outage probability are particularly analyzed in [4]. Since it

considers a quasi-static Rayleigh fading channel wherein the

channel responses corresponding to all HARQ rounds of a

single packet are constant, the analysis is only applicable

to a low mobility environment. For high mobility environ-

ment, communication channels are usually fast fading, i.e., all

HARQ rounds experience independent channel realizations.

Under such channels, an upper bound of outage probability

is derived for a cooperative HARQ-IR system with a single

relay using Jensen’s inequality in [5]. Optimal design to

maximize the energy efficiency given an outage constraint is

then discussed. Similarly, energy efficiency of a cooperative

HARQ-IR system with distributed cooperative beamforming

(DCB) is analyzed in [6]. With the analytical results, the

optimal number of selected relays for DCB under a certain

energy efficiency criterion is found. Regarding to a cooperative

HARQ-IR enabled uplink cellular system, [7] derives the

outage probability using Gaussian approximation, based on

which a base station selection scheme is proposed. Considering

the limitations of [5]–[7] where certain approximations are

applied in the analysis, [8] derives the exact outage probability

of cooperative HARQ-IR in terms of the generalized Fox’s H

function. It enables further analysis of the average number of

transmissions and the long term average throughput (LTAT) in

closed-forms.

As aforementioned, most of prior works consider either

quasi-static fading channels [4] or fast fading channels [5]–

[8]. They are not applicable to time-correlated fading channels

which usually occur in low-to-medium mobility environment.

Under time-correlated fading channels, performance analysis

of cooperative HARQ-IR becomes challenging due to the

involvement of the product of multiple correlated random

variables (RVs). It is also essentially different from the analysis

of HARQ-CC over time-correlated fading channels in [9]–

[11] where a sum of multiple correlated RVs is concerned.

To our best knowledge, only few analytical results of HARQ-
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IR over time-correlated fading channels are available in [12]

and [13]. Specifically, in [12], non-cooperative HARQ-IR

operating over time-correlated Rayleigh fading channels is

analyzed and outage probability is derived in closed-form

based on polynomial fitting technique. On the other hand,

outage probability of opportunistically relaying HARQ-IR

operating over time-correlated Nakagami fading channels is

derived based on a Lognormal approximation in [13]. Since the

Lognormal approximation is developed based on central limit

theorem (CLT) which is valid for independent fading channels,

the analytical result in [13] is not accurate for channels with

medium-to-high time correlation.

In this paper, we take a step further to analyze cooperative

HARQ-IR operating over general time-correlated Nakagami

fading channels. Notice that Nakagami fading is more general

than Rayleigh fading and covers Rayleigh fading as a special

case with fading order of 1. Due to the involvement of

cooperative relaying and Nakagami distribution, the analytical

approach in [12] can not be directly applied here. Since the

outage probability can be written as cumulative distribution

function (CDF) of a product of multiple correlated RVs, it

is essential to determine the CDF of the product of multi-

ple correlated RVs. After proving its inverse moments are

bounded, we find that the CDF can be uniquely determined by

matching the inverse moments. An efficient inverse moment

matching approximation is then proposed to derive the outage

probability in closed-form and the effect of approximation

degree is theoretically analyzed. It is found that the outage

probability can be eventually derived as a weighted sum of the

CDFs of Lognormal RVs and the Lognormal approximation in

[13] in fact is a special case of our analysis with approxima-

tion degree of zero. Diversity order of cooperative HARQ-

IR is also investigated. It is proved that full diversity can

be achieved by cooperative HARQ-IR under time-correlated

fading channels, except fully correlated fading channels (i.e.,

quasi-static fading channels). Our analytical results are then

verified through Monte Carlo simulations. It is shown that our

analytical approach performs better than that in [13]. It is also

revealed that low time correlation and high fading order are

beneficial to the system performance. Our analytical results

can facilitate the system design to achieve various objectives,

e.g., the maximization of long term average throughput, the

minimization of average number of transmissions and the

minimization of outage probability, etc.. Optimal rate selection

to maximize the long term average throughput given different

outage constraints is finally discussed as an example.

The rest of this paper is organized as follows. In Section

II, cooperative HARQ-IR protocol and general time-correlated

Nakagami fading channels are introduced. Inverse moment

matching method is introduced and the outage probability is

derived in Section III, while diversity order of cooperative

HARQ-IR is investigated in Section IV. In Section V, the

accuracy of our analytical results is verified and optimal rate

selection is discussed as an example. Finally, conclusions are

drawn in Section VI.

II. SYSTEM MODEL

A cooperative system including one source node, one relay

node and one destination node, is considered as shown in Fig.

1. To improve the transmission reliability, HARQ-IR protocol

is adopted in each node. Unlike prior analyses, a general

time-correlated fading channel which covers the fast fading

channel as a special case is considered. In the following,

the cooperative HARQ-IR protocol and time-correlated fading

channel model are introduced in detail.

A. Cooperative HARQ-IR Protocol

Following the HARQ-IR protocol, every b-bits information

message at the source is encoded into a codeword with M×L
symbols [2], where M is the maximal allowable number of

HARQ transmissions. The codeword is then chopped into M
sub-codewords, i.e., {C1, · · ·Cl, · · ·CM}, each with length L
for transmission in one HARQ round.

The cooperative HARQ-IR transmission consists of two

phases, i.e., broadcasting and relaying phases, as shown in

Fig. 1. During the broadcasting phase, the source sequentially

transmits sub-codewords to both the destination and the relay

until the maximum number of transmissions is reached or an

acknowledgement (ACK) of successful decoding is received

from the destination/relay. If the destination successfully de-

codes the message before the relay, an ACK message will

be fed back from the destination to the source and it will

be overheard by the relay. The message transmission then

completes without moving to the relaying phase. On the

contrary, an ACK message will be fed back from the relay

and the source will move to the relaying phase. During the

relaying phase, the relay encodes the successfully decoded

message again and transmits the subsequent sub-codewords

to the destination until the maximum number of transmissions

is reached or an ACK from the destination is received. The

transmitted sub-codewords are different from that transmitted

by the source in the broadcasting phase. The destination will

use all of the received sub-codewords in both the broadcasting

and relaying phases for decoding. In the meanwhile, the source

oversees the transmission and listens to the feedback. Once

an ACK message is received by the source or the maximum

number of transmissions is reached, the transmission for the

next b bits information message will be initiated and a new

cooperative HARQ-IR transmission will be started. Here an

error-free feedback channel is assumed available as [14], [15],

that is, all feedback messages can be correctly decoded.

B. Channel Model

In the broadcasting phase, the received signals at the desti-

nation and at the relay in the l-th HARQ round can be written

respectively as

ySD,l = hSD,l

√

PS,lxl + nSD,l, (1)

ySR,l = hSR,l

√

PS,lxl + nSR,l, (2)

where xl corresponds to the l-th sub-codeword Cl and denotes

the transmitted signal with unit power in the l-th HARQ

round; PS,l represents the transmission power in the l-th
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Fig. 1. A cooperative HARQ-IR system. (a) Broadcasting phase (b) Relaying phase.

HARQ round; nSD,l and nSR,l represent zero mean additive

white Gaussian noises (AWGNs) with variances NSD,l and

NSR,l, respectively; and hSD,l and hSR,l signify the channel

coefficients associated with the source-to-destination and the

source-to-relay links in the l-th HARQ round, respectively.

In the relaying phase, only the relay is involved in the

transmission of the subsequent sub-codewords. Accordingly,

the received signal at the destination in the l-th HARQ round

is expressed as

yRD,l = hRD,l

√

PR,lxl + nRD,l, (3)

where PR,l represents the transmission power at the relay in

the l-th HARQ round; nRD,l denotes zero mean AWGN with

variance NRD,l; and hRD,l represents the channel coefficient

corresponding to the relay-to-destination link.

For notational convenience, we use hab,l to unify the

channel coefficients hSD,l, hSR,l and hRD,l, where (a, b) ∈
{(S,D), (S,R), (R,D)}. Different from prior analyses [6],

[8], [15], channel time correlation is considered here. Specifi-

cally, general time-correlated Nakagami-m fading channels are

considered, i.e., the channel coefficients in multiple HARQ

rounds hab,1, · · · , hab,M are correlated. The amplitudes of the

channel coefficients are modeled as multivariate Nakagami-m

distributed random variables (RVs) with generalized correla-

tion. The joint probability density function (PDF) correspond-

ing to |hab| = (|hab,1|, |hab,2|, · · · , |hab,M |) is given by [16]

f|hab| (x1, · · · , xM ) =

∫ ∞

t=0

tm−1

Γ (m)
e−t

×
M∏

l=1

2xl
2m−1

Γ (m)
(

Ωab,l(1−λab,l
2)

m

)m e
− mxl

2

Ωab,l(1−λab,l
2) e

− λab,l
2t

1−λab,l
2

× 0F1

(

;m;
mxl

2λab,l
2t

Ωab,l

(
1− λab,l

2
)2

)

dt, |λab,l| < 1, (4)

where m denotes the Nakagami fading order which determines

the severity of the fading, Ωab,l is the mean channel power

gain, i.e., Ωab,l = E(|hab,l|2), λab,l denotes generalized

correlation coefficient, Γ(·) represents Gamma function and

0F1(·) denotes the confluent hypergeometric limit function

[17, Eq. 9.14.1]. Notice that the time-correlated Rayleigh

fading channel in [12] is a special case of this channel

model with m = 1. Moreover, the correlation coefficient

λab,l specifies the cross correlation coefficient ρl,kab between

the squared channel amplitudes |hab,l|2 and |hab,k|2 as [16]

ρl,kab =
E
(

|hab,l|2|hab,k|2
)

− E
(

|hab,l|2
)

E
(

|hab,k|2
)

√

Var
(

|hab,l|2
)

Var
(

|hab,k|2
)

= λab,l
2λab,k

2, 1 ≤ l 6= k ≤M, (5)

where Var(·) denotes the operation of variance. It is notewor-

thy that |λab,l| < 1 in (4), thus ρl,kab < 1. This channel model

covers fast fading channels where the channel coefficients

are independent with cross correlation ρl,kab = 0 as a special

case. It is not applicable to quasi-static fading channels where

hab,1 = hab,2 = · · · = hab,M and ρl,kab = 1. The analysis for

quasi-static fading channels has been discussed in [4]. Clearly

from (4), the channel amplitude |hab,l| follows Nakagami-m

distribution (i.e., |hab,l| ∼ Nakagami(m,Ωab,l)) with a PDF

of

f|hab,l| (x) =
2mmx2m−1

(Ωab,l)
m
Γ (m)

exp

(

− m

Ωab,l
x2
)

, x ∈ [0,+∞).

(6)

Herein, it should be noted that the channel coefficients asso-

ciated with different links are independent, that is, hSD, hSR

and hRD are mutually independent.

Accordingly, the received signal-to-noise ratio (SNR) in the

l-th HARQ round associated with the link between a and b is

written as

γab,l =
Pa,l|hab,l|2

Nab,l
, (7)

and follows Gamma distribution, i.e., γab,l ∼ G(m,Ω′
ab,l/m)

where Ω′
ab,l = Ωab,lPa,l/Nab,l. By using (4) and making

changes of variables, it is readily proved that the joint distri-

bution of γab = (γab,1, · · · , γab,M ) complies with multivariate

Gamma distribution with generalized correlation. More specif-

ically, the joint PDF of γab can be derived as

fγab
(γ1, · · · , γM ) =

∫ ∞

t=0

tm−1

Γ (m)
e−t

×
M∏

l=1

γl
m−1

Γ (m)
(

Ω′
ab,l

(1−λab,l
2)

m

)m e
− mγl

Ω′
ab,l(1−λab,l

2) e
− λab,l

2t

1−λab,l
2

× 0F1



;m;
mγlλab,l

2t

Ω′
ab,l

(
1− λab,l

2
)2



 dt, |λab,l| < 1. (8)

Due to the presence of time correlation in the channel coeffi-

cients, the analysis becomes much more challenging than the

prior works in the literature.
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III. OUTAGE ANALYSIS

The most fundamental performance metric for various

HARQ schemes is outage probability. It can well approximate

the error probability when Gaussian codes and typical set

decoding are applied [18]. In HARQ-IR scheme, message

decoding is performed based on the signals received in all

the previous HARQ rounds. Outage would happen when the

accumulated mutual information per symbol is less than the

initial transmission rate R [19]. Since the cooperative HARQ-

IR scheme involves both broadcasting and relaying phases,

the destination can acquire information from both the source

and the relay. The outage probability at the destination after

K HARQ rounds can thus be expressed based on the Total

Probability theorem as [8], [20]

Pout (K) =
∑K

r=1
Pout (K|BC = r) Pr (BC = r), (9)

where Pout (K|BC = r) denotes the conditional outage prob-

ability given there are r broadcasting HARQ rounds among

the K HARQ rounds, while Pr (BC = r) is the probability

that r out of K HARQ rounds are in the broadcasting phase.

Similarly to [18], we assume Gaussian codes are applied and

channel state information is perfectly known at the receivers.

As mentioned in the cooperative protocol, the destination

acquires information only from the source in the broadcast-

ing phase, while it gets information only from the relay

in the relaying phase. The conditional outage probability

Pout (K|BC = r) thus can be written as [8], [18], [20]

Pout (K|BC = r) = Pr (IK,r ≤ R) , (10)

where IK,r is given as [21], [22]

IK,r =
1

L
I(x1, · · · ,xK ;

ySD,1, · · · ,ySD,r,yRD,r+1, · · · ,yRD,K |hK,r)

(a)
=

1

L

{
r∑

l=1

I (xl;ySD,l|hSD,l) +

K∑

l=r+1

I (xl;yRD,l|hRD,l)

}

.

=

r∑

l=1

log2 (1 + γSD,l)+

K∑

l=r+1

log2 (1 + γRD,l), (11)

where L is the number of symbols in each sub-codeword,

hK,r = {hSD,1, · · · , hSD,r, hRD,r+1, · · · , hRD,K},

I (x;y|z) denotes the conditional mutual information of

random variables x and y given z, and (a) holds since the

inputs x1, · · · ,xK are independent and the channels are

memoryless. It follows the conditional outage probability as

Pout (K|BC = r) =






Pr







r∑

l=1

log2 (1 + γSD,l)+

K∑

l=r+1

log2 (1 + γRD,l) < R







r < K

Pr

(
K∑

l=1

log2 (1 + γSD,l) < R
)

r = K.

(12)

After simple manipulation, it can be rewritten as

Pout (K|BC = r) =






Pr







Y D
K,r

∆
=

r∏

l=1

(1 + γSD,l)×
K∏

l=r+1

(1 + γRD,l) < 2R







r < K

Pr

(

Y D
K

∆
=

K∏

l=1

(1 + γSD,l) < 2R
)

r = K.

(13)

On the other hand, since the relaying phase starts only when

the relay can successfully decode the message, i.e., the accu-

mulated mutual information per symbol at the relay is not less

than the transmission rate R, the probability Pr (BC = r) can

similarly be written as

Pr (BC = r) =






Pr







r−1∑

l=1

log2 (1 + γSR,l) < R,
r∑

l=1

log2 (1 + γSR,l) ≥ R







K > r ≥ 1

Pr

(
K−1∑

l=1

log2 (1 + γSR,l) < R
)

K = r ≥ 1.

(14)

By defining Y R
r ,

∏r
l=1 (1 + γSR,l) and Y R

0 , 0, it can be

rewritten as

Pr (BC = r) =
{

Pr
(
Y R
r−1 < 2R

)
− Pr

(
Y R
r < 2R

)
K > r ≥ 1

Pr
(
Y R
K−1 < 2R

)
K = r ≥ 1.

(15)

Clearly from (9), (13) and (15), the CDFs of the products of

multiple shifted SNRs, i.e., Y D
K,r, Y D

K , and Y R
r , are essential

for the outage analysis. In the literature, there are two kinds of

approaches to derive the CDF of the product of multiple RVs:

Mellin transform [8] and moment matching method [23], [24].

Mellin transform is effective for the case with independent RVs

and however is inapplicable to our analysis since the multiple

SNRs are correlated due to the channel time correlation [25].

On the other hand, although the moments of the products of

multiple shifted SNRs (i.e., Y D
K,r, Y D

K , and Y R
r ) exist, their

moment generation functions (MGFs) do not exist when the

number of transmissions K or r is larger than one as proved in

Appendix A. According to [26, pp. 176-177], the uniqueness

of the CDFs thus can not be guaranteed by matching the

moments of Y D
K,r, Y D

K , and Y R
r when K, r > 1, which

would result in notable degradation on the accuracy of outage

analysis based on moment matching method.

Fortunately, after analyzing the products of multiple shifted

SNRs, we found that their inverse moments do have special

properties which can facilitate the derivation and guarantee

the uniqueness of their CDFs. Based on these findings, we

will propose an effective outage analysis approach based on

inverse moment matching method. In the following, the details

of inverse moment matching method will be first introduced

by taking the analysis of the CDF of Y D
K as an example.

The derivations of the CDFs of Y R
r and Y D

K,r will be briefly

introduced later.
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A. Inverse Moment Matching Method

Denote the PDF of the product of multiple shifted SNRs cor-

responding to the source-to-destination link Y D
K as fY D

K
(y).

The inverse moment of Y D
K is defined as αn = E{(Y D

K )−n} =
∫∞
0 y−nfY D

K
(y) dy. As shown in Appendix B, it can be

explicitly derived as

αn ≈
∑

p1,··· ,pK∈[1,NQ]

K∏

l=1

wpl

(

1 +
Ω′

SD,l(1−λSD,l
2)ζpl

m

)−n

Γ (m)

(

1 +
K∑

l=1

λSD,l
2

1−λSD,l
2

)m

×Ψ
(K)
2 (m;m, · · · ,m;̟1ζp1 , · · · , ̟KζpK

) , (16)

where ̟l =

(

1 +
K∑

k=1

λSD,k
2

1−λSD,k
2

)−1
λSD,l

2

1−λSD,l
2 , NQ is the

quadrature order, the weights wpl
and abscissas ζpl

for NQ up

to 32 are tabulated in [27], and Ψ
(K)
2 (; ; ) denotes the confluent

form of Lauricella hypergeometric function [28, Definition

A.20]. Moreover, the inverse moment αn has the following

property.

Property 1. The inverse moment αn is bounded in (0, 1]
and decreases with n. The series

∑∞
n=0 αns

n/n! absolutely

converges for some s > 0.

Proof. According to the definition of Y D
K , it is clear that Y D

K ≥
1 and the inverse moment αn decreases to zero with n, i.e.,

0 < αn < αn−1 < · · · < α0 = 1. (17)

It follows that
∑∞

n=0
|αns

n/n!| ≤
∑∞

n=0
|s|n/n! = e|s|, (18)

which means that the series
∑∞

n=0 αns
n/n! absolutely con-

verges for some s > 0 according to Lebesgue’s monotone

convergence theorem.

Meanwhile, we have the following lemma about inverse

moments from [29].

Lemma 1. [29, Result 4.14] For any RV Y with CDF of

FY (y), if its inverse moments α0 = 1, α1, · · · , are finite and

the series
∑∞

n=0 αns
n/n! is absolutely convergent for some

s > 0, its CDF FY (y) is the only CDF having α0, α1, · · · ,
as its inverse moments.

Based on Property 1 and Lemma 1, it can be concluded

that the CDF of the product of multiple shifted SNRs corre-

sponding to the source-destination link Y D
K can be uniquely

determined by matching its inverse moments αn. The PDF

fY D
K
(y) can thus be uniquely determined as shown in the

following theorem.

Theorem 1. By matching the inverse moments αn, the PDF

fY D
K
(y) can be uniquely expressed as

fY D
K

(y) = fb (y)

∞∑

l=0

ξly
−l, (19)

where fb (y) is a nontrivial function of y and denotes a base

density function with inverse moments νl =
∫∞
−∞ y−lfb (y) dy

existing for l = 0, 1, · · · , and the coefficients ξl match the

inverse moments αn such that

αn =

∫ ∞

−∞
y−nfY D

K
(y)dy =

∞∑

l=0

ξlνn+l, n = 0, 1, · · · .

(20)

Proof. Please see Appendix C.

With the unique expression of the PDF fY D
K
(y) in (19), the

PDF can be approximated by truncating the series in (19) as

fY D
K
(y) ≈ f̃N (y) = fb (y)

N∑

l=0

ξN,ly
−l = fb (y) ξN

TyN ,

(21)

where N denotes the approximation degree, yN =
[ 1 y−1 · · · y−N ]T, and ξN = [ ξN,0 · · · ξN,N ]T

is determined by matching the first N+1 inverse moments, i.e.,

α0, · · · , αN . Specifically, by matching the first N +1 inverse

moments as (20), the coefficient vector ξN should satisfy

ANξN = αN , (22)

where

AN =








ν0 ν1 · · · νN
ν1 ν2 · · · νN+1

...
...

. . .
...

νN νN+1 · · · ν2N







, (23)

and αN = [ 1 α1 α2 · · · αN ]T. For an arbi-

trary vector d = [d0, · · · , dN ]T, we have dTANd =
∫∞
0
fb (y)

(
N∑

l=0

dly
−l

)2

dy ≥ 0 where the equality holds if

and only if d = 0. Therefore, the matrix AN is positive

definite and invertible. From (22), it follows that

ξN = A−1
N αN . (24)

Clearly from (24), matrix inversion is involved in the calcula-

tion of the coefficient vector in the approximated PDF. It has

high complexity and also causes difficulty in the selection of

approximation degree. To avoid that, the approximated PDF

is reformulated as shown in the following theorem.

Theorem 2. The approximated PDF can be reformulated as

f̃N (y) = fb(y)

N∑

l=0

ηlc
T
l yl, (25)

where

ηl = cl
Tαl, (26)

and

cl =
[ −vl−1

T
Al−1

−1√
ν2l−vl−1

TAl−1
−1vl−1

1√
ν2l−vl−1

TAl−1
−1vl−1

]T

.

(27)
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In (27), vl =
[
νl+1 · · · ν2l+1

]T
, c0 = [1], A0 = [1],

and Al
−1 is given recursively as

Al
−1 =




Al−1

−1 + Al−1
−1

vl−1vl−1
T
Al−1

−1

ν2l−vl−1
TAl−1

−1vl−1

− vl−1
T
Al−1

−1

ν2l−vl−1
TAl−1

−1vl−1

− Al−1
−1

vl−1

ν2l−vl−1
TAl−1

−1vl−1
1

ν2l−vl−1
TAl−1

−1vl−1

]

. (28)

Proof. Please see Appendix D.

Remark 1. As shown in Appendix E, the set
{
cTl yl, l ∈ N

}

in (25) satisfies the orthogonality as

〈
cl

Tyl, ck
Tyk

〉
=

{
0, l 6= k;
1, l = k,

(29)

where 〈g (y) , h (y)〉 defines an inner product on 2-norm

Lebesgue spaces L2(R,F , u)1 with respect to a measure

dFb(y) = fb(y)dy, such that

〈g (y) , h (y)〉 =
∫ ∞

0

g (y)h (y)dFb(y). (30)

In other words, the set
{
cTl yl, l ∈ N

}
can be regarded as

an orthonormal basis with respect to the measure dFb(y).
Therefore, the approximated PDF f̃N (y) in (25) is in fact

a linear combination of the orthonormal basis and ηl can be

regarded as the coordinate of f̃N (y) with respect to the basis

vector cTl yl. The expression in (25) will facilitate the analysis

of the convergence of f̃N (y) with respect to N and enable an

efficient selection of the approximation degree N , which will

be discussed later.

Based on Theorem 2, the PDF f̃N (y) now can be de-

rived. To proceed, the base density function fb(y) should be

determined first. As shown in Theorem 1, the base density

function fb(y) should be chosen to be nontrivial with inverse

moments νk existing. Notice that the base density function

fb(y) is equivalent to the approximated PDF f̃N (y) when

the approximation degree is set as zero, i.e., fY D
K
(y) ≈

f̃N (y) = fb(y) when N = 0. The base density function

fb(y) should be chosen somewhat close to fY D
K
(y) [23], [24].

Since the logarithm of Y D
K can be written as a sum of RVs,

i.e., lnY D
K =

∑K
l=1 ln (1 + γSD,l), lnY D

K can be roughly

approximated as a Gaussian RV based on the central limit

theorem when the number of transmissions is large. It is thus

natural to choose fb(y) as the PDF of a Lognormal RV given

by

f b (y) =
1

y
√
2πσ2

e−
(ln y−µ)2

2σ2 , y ∈ (0,∞) , (31)

where µ and σ2 represent the mean and the covariance of

ln(Y D
K ), respectively. As shown in Appendix F, the mean µ

and the variance σ2 can be derived as

µ =

K∑

l=1

1

Γ (m)
G3,1

2,3

(

0,1
0,0,m

∣
∣
∣

m

Ω′
SD,l

)

︸ ︷︷ ︸

,µl

, (32)

1Herein, (R,F , µ) is a measure space, where F is σ-algebra over R.

σ2 ≈
K∑

l=1




1

Γ (m)
e

m

Ω′
SD,l

NQ∑

p=1

wpln
2

(

1 +
Ω′

SD,l

m
ζp

)

− µl
2





+2
∑

i<j









∑

pi,pj∈[1,NQ]

∏

l=i,j

wpl
ln

(

1+
Ω′
SD,l(1−λ2

SD,l)
m

ζpl

)

Γ(m)

(

1+
∑

l=i,j

λ2
SD,l

1−λSD,l
2

)m

×Ψ
(2)
2

(

m;m,m;̟i
i,jζpi

, ̟j
i,jζpj

)

− µiµj









,

(33)

where Gm,n
p,q (·) represents Meijer G-function [17, 9.301] and

̟l
i,j =

(

1 +
∑

k=i,j

λSD,k
2

1−λSD,k
2

)−1

λSD,l
2

1−λSD,l
2 .

Given the base density function f b(y) in (31), its kth inverse

moment νk directly follows as

νk =

∫ ∞

0

y−kfb (y) dy = e
k2σ2

2 −kµ. (34)

The exponential form of νk then enables the derivation of the

element in the vector cl (27) in a closed-form as

cl,k =
(−1)

l+k
ekµς

k−l−2k2

2

√∏

l−1≥t≥0 (1− ςt−l)
∏l

t=0,t6=k

(
1− ς−|t−k|

) , (35)

where ς = eσ
2

, as proved in Appendix G.

Now putting (16), (26), (31) and (35) into (25), the ap-

proximated PDF f̃N (y) can be derived. Specifically, it can be

written as

f̃N (y) = fb(y)

N∑

l=0

ηl

l∑

k=0

cl,ky
−k

=

N∑

k=0

N∑

l=k

ηlcl,ky
−k−1 1√

2πσ2
e−

(ln y−µ)2

2σ2 . (36)

Accordingly, the approximated CDF F̃N (y) can be obtained

as

F̃N (y) =
N∑

k=0

N∑

l=k

ηlcl,kνkΦ

(
ln (y) + kσ2 − µ

σ

)

=

N∑

k=0

κkΦ

(
ln (y) + kσ2 − µ

σ

)

, (37)

where Φ(·) denotes the CDF of a standard normal RV and

κk =
N∑

l=k

ηlcl,kνk. Clearly,
∑N

k=0 κk = 1 since FN (∞) = 1. It

means that the approximated CDF F̃N (y) in fact is a weighted

sum of the CDFs of Lognormal RVs.

By plugging (37) into (13), the conditional outage proba-

bility Pout (K|BC = K) can be derived as

Pout (K|BC = K) ≈ F̃N

(
2R
)

=
N∑

k=0

κkΦ

(
CR+ kσ2 − µ

σ

)

, (38)

where C = ln 2.

This inverse moment matching method can be applied

to deriving the distributions of Y R
r and Y D

K,r. Clearly in
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the derivation, it is essential to determine their inverse mo-

ments, and the mean and variance of their natural loga-

rithms. Since (γSR,1, · · · , γSR,M ) follows a similar multi-

variate Gamma distribution with generalized correlation as

(γSD,1, · · · , γSD,M ), the inverse moments of Y R
r , and the

mean and variance of lnY R
r can be derived respectively as

(16), (32) and (33) but with the subscript SD replaced as SR.

Then the probability Pr (BC = r) can be obtained by putting

the CDF of Y R
r into (15). With respect to Y D

K,r, it can be writ-

ten as a product of two independent RVs, i.e., Y D
K,r , Y1Y2,

where Y1 =
∏r

l=1 (1 + γSD,l) and Y2 =
∏K

l=r+1 (1 + γRD,l).
Due to the independence of Y1 and Y2, the inverse moments

of Y D
K,r are given by

E
(

Y D
K,r

−k
)

= E
(

Y1
−k
)

E
(

Y2
−k
)

= α̃1,kα̃2,k, (39)

where α̃1,k and α̃2,k denote the kth inverse moments of Y1
and Y2, respectively, which can be obtained similarly to (16).

Meanwhile, the mean and the variance of lnY D
K,r can be

obtained as

E
(
lnY D

K,r

)
= E (lnY1) + E (lnY2) = µ̃1 + µ̃2, (40)

Var
(
lnY D

K,r

)
= Var (lnY1) + Var (lnY2) = σ̃2

1 + σ̃2
2 , (41)

where (µ̃1, σ̃1
2) and (µ̃2, σ̃2

2) denote the mean and the vari-

ance of lnY1 and lnY2, respectively, which can be obtained

similarly to (32) and (33). Using the inverse moment matching

method, the CDF of Y D
K,r can be finally derived as

FY D
K,r

(y) ≈
N∑

k=0

κ̃kΦ

(

ln(y) + k(σ̃2
1 + σ̃2

2)− (µ̃1 + µ̃2)
√

σ̃2
1 + σ̃2

2

)

,

(42)

where κ̃0, κ̃1, · · · , κ̃N define the corresponding weight-

ings of Lognormal CDFs. Then the conditional probability

Pout (K|BC = r) for r < K can be obtained accordingly.

Together with the probability of Pr (BC = r), the outage

probability in (9) directly follows.

B. Selection of Approximation Degree

In the inverse moment matching method, an truncation

approximation is involved and the approximation degree N
should be properly chosen. To this end, the coordinates ηl
with respect to the orthonormal basis

{
cTl yl, l ∈ N

}
should

be analyzed. Recalling αn ∈ (0, 1] and putting (35) into (26),

we have

|ηN | ≤ ς
−N
2

φ2 (ς−1)

N∑

k=0

eσ
2k((µσ−2+ 1

2 )−k)

≤ (N + 1) ς
−N
2
ςk0((µσ−2+ 1

2 )−k0)

φ2 (ς−1)
= A (N + 1) ς

−N
2 ,

(43)

where k0 = µσ−2

2 + 1
4 , φ (q) denotes Euler function as

φ (q) =
∞∏

k=1

(
1− qk

)
and A = ς

k0((µσ−2+ 1
2 )−k0)

φ2(ς−1) . Clearly,

ηN approaches to zero as N tends to infinity, which justifies

the truncation approximation.

To characterize the error between the PDF fY D
K

(y) and its

approximate f̃N (y) in (25), a normalized error is generally

defined as [24]

ǫN (y) ,
fY D

K
(y)− f̃N (y)

fb(y)
=

∞∑

l=N+1

ηlc
T
l yl. (44)

Accordingly, the normalized mean square error (NMSE) is

defined as [24]

‖ǫN (y)‖2 , 〈ǫN (y) , ǫN (y)〉 =
∫ ∞

0

( ∞∑

l=N+1

ηlc
T
l yl

)2

dFb(y)

=

∞∑

l=N+1

∞∑

k=N+1

ηlηk
〈
cTl yl, c

T
k yk

〉
=

∞∑

l=N+1

ηl
2.

(45)

Applying the upper bound (43) into (45), it follows that

‖ǫN (y)‖2 ≤
∞∑

l=N+1

(

A (l + 1) ς
−l
2

)2

= A2ς−N
∞∑

l=1

(l +N + 1)
2
ς−l

= A2ς−N

(
ς−2+ς−1

(1−ς−1)3
+ (N + 1)2 ς−1

1−ς−1

+2 (N + 1) ς−1

(1−ς−1)2

)

≤ A2(N + 1)
2
ς−N ς−1

1− ς−1

(
1+ς−1

(1−ς−1)2

+ 2
1−ς−1 + 1

)

,

(46)

where the last equality holds by using [17, Eq.0.112, Eq.0.113,

Eq.0.114]. To guarantee the approximation accuracy, the

NMSE should be limited to a small threshold ε, i.e.,

‖ǫN (y)‖2 ≤ ε. To meet this error constraint and by defining

B = A2 ς−1

1−ς−1

(
1+ς−1

(1−ς−1)2
+ 2ς−1

(1−ς−1) + 1
)

, the approximation

degree N should be chosen to satisfy

B(N + 1)
2
ς−N ≤ ε. (47)

It follows that

(N + 1) ln
√

ς−1e(N+1) ln
√
ς−1 ≥

√
ε

B
ln
√

ς−1eln
√
ς−1

.

(48)

By the definition of Lambert W function, we have

(N + 1) ln
√

ς−1 ≤W−1

(√
ε

B
ln
√

ς−1eln
√
ς−1

)

, (49)

where W−1(·) denotes the lower branch of Lambert W func-

tion [30, 4.13]. It means that

N ≥
W−1

(√
ε
B ln

√
ς−1eln

√
ς−1
)

ln
√
ς−1

− 1

=
W−1

(

−σ2/2
√

ε
B e

−σ2/2
)

−σ2/2
− 1 , N̄ . (50)

For illustration, the approximation degree N̄ under various

NMSE constraints ε is shown in Fig. 2, by taking a system

with parameters m = 6, Ω′
SD,l = 1 and ρl,kSD = 0.5 as an



8

10
−6

10
−4

10
−2

10
0

10
1

10
2

NMSE constraint ε

N̄

 

 

K = 6
K = 8
K = 10
K = 12
K = 14

Fig. 2. The approximation degree N̄ versus NMSE constraint ε.
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Fig. 3. Effect of approximation degree on Pout (K|BC = K).

example. Clearly, the approximation degree N̄ decreases when

higher NMSE is allowed.

To verify the inverse moment matching method,

Pout (K|BC = K) and Pout (K|BC = r) with r < K
are plotted respectively in Fig. 3 and Fig. 4, taking a

system with m = 6, Ω′
SD,l = 1, Ω′

RD,l = 2, r = 2

and ρl,kSD = ρl,kRD = 0.5 as an example. Clearly, the gap

between the analytical results and Monte Carlo simulation

results significantly reduces with N . When N = 6, the

analytical result coincides well with simulation results, which

validates its accuracy. In addition, the proposed inverse

moment matching method performs better than the other two

approaches, i.e., Lognormal approximation [13] and regular

moment matching method [23], [24]2. Thus it justifies the

effectiveness of the proposed method.

2The regular moment matching method approximates the CDF of Y D
K as

f
Y D
K

(y) ≈ fb̄(y)
∑N

l=0
ξ̃N,ly

l where fb̄(y) is chosen as the PDF of a

Lognormal RV with mean −µ and variance σ2 while the coefficient ξ̃N,l

is determined by matching the first N moments of Y D
K . Since the moment

generation function of Y D
K

do not exist, this method cannot guarantee the
uniqueness of the CDF, thus limiting the approximation accuracy.

1 2 3 4 5
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10
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10
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10
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P
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)
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Fig. 4. Effect of approximation degree on Pout (K|BC = r) with r = 2.

IV. DIVERSITY ORDER

To better understand the behavior of cooperative HARQ-IR

schemes, another important performance metric (i.e., diversity

order) is also analyzed here. Without loss of generality,

the transmission SNR in each HARQ round is set equal,

i.e., PS,l/NSR,l = PS,l/NSD,l = PR,l/NRD,l = γT for

l ∈ [1,M ]. According to [31], [32], the diversity order d is

defined as

d = − lim
γT→∞

log (Pout (M))

log (γT )
. (51)

Based on the definition of outage probability in (9) and

noticing that the probabilities Pr (BC = r) are non-negative

with
∑M

r=1 Pr (BC = r) = 1, we have

min {Pout (M |BC = r) , r ∈ [1,M ]} ≤ Pout (M)

≤ max {Pout (M |BC = r) , r ∈ [1,M ]} . (52)

Meanwhile, from the definition of Y D
K,r ,

∏r
l=1 (1 + γSD,l)×

∏K
l=r+1 (1 + γRD,l) in (13), we also have

(1 + γ̄M,r) ≤ Y D
M,r ≤

(
1 +M−1γ̄M,r

)M
, (53)

where γ̄M,r represents the sum of SNRs as γ̄M,r =
∑r

l=1 γSD,l +
∑M

l=r+1 γRD,l, and the right inequality fol-

lows from the inequality of arithmetic and geometric means.

Applying (53) into (13), the conditional outage probability

Pout (M |BC = r) is found to be bounded as

Fγ̄M,r

(

M
(

2
R
M − 1

))

≤ Pout (M |BC = r)

≤ Fγ̄M,r

(
2R − 1

)
, (54)

where Fγ̄M,r
(·) denotes the CDF of γ̄M,r and is given by the

following theorem.

Theorem 3. The CDF of γ̄M,r =
∑r

l=1 γSD,l+
∑M

l=r+1 γRD,l

can be written as

Fγ̄M,r
(y) =

yMm

γTMm(det (B))
m
Γ (Mm+ 1)

×

Φ
(M)
2

(

m, · · · ,m;Mm+ 1;− y

γT δ1
, · · · ,− y

γT δM

)

, (55)
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where Φ
(M)
2 (·) denotes the confluent Lauricella

function [28, Def. A.19], {δk}Mk=1 are defined as

the eigenvalues of the matrix B = FE, F is an

M × M diagonal matrix with diagonal entries as

{ΩSD,1/m, · · · ,ΩSD,r/m,ΩRD,r+1/m, · · · ,ΩRD,M/m},

and E is an M ×M symmetric positive definite matrix given

by (56), shown at the top of this page.

Proof. Under time-correlated fading channels, the SNRs

in multiple HARQ rounds corresponding to one link

are correlated, i.e., {γSD,1, · · · , γSD,r} are correlated and

{γRD,r+1, · · · , γRD,M} are correlated. The moment gener-

ating functions (MGFs) of the sum of correlated RVs, i.e.,
∑r

l=1 γSD,l and
∑M

l=r+1 γRD,l, can be derived as [33, Eq.

8]. Since
∑r

l=1 γSD,l and
∑M

l=r+1 γRD,l are independent, the

MGF of γ̄M,r can be directly written as the product of MGFs

of
∑r

l=1 γSD,l and
∑M

l=r+1 γRD,l. Then by applying inverse

Laplace transform into the MGF of γ̄M,r, the CDF of γ̄M,r

can be derived as (55).

From (51), (52) and (54), it follows that

− lim
γT→∞

max
{
log
(
Fγ̄M,r

(ι)
)
, r ∈ [1,M ]

}

log (γT )
≤ d ≤

− lim
γT→∞

min
{
log
(
Fγ̄M,r

(ψ)
)
, r ∈ [1,M ]

}

log (γT )
. (57)

where ι = 2R − 1 and ψ =M
(

2M
−1R − 1

)

.

With (55), the first inequality in (57) can be rewritten as

d ≥Mm−

max







lim
γT→∞

log Φ
(M)
2

(

m,··· ,m;Mm+1;− ι
γT δ1

,··· ,− ι
γT δM

)

log γT
,

r ∈ [1,M ]






.

(58)

By using the series representation of the confluent Lauricella

function [34], the limit of the confluent Lauricella function is

reduced as

lim
γT→∞

Φ
(M)
2

(

m, · · · ,m;Mm+ 1;− ι

γT δ1
, · · · ,− ι

γT δM

)

= 1. (59)

Putting (59) into (58) yields d ≥ Mm. Similarly, the sec-

ond inequality in (57) can be derived as d ≤ Mm. The

diversity order then directly follows as d = Mm. Roughly

speaking, a Nakagami-m fading channel can be regarded as

a set of m parallel independent Rayleigh fading channels.

Hereby, for HARQ operating over Nakagami-m fast fading

channels, the maximum achievable diversity order equals to

the number of independently faded paths that the transmit

signal experiences, i.e., dmax = Mm [32]. Therefore, it can

be concluded that under time-correlated fading channels with

0 ≤ ρk,lSD, ρ
k,l
RD < 1, a full diversity order of Mm can be

achieved by this cooperative HARQ-IR scheme. Notice that

under quasi-static fading channels, i.e., ρk,lab = 1, since no

time diversity can be gained from HARQ retransmissions in

one link, the diversity order reduces to m when M = 1 and

2m when M > 1 3.

V. NUMERICAL RESULTS AND DISCUSSIONS

The analytical results derived would facilitate performance

evaluation and enable optimal design of cooperative HARQ-

IR systems over time-correlated Nakagami-m fading channels.

For illustration, we take systems with parameters 2ΩSD,l =
ΩSR,l = ΩRD,l = 1 and a constant correlation model

[33], [35], [36], i.e., ρl,kab = ρ for 1 ≤ l 6= k ≤ M
as examples. Unless otherwise stated, the transmission rate

and the transmission SNR are set as R = 4bps/Hz and

γT = 10dB.

A. Outage Performance Evaluation

As shown in Fig. 5, the outage probability Pout(M) is

plotted for systems with fading order m = 6 and two different

time correlations, i.e., ρ = 0.1, 0.6. It is easily seen that

the analytical results match well with simulation results. The

increase of the number of transmissions M significantly de-

creases the outage probability, which demonstrates the benefit

of HARQ-IR protocol. Given the number of transmissions

M > 1, the curves of outage probability under two different

correlations become parallel as the transmission SNR γT
becomes large. Noticing that the outage probability is plotted

as logarithmic scale, it means that logPout(M) decreases at

the same speed with the increase of log γT no matter what

the correlation is. Here for the case of M = 1, the curves

under two different correlations merge together since only one

transmission is allowed and the relay plays no role in the

transmission. Moreover, the curves become steeper with the

increase of M . These results are consistent with our analysis in

Section IV, that is, the diversity order of cooperative HARQ-

IR systems is equal to Mm which is irrelevant to the time

correlation.

To further investigate the impact of time correlation on

outage performance, Fig. 6 shows the outage probability

Pout(M) against time correlation ρ for M = 3. It is shown

that the increase of time correlation would cause an outage

performance degradation. For instance, the outage probability

increases from 10−6 to 2 ∗ 10−4 as ρ increases from 0 to

1 given m = 6. It therefore concludes that channel time

correlation has a detrimental impact on outage performance.

Noticing that the fading order m is an important parameter

to characterize fading channels, the impact of fading order m
on outage performance is studied for ρ = 0.5 in Fig. 7. Appar-

ently, the increases of fading order would cause the decrease

of outage probability. For example, given four transmissions

M = 4, the outage performance roughly achieves a 30dB gain

when the fading order increases from 1 to 3. Thus we can

conclude that the increase of fading order m is beneficial to

the outage performance, which has been particularly proved

in Section IV, that is, the outage probability is directly

proportional to γT
−Mm, i.e., Pout(M) ∝ γT

−Mm.

3The factor 2 comes due to the exploration of spatial diversity from the
source and the relay.



10

E =























1
√

ρ1,2SD · · ·
√

ρ1,rSD√

ρ2,1SD 1 · · ·
√

ρ2,rSD

...
...

. . .
...

√

ρr,1SD

√

ρr,2SD · · · 1

0r×(M−r)

0(M−r)×r

1
√

ρr+1,r+2
RD · · ·

√

ρr+1,M
RD

√

ρr+2,r+1
RD 1 · · ·

√

ρr+2,M
RD

...
...

. . .
...

√

ρM,r+1
RD

√

ρM,r+2
RD · · · 1























, 0 ≤ ρk,lSR, ρ
k,l
RD < 1. (56)
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0 0.2 0.4 0.6 0.8 1
10

−8

10
−6

10
−4

10
−2

10
0

Correlation coefficient ρ

O
ut
ag

e
pr
ob

ab
ili
ty

P
ou
t(
M

)

 

 

m = 2-Ana.
m = 2-Sim.
m = 4-Ana.
m = 4-Sim.
m = 6-Ana.
m = 6-Sim.

Fig. 6. Impact of time correlation.

B. Optimal Rate Selection

Another widely concerned performance metric for HARQ-

IR systems is long term average throughput (LTAT) and it is

defined as [18], [37], [38]

T̄ =
R (1− Pout (M))

1 +
∑M−1

l=1 Pout (l)
. (60)
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Fig. 7. Impact of fading order.

In practice, the HARQ-IR systems should usually be properly

designed to achieve the maximum LTAT with guaranteed

quality of service, e.g., a specifically low outage probability.

Taking the design of the transmission rate as an example, the

design problem can be formulated as

max
R

T̄ . s.t. Pout (M) ≤ ϑ, (61)

where ϑ specifies the outage constraint and denotes the maxi-

mum allowable outage probability. With our analytical results,

the optimal rate and LTAT can be solved easily from (61) by

using certain numerical tools. Given the maximum number of

transmissions M = 4, the optimal LTAT versus the outage

constraint ϑ is shown in Fig. 8. It can be seen that the optimal

LTAT T̄opt increases when the outage constraint ϑ is relaxed.

However, no significant increase of T̄opt can be achieved when

ϑ ≥ 10−1.

VI. CONCLUSIONS

In this paper, we have investigated the performance of

cooperative HARQ-IR scheme operating over time-correlated

Nakagami-m fading channels. An efficient inverse moment

matching method has been proposed to approximate the outage

probability in closed-form as a weighted sum of multiple CDFs

of Lognormal RVs. In addition, diversity order of cooperative
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Fig. 8. Optimal LTAT T̄opt against outage constraint ϑ.

HARQ-IR has been analyzed and it has been proved that full

diversity can be achieved even under time correlated fading

channels except quasi-static fading channels. The numerical

results have demonstrated that high fading order and low time

correlation are beneficial to the cooperative HARQ-IR scheme.

APPENDIX A

NONEXISTENCE OF MGFS CORRESPONDING TO Y D
K,r , Y D

K ,

AND Y R
r

The nonexistence of MGFs with respect to Y D
K,r, Y D

K , and

Y R
r can be proved by taking Y D

K as an example. Since Y D
K

has finite moments of all order, its MGF can be written as

[39]

MY D
K
(s) =

∞∑

n=0

βns
n

n!
, (62)

where βn refers to the nth order moment of Y D
K given as

βn =

∫ ∞

γ1=0

· · ·
∫ ∞

γK=0

K∏

l=1

(1 + γl)
n

× fγ1:K
SD

(γ1, · · · , γK) dγ1 · · · dγK . (63)

where γ1:K
SD = (γSD,1, · · · , γSD,K) with joint PDF denoted as

f
γ

1:K
SD

(γ1, · · · , γK). By substituting (8) into (63) and making

a change of variable zl = mγSD,l/
(

Ω′
SD,l

(
1− λSD,l

2
))

, we

have

βn =

∫ ∞

t=0

tm−1

ΓK+1 (m)
e
−
(

1+
∑K

l=1

λSD,l
2

1−λSD,l
2

)

t

×
K∏

l=1

∫ ∞

0

zm−1
l e−zl

(

1 +
Ω′

SD,l

(
1− λSD,l

2
)
zl

m

)n

× 0F1

(

;m;
λSD,l

2t

1− λSD,l
2 zl

)

dzldt. (64)

Since 0F1(;m; t) ≥ 1 for t ≥ 0, the nth order moment βn is

lower bounded by

βn ≥
∫ ∞

t=0

tm−1

ΓK+1 (m)
e
−
(

1+
K
∑

l=1

λSD,l
2

1−λSD,l
2

)

t
dt

×
K∏

l=1

(

Ω′
SD,l

(
1− λSD,l

2
)

m

)n ∫ ∞

0

zm+n−1
l e−zldzl. (65)

By using [17, eq. 3.381.4], it follows that

βn ≥
(

1 +

K∑

l=1

λSD,l
2

1− λSD,l
2

)−m

ΓK (m+ n)

ΓK (m)

×
(

K∏

l=1

Ω′
SD,l

(
1− λSD,l

2
)

m

)n

. (66)

From (66), the following lower bound of βns
n/n! holds

βns
n

n!
≥
(

1 +

K∑

l=1

λSD,l
2

1− λSD,l
2

)−m

ΓK (m+ n)

ΓK (m)n!

×
(

s
K∏

l=1

Ω′
SD,l

(
1− λSD,l

2
)

m

)n

, an, (67)

Since

lim
n→∞

an
an−1

= lim
n→∞

(m+ n− 1)
K

n
s

K∏

l=1

Ω′
SD,l

(
1− λSD,l

2
)

m

= ∞, K > 1, (68)

it is readily found that βns
n/n! ≥ an → ∞ as n → ∞

if K > 1. Hereby, MY D
K
(s) in (62) diverges to infinity for

any s. In other words, the MGF MY D
K

(s) does not exist.

Similarly, we can prove that the MGFs of Y D
K,r and Y R

r do

not exist either.

APPENDIX B

DERIVATION OF αn

With the definition of Y D
K ,

∏K
l=1 (1 + γSD,l), the n-th

inverse moment of Y D
K can be written as

αn =

∫ ∞

γ1=0

· · ·
∫ ∞

γK=0

K∏

l=1

(1 + γl)
−n

× f
γ

1:K
SD

(γ1, · · · , γK) dγ1 · · · dγK . (69)

Putting (8) into (69) and making a change of variable zl =

mγSD,l/
(

Ω′
SD,l

(
1− λSD,l

2
))

, it yields

αn =

∫ ∞

t=0

tm−1

ΓK+1 (m)
e
−
(

1+
K
∑

l=1

λSD,l
2

1−λSD,l
2

)

t

×
K∏

l=1

∫ ∞

0

zm−1
l e−zl

(

1 +
Ω′

SD,l

(
1− λSD,l

2
)
zl

m

)−n

× 0F1

(

;m;
λSD,l

2t

1− λSD,l
2 zl

)

dzldt. (70)
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By adopting Generalized Gaussian Quadrature [27], [40], the

n-th inverse moment in (70) can be approximated as

αn ≈
∫ ∞

t=0

tm−1

ΓK+1 (m)
e
−
(

1+
K
∑

k=1

λSD,k
2

1−λSD,k
2

)

t

×
K∏

l=1

NQ∑

pl=1

wpl

(

1 +
Ω′

SD,l

(
1− λSD,l

2
)
ζpl

m

)−n

× 0F1

(

;m;
λSD,l

2

1− λSD,l
2 ζpl

t

)

dt

=
∑

p1,··· ,pK∈[1,NQ]

K∏

l=1

wpl

(

1 +
Ω′

SD,l(1−λSD,l
2)ζpl

m

)−n

ΓK+1 (m)

(

1 +
K∑

l=1

λSD,l
2

1−λSD,l
2

)m

×
∫ ∞

t=0

tm−1e−t
K∏

l=1

0F1 (;m;̟lζpl
t)dt, (71)

where NQ is the quadrature order, the weights wpl
and

abscissas ζpl
for NQ up to 32 are tabulated in [27], and

̟l =
λSD,l

2

1−λSD,l
2 (1 +

∑K
k=1

λSD,k
2

1−λSD,k
2 )−1. The approximation

is valid for non-integer m and can achieve a considerably high

accuracy when NQ is sufficiently large [27], [40]. Since the

integral in (71) can be derived as

∫ ∞

t=0

tm−1e−t
K∏

l=1

0F1 (;m;̟lζpl
t)dt

=

(
Γ (m)

2πi

)K ∫

C1

· · ·
∫

CK

Γ

(

m−
K∑

l=1

sl

)
K∏

l=1

Γ (sl)

K∏

l=1

Γ (m− sl) (−̟lζpl
)
sl

ds1 · · · dsK

= ΓK (m)Ψ
(K)
2 (m;m, · · · ,m;̟1ζp1 , · · · , ̟KζpK

) , (72)

where Ψ
(K)
2 (; ; ) denotes the confluent form of Lauricella

hypergeometric function [28, Definition A.20] [41], the n-th

inverse moment (71) is finally derived as (16).

APPENDIX C

PROOF OF THEOREM 1

It is clear from [29] that the n-th inverse moment of Y D
K is

equivalent to the n-th moment of a RV Z = 1/Y D
K , i.e.,

αn =

∫ ∞

0

y−nfY D
K

(y) dy =

∫ ∞

0

znfY D
K

(
1

z

)
1

z2
dz

=

∫ ∞

0

znfZ (z) dz, (73)

where fZ(z) is the PDF of Z and satisfies that fZ(z) =
fY D

K

(
z−1
)
z−2. With Property 1 and the result in [26, pp.

176-177], the distribution of Z can be uniquely determined

by its moments αn. By using moment matching method, the

PDF of Z can be uniquely expressed as [23], [24]

fZ(z) = fa(z)
∞∑

l=0

ξlz
l. (74)

where fa(z) is a nontrivial base density function with moments

νk =
∫∞
0 zkfa (z)dz existing, and ξ0, ξ1 · · · denote the

coefficients of the polynomial of z. Since Y D
K = 1/Z , it

follows from (74) that

fY D
K

(y) = y−2fZ
(
y−1

)
= y−2fa

(
y−1

)
∞∑

l=0

ξly
−l

= fb (y)

∞∑

l=0

ξly
−l, (75)

where fb (y) , y−2fa
(
y−1

)
and in fact is the inverse

distribution with respect to fa (z). Therefore, fb (y) is a

nontrivial function of y and can be regarded as a base density

function with inverse moments existing as
∫∞
0
y−kfb (y)dy =

∫∞
0
zkfa (z) dz = νk. According to Lemma 1, since the

PDF fY D
K

(y) can be uniquely determined by matching all the

inverse moments, the coefficients ξ0, ξ1 · · · should satisfy

αn =

∫ ∞

0

y−nfb (y)

∞∑

l=0

ξly
−ldy =

∞∑

l=0

ξlνn+l, n = 0, 1, · · · .

(76)

APPENDIX D

PROOF OF THEOREM 2

In general, ξN can be written as

ξN =

[
ξN−1

0

]

+ eN , (77)

where eN characterizes the convergence of the coefficients ξl
when the approximation degree l is increased from N − 1 to

N . With (24) and (77), eN can be obtained as

eN = ξN −
[

ξN−1

0

]

= AN
−1

(

αN −AN

[
ξN−1

0

])

,

(78)

where the second equality holds due to the invertibility of AN .

From the definition in (23), AN can be rewritten as

AN =

[
AN−1 vN−1

vN−1
T ν2N

]

, (79)

where vN =
[
νN+1 νN+2 · · · ν2N+1

]T
. By putting

(79) into (78) and using (22), eN can be further derived as

eN = AN
−1

(

αN −
[

AN−1ξN−1

vN−1
T ξN−1

])

= AN
−1

[
0N

αN − vN−1
TAN−1

−1αN−1

]

, (80)

where 0N represents a null vector with length N .

By applying the inverse of a partitioned matrix [42, 5.16.b]

on (79), it yields

AN
−1 =

[ (
AN−1 − vN−1ν2N

−1vN−1
T
)−1

−
(
ν2N − vN−1

TAN−1
−1vN−1

)−1
vN−1

TAN−1
−1

−
(
AN−1 − vN−1ν2N

−1vN−1
T
)−1

vN−1ν2N
−1

(
ν2N − vN−1

TAN−1
−1vN−1

)−1

]

. (81)
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Using the matrix inversion lemma [42, 5.17], we have

(
AN−1 − vN−1ν2N

−1vN−1
T
)−1

=

AN−1
−1 +

AN−1
−1vN−1vN−1

TAN−1
−1

ν2N − vN−1
TAN−1

−1vN−1

. (82)

Then putting (82) into (81) and after some manipulations, (81)

can be eventually transformed into (28).

Plugging (28) into (80), it produces

eN =
αN − vN−1

TAN−1
−1αN−1

√

ν2N − vN−1
TAN−1

−1vN−1

×





−AN−1
−1

vN−1√
ν2N−vN−1

TAN−1
−1vN−1

1√
ν2N−vN−1

TAN−1
−1vN−1





︸ ︷︷ ︸

cN

(83)

and (83) can be further rewritten as

eN = cN
TαNcN = ηNcN , (84)

where ηN = cN
TαN , c0 = [1] and η0 = 1. Substituting (84)

into (77), it follows that

ξN =

[
ξN−1

0

]

+ ηNcN =

[
ξN−2

02

]

+

[
ηN−1cN−1

0

]

+ ηNcN = · · · =
N∑

l=0

[
ηlcl
0N−l

]

. (85)

The proof then completes by substituting (85) into (21).

APPENDIX E

PROOF OF REMARK 1

With (84),
〈
cl

Tyl, ck
Tyk

〉
can be written as

〈
cl

Tyl, ck
Tyk

〉

=

∫ ∞

−∞
fb(y)cl

Tylyk
Tckdy = ηl

−1ηk
−1el

TAl,kek

= ηl
−1ηk

−1
[
0 αl − vl−1

TAl−1
−1αl−1

]

×Al
−1Al,kAk

−1

[
0

αk − vk−1
TAk−1

−1αk−1

]

, (86)

where

Al,k =








ν0 ν1 · · · νk
ν1 ν2 · · · νk+1

...
...

. . .
...

νl νl+1 · · · νl+k







, (87)

and the last step holds by using (80).

For the case with l = k, Al,k = Al. It follows from (28)

and (86) that

〈
cl

Tyl, cl
Tyl

〉
= ηl

−2

(
αl − vl−1

TAl−1
−1αl−1

)2

ν2l − vl−1
TAl−1

−1vl−1

= ηl
−2
∣
∣cl

Tαl

∣
∣
2
= 1. (88)

On the other hand, for the case with l 6= k, suppose that l > k
without loss of generality and then Al

−1Al,kAk
−1 can be

written as

Al
−1Al,kAk

−1 =
1

det (Al) det (Ak)
×








A
0,0
l A

1,0
l · · · A

l,0
l

A
0,1
l A

1,1
l · · · A

l,1
l

...
...

. . .
...

A
0,l
l A

1,l
l · · · A

l,l
l















ν0 ν1 · · · νk
ν1 ν2 · · · νk+1

...
...

. . .
...

νl νl+1 · · · νl+k








×








A
0,0
k A

1,0
k · · · A

k,0
k

A
0,1
k A

1,1
k · · · A

k,1
k

...
...

. . .
...

A
0,k
k A

1,k
k · · · A

k,k
k








,

(89)

where A
i,j
l denotes the cofactor of the entry in the i-th

row and j-th column of Al. Applying cofactor expansion of

determinants into (89) yields

Al
−1Al,kAk

−1 = 1
det(Ak)













A
0,0
k A

1,0
k · · · A

k,0
k

...
...

. . .
...

A
0,k
k A

1,k
k · · · A

k,k
k

0 0 0 0
...

...
...

...

0 0 0 0













.

(90)

Plugging (90) into (86), we have
〈
cl

Tyl, ck
Tyk

〉
= 0 for

l 6= k. Then the remark is proved.

APPENDIX F

DERIVATION OF µ AND σ2

A. Mean µ

The mean of RV ln(Y D
K ) is expressed as

µ = E
(
lnY D

K

)
=

∫ ∞

0

ln (y) fY D
K
(y) dy

=

K∑

l=1

∫ ∞

0

ln (1 + γl) fγSD,l
(γl) dγl =

K∑

l=1

µl, (91)

where µl defines the expectation of ln(1+ γl). Since γSD,l ∼
G(m,Ω′

SD,l/m), µl is given by

µl =
mm

(

Ω′
SD,l

)m

Γ (m)

×
∫ ∞

0

ln (1 + t) tm−1 exp

(

− m

Ω′
SD,l

t

)

dt. (92)

Applying Parseval equality of Meijer G-function [43, Eq.

8.3.21] into (92) produces

µl =
mm

(

Ω′
SD,l

)m

Γ (m)

∫ ∞

0

tm−1G1,2
2,2

(
1,1
1,0

∣
∣
∣ t
)

×G1,0
0,1

(

−
0

∣
∣

m

Ω′
SD,l

t

)

dt =
1

Γ (m)
G3,1

2,3

(

0,1
0,0,m

∣
∣
∣

m

Ω′
SD,l

)

.

(93)
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Then by substituting (93) into (91), the mean µ is eventually

derived as (32).

B. Variance σ2

According to the definition of variance of RV ln(Y D
K ), σ2

can be expressed as

σ2 =

K∑

l=1

Var [ln (1 + γSD,l)]+

2
∑

1≤i<j≤K

Cov (ln (1 + γSD,i) , ln (1 + γSD,j)), (94)

where Var (ln (1 + γSD,l)) = E
(
ln2 (1 + γSD,l)

)
− µl

2

and Cov (ln (1 + γSD,i) , ln (1 + γSD,j)) =
E (ln (1 + γSD,i) ln (1 + γSD,j))− µiµj .

By making a change of variable t = mγSD,l/Ω
′
SD,l,

E
(
ln2 (1 + γSD,l)

)
is given as

E
(
ln2 (1 + γSD,l)

)
=

1

Γ (m)
exp

(
m

Ω′
SD,l

)

×
∫ ∞

0

tm−1e−tln2
(

1 +
Ω′

SD,l

m
t

)

dt. (95)

Using generalized Gaussian quadrature, it can be computed as

E
(
ln2 (1 + γSD,l)

)
≈

1

Γ (m)
e

m

Ω′
SD,l

NQ∑

p=1

wpln
2

(

1 +
Ω′

SD,l

m
ζp

)

. (96)

On the other hand, with (8), E (ln (1 + γSD,i) ln (1 + γSD,j))
can be written as

E (ln (1 + γSD,i) ln (1 + γSD,j))

=
1

Γ3 (m)

∫ ∞

t=0

tm−1e
−
(

1+
∑

l=i,j

λSD,l
2

1−λSD,l
2

)

t

×
∏

l=i,j

∫ ∞

0

ym−1
l e−yl

0F1

(

;m;
λSD,l

2

1−λSD,l
2 ylt

)

× ln

(

1 +
Ω′

SD,l

(
1− λSD,l

2
)

m
yl

)

dyldt. (97)

Similar to (71), (97) can be further derived by using the

generalized Gaussian quadrature as

E (ln (1 + γSD,i) ln (1 + γSD,j))

≈
∑

pi,pj∈[1,NQ]

∏

l=i,j

wpl
ln

(

1 +
Ω′

SD,l(1−λSD,l
2)

m ζpl

)

Γ3 (m)

(

1 +
∑

l=i,j

λSD,l
2

1−λSD,l
2

)m

×
∫ ∞

t=0

tm−1e−t
∏

l=i,j

0F1

(
;m;̟l

i,jζpl
t
)
dt, (98)

where ̟l
i,j =

(

1 +
∑

k=i,j

λSD,k
2

1−λSD,k
2

)−1

λSD,l
2

1−λSD,l
2 , l = i, j.

Then putting (72) into (98) and together with (96), the co-

variance σ2 can be obtained as (33).

APPENDIX G

DERIVATION OF cl,k

Clearly from (27), to derive each element in cl, the terms

ν2l − vl−1
TAl−1

−1vl−1 and Al
−1vl should be determined

first.

For the term ν2l−vl−1
TAl−1

−1vl−1, by using elementary

transformation on the determinant of Al
−1 in (28), we have

det
(
Al

−1
)
=

det

([

Al−1
−1 0

− vl−1
T
Al−1

−1

ν2l−vl−1
TAl−1

−1vl−1

1
ν2l−vl−1

TAl−1
−1vl−1

])

.

(99)

It then follows that

ν2l − vl−1
TAl−1

−1vl−1 =
det (Al)

det (Al−1)
. (100)

With respect to the term Al
−1vl, by expressing Al

−1 in terms

of cofactors as

Al
−1 =

1

det (Al)








A0,0
l A1,0

l · · · AN,0
l

A0,1
l A1,1

l · · · AN,1
l

...
...

. . .
...

A0,N
l A1,N

l · · · AN,N
l







, (101)

Al
−1vl is rewritten as

Al
−1vl = − 1

det (Al)

[

Al+1,0
l+1 Al+1,1

l+1 · · · Al+1,l
l+1

]T

,

(102)

where Ai,j
l+1 denotes the cofactor of the (i, j)-th entry of Al+1.

Thus by plugging (100) and (102) into (27), cl is given as

cl =
1

√

det (Al) det (Al−1)

[

Al,0
l Al,1

l · · · Al,l
l

]T
.

(103)

By defining cl = [cl,0, cl,1, · · · , cl,l] and using (103), the

kth element cl,k can be expressed as

cl,k =
Al,k

l
√

det (Al) det (Al−1)
=

(−1)
l+k

U l,k
l

√
U lU l−1

, (104)

where U l = det (Al), and U l,k
l denotes the corresponding

minor of Al,k
l . With the exponential form of νk, both Ul

and U l,k
l can be simplified as Vandermonde determinants.

Specifically, U l can be written as

U l = |νi+j |i,j∈[0,l] =

∣
∣
∣
∣
e

(i+j)2σ2

2 −(i+j)µ

∣
∣
∣
∣
i,j∈[0,l]

= e−l(l+1)µς
l(l+1)(2l+1)

6

∣
∣ςij
∣
∣
i,j∈[0,l]

(105)

where ς = eσ
2

, and the notation |νi+j |i,j∈[0,l] represents the

determinant of a matrix with νi+j as its (i, j)-th entry. Clearly,
∣
∣ςij
∣
∣
i,j∈[0,l]

is a Vandermonde determinant, henceforth U l can

be obtained as

U l = e−l(l+1)µς
l(l+1)(2l+1)

6

∏

l≥i>j≥0

(
ςi − ςj

)
. (106)
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Similarly, U l,k
l can also be simplified as a Vandermonde

determinant given by

U l,k
l = e

l−1
∑

i=0

(

i2

2 σ2−iµ
)

+
l
∑

j=0∧j 6=k

(

j2

2 σ2−jµ
)

×
∣
∣ςij
∣
∣
i∈[0,l−1],j∈[0,l]∧j 6=k

=
Ul

(−1)
l−k

νlνk
∏l

t=0∧t6=k (ς
k − ςt)

. (107)

By substituting (106) and (107) into (104), it yields

cl,k =
√

Ul

Ul−1

1
νlνk

∏

l
t=0∧t6=k (ςk−ςt)

=

√
∏

l−1≥t≥0 (ςl−ςt)

νk

∏

l
t=0∧t6=k (ςk−ςt)

.

(108)

After some algebraic manipulations, (108) is finally simplified

as (35).
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