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On the Joint Impact of Hardware Impairments and
Imperfect CSI on Successive Decoding
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Abstract—In this paper, a spatial multiplexing multiple-input
multiple-output (MIMO) system when hardware along with RF
imperfections occur during the communication setup is anajt-
ically investigated. More specifically, the scenario of haiware
impairments at the transceiver and imperfect channel state
information (CSI) at the receiver is considered, when sucasive
interference cancellation (SIC) is implemented. Two popur
linear detection schemes are analyzed, namely, zero forgn
SIC (ZF-SIC) and minimum mean-square error SIC (MMSE-
SIC). New analytical expressions for the outage probabilit of
each SIC stage are provided, when independent and identidgl
distributed Rayleigh fading channels are considered. In adition,
the well-known error propagation effect between consecute SIC
stages is analyzed, while closed-form expressions are dexd
for some special cases of interest. Finally, useful engirmiegy
insights are manifested, such as the achievable diversityraer,
the performance difference between ZF- and MMSE-SIC, and
the impact of imperfect CSI and/or the presence of hardware
impairments to the overall system performance.

Index Terms—Error propagation, hardware impairments,
imperfect channel estimation, minimum mean-square error
(MMSE), outage probability, successive interference cargdlation
(SIC), zero forcing (ZF).

|. INTRODUCTION

Performance assessment of either ZF- or MMSE-SIC has
been extensively reported in the technical literature tte da
(e.g., see[]2]F[13] and references therein). Neverthelals
the previous studies assumed perfect channel state infiorma
(CSI) at the receiver and/or a non-impaired hardware at the
transceiver; an ideal and a rather overoptimistic scerfario
practical applications. More specifically, the hardwarearge
of wireless transceivers may be subject to impairmentd) suc
as I/Q imbalance, phase noise, and high power amplifier
non-linearities [[14], [[15]. These impairments are tydical
mitigated with the aid of certain compensation algorithrhs a
the transceiver. Nevertheless, inadequate compensagotym
due to the imperfect parameter estimation and/or time trana
of the hardware characteristics may result to residual im-
pairments, which are added to the transmitted/receivathtig
[14]. Moreover, an erroneous CSI may occur due to imperfect
feedback signaling and/or rapid channel variations. It can
cause crosstalk interference (séel[16] and [17] for explici
details on this effect) within the SIC process, while it ceet
the detection ordering [11]. It is noteworthy that an ariabjt
performance assessment of ZF- and/or MMSE-SIC under the
aforementionedon-ideal communication setup (i.e., impaired
hardware at the transceiver and imperfect CSI) has not been

SPAT|A|- multiplexing represents one of the most promireported in the open technical literature so far.

nent techniques used for multiple-input multiple-output Capitalizing on the above observations, current work
(MIMO) transmission systems [[1]. In general, both linegsresents a unified analytical performance study of ZF- and
and non-linear (e.g., maximum likelihood) detectors hawgMSE-SIC for non-ideal transmission systems. The ideal
been adopted in these systems. For computational savip@gditional) scenario is also considered as a special.case
at the receiver side, there has been a prime interest in tgrticularly, the ordered ZF-SIC scheme is consideredravhe
class of linear detectors, such as zero-forcing (ZF) arehlin the suboptimal yet computational efficient Foschini ondgiis
minimum mean-square error (MMSE). It is widely known thaidopted (i.e., strongest stream is detected first, whilekesta
MMSE outperforms ZF, especially in moderately mediunstream is detected last, upon the ZF equalization). It shoul
to-high signal-to-noise ratio (SNR) regions, at the costof pe mentioned that the norm-based Foschini ordering resjuire
higher computational burdehl[2]. This occurs because MMS&aly m(m + 1)/2 — 1 comparisons, withm denoting the
computes the noise variance along with the channel esitimber of transmit antennas. This represents a remarkable
mates, in contrast to ZF which processes only the changgimputational gain over the optimal ordering, which opesat
estimates. Thereby, MMSE appropriately mitigates interfegver an exhaustive search of! combinations. Interestingly,
ence and noise, while ZF cancels interference completely ftwas recently demonstrated that Foschini ordering cdiesi
enhances the noise power at the same time. On the Otigh the optimal one, in the case when the transmission sate i
hand, a simplified non-linear yet capacity-efficient meth®d yniformly allocated among the transmittefs [4]. Addititpa

the successive interference cancellation (SIC). It is Wsuathe scenario of MMSE-SIC with a fixed-ordering is analyti-
combined with ZF or MMSE to appropriately counterbalancga|ly presented and studied, which can serve as a benchmark

performance and computational complex[ty [3].
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for the more sophisticated ordered MMSE-SIC scheme.
The contributions of this work are summarized as follows:
o New closed-form expressions for the outage probability
for both the ordered ZF-SIC and unordered MMSE-SIC
schemes are derived. These expressions are reduced to the
corresponding conventional outage probabilities, when
ideal systems are assumed with perfect CSI and without
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hardware impairments at the transceiver. tiverEl Moreover,H € C"*"™ is the channel matrix, while as-

« The well-known error propagation effect between corsuming that the coefficients &f = CA/(0, 1), i.e., a Rayleigh
secutive SIC steps is analyzed for the general scenafiat fading scenario. AlsaE[ww?’] = Ngl,,, where Ny is the
Relevant closed-form expressions are provided for somgise power, whil&[ss"] = pl,,, is assumed, wheredenotes
special cases of interest. the transmitted power per antenna. Typicafly, andng are

« Anew MMSE linear filter is presented when the variancesaussian distributed (see, e.d..1[19] and referencesithere
of noise, hardware impairments and imperfect CSI ajg p,. ] CN (0, prZl,,) andng 4 CN (0, pr%ml ), where
knpwn. Based on this filter, a ;ubstantial performan%er and kr denote the level of residual impairm&m the
gain of MMSE-SIC over ZF-SIC is observed. transmitter and receiver, respectively. It is noteworthmptt

« Simplified expressions in the asymptotically high SNhe variance of residual impairments is proportional to the
regime are obtalned_, reyealmg useful engineering iansmission power per antenial[19, Egs. (7) and (8)]. Also,
sights, achievable diversity order and impact of nofpe |ast two terms of({1), i.enz + w, denote the total post-
ideal communication conditions to the overall systefgise added onto the received signal, which can be modeled
performance. asCN (0, (p%m + No)ly,).

The rest of this paper is organized as follows: In Section In the ideal scenario whete:r, kz} = 0 (i.e., no hardware

I, the system model is presented in detail. New analyticahpairments),[{l1) is reduced to the conventional MIMO signa
performance results with respect to the outage probabilitglation, given by
of ZF- and MMSE-SIC are derived in Sections Il and 1V,

respectively, while relevant asymptotic approximations a

provided in Section V. The error propagation effectis apety gy ther, in the rather realistic scenario when imperfect CS

in Section VI. Moreover, numerical results are presented 8?:curs, the estimated channel at the receiver is given by
Section VII, while Section VIII concludes the paper.

Notation: Vectors and matrices are represented by lowercase H£H + AH, (2)
bold typeface and uppercase bold typeface letters, regplgct
Also, [X];;, denotes the element in tlih row andjth column
of X, (X)~! is the inverse ofX and x; denotes theith
coefficient ofx. The superscript.)* denotes Hermitian trans-
position and|.| represents absolute (scalar) value. In additio
I, stands for they x v identity matrix,E[.] is the expectation

operator,= represents equality in probability dlstr|but|ons'inear detection schemes, namely, ZF and MMSE. These

Prf.] returns probability, while(.) is the Landau symbol (i.e., schemes, combined with SIC, are extensively used in spatial
f(z) = o(g(x)), when f(z)/g(x) — 0 asz — oo). Also, multiplexing transmissions$3].

fx(.) and Fx (.) represent probability density function (PDF)
and cumulative distribution function (CDF) of the random

variable (RV) X, respectively. Complex-valued Gaussian RVA. ZF-SC

with meany and variancer®, while chi-squared RVs withy In principle, ZF-SIC enables spatial multiplexing trans-
degrees-of-freedom are denoted, respectivelyC85u,0°) mission, i.e., it can distinguish the received streams from
and A3,. Furthermore.l'(a) = (a — 1)! (with a € N¥) (differentusers and/or antennas with the aid of spatiataires
denotes the Gamma function [18, Eq. (8.310.B]a,b) = (individual spatial signatures) of the signals to be desct
['(a)T'(b)/T'(a + b) is the Beta function[[18, Eq. (8.384.1)][24]. It is performed in three main steps, namely, tysbol
andi(a,b,z) = [ exp(—xt)t*~ ! (t+1)"~*"1 /T'(a)dt (With  ordering that aims to enhance the overall reception perfor-
{a,x} > 0) corresponds to the Tricomi confluent hypergegnance, theinterference nulling via ZF from the yet-to-be

y = Hs+ w.

where H is the estimated channel matrixAH e Cm*™
stands for the channel estimation error matrix, while the
coefficients of AH < CN(0,w) with w representing the
ﬁhannel estimation error varianée [11]. Aldd,and AH are
statistically independent[21].

In the following, we turn our focus on two quite popular

metric function [18, Eq. (9.211.4)]. detected symbols, and thieterference cancellation from the
already detected symbols. These steps are performed in a
Il. SYSTEM MODEL number of consecutive stages, until all given symbols are

successfully decoded.

Consider a point-to-point MIMO system where the trans- The interference nulling can be efficiently implemented by
mitter and receiver sides are equipped withandn > m an-  applying the QR decomposition on a given channel matrix,
tennas, respectively. The input-output relation of theeiead \hich is widely adopted in ZF equalizers, since it provides
signal stems as [19] computational complexity savings [25]. L& be an x n
y = H(S+n7) + np +W, B unitary matrix (with its columns representing the orthanat

1This distortion noise denotes thaggregation of many residual im-
1 1 1
wherey € C"*%, s € C™** andw € C"* denote the pairments when compensation algorithms are applied tayatéti the main

received, the transmit and the circularly symmetric Garssihardware impairments [20].

noise signal vectors, respectively. In addition, € C™*1 gnd 2'In practical systemss is equivalent to the error vector _magnitutﬂEJ[ZZ],
ich is defined as the ratio of distortion-to-signal maguhé, and can be

x1 i i i idudi
ng e C” _ Corr.GSpond to the d'Stort'Qn noise due to res'duf’?i;asured directly with the aid of [23]. As an indicative exden typical
hardware impairments at the transmitter and receiverg@spvalues ofxr in LTE infrastructures[[22] lie in the range of.p8, 0.175].
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ZF nulling vectors) and® ann x m upper triangular matrix, B. MMSE-SIC
givenH. Accordingly,Q andR correspond to the true channel jive 7F_siC, the more sophisticated MMSE-SIC detector
matrix H. It follows from (2) that achieves an optimal balance between interference suppmness

QR = QR + AH and noise enhancement. To this end, it requires the knowledg
(or estimation) of the noise variance and, thus, it reprashie

Q" = (QRR™)™ + (R™)"AH", ®) optimal linear detection scheme [27, App. A]. Since the main
Hence,Q™y is performed at the receiver, yielding difference between ZF- and MMSE-SIC is in the equalization

R R process, we retain our focus on the discussion of the typical
Q*y = Q" (QR (s+n7) +ng +w) MMSE, while the description of the more advanced MMSE-

_ RR O™ + (R HHAH") QR (s+n SIC is provided subsequently.
((Q ) ( ) ) QR ( 7) The conventional MMSE (non-SIC) detector strives to min-

+Q"ng + QMw. (4) imize the mean-square error (MSE) of thth transmitted

i (4)
Interestingly, it has been demonstrated[in/[11, Eq. (30} ar?tream, e.5t, as follows

[16, Eq. (16)] thatR ~ R, whereas the resultant approxima-
tion error can be considered negligible in terms of distitdns

[11]. Also, note that the latter approximations become exac o . .
equalities in the case when perfect CSI is available. Therel/here gl?) is the optimal weight vector angt denotes the

MSEY) — | Usm — (gD)My

2
], L<j<m, @

@) can be reformed as post-detection received signal, subject to channel estima
R imperfections and hardware impairments of the transceiver
Q'y ~ To facilitate the analysis, we can formulateas the classical
(In + (Rfl)HAH'HQ) R (S+ nT) + Q'HnR + QHW MIMO mOdel
®) y =Hs+w, €

Thus, the sequential signal decoding, which involves thgnerew’ 2 (H + AH) ny+AHs+npg+w with a (colored)
decision feedback, is given by noise covariance matrix given by [19, Eq. (9)]

for i=m:—1:1 E[W/W/’H] :pli% (H+ AH) (H—|— AH)H
(Q”y) = it Tigd +pAH (AH)™ + (prZm + No)L,.  (9)

3

S; =Q

Tii

Due to the scaling property of Gaussian RVs|[28, Chapt. 3],

(Q” ) g while keeping in mind the independence betwékand AH,
~0 V), T Sug=it1 1% it holds thatE[(AH)(AH)*] = wE[HH™]. Hence, after
Tii some simple manipulations, the noise covariance matrix can

d be expressed more concisely as
en

. . E[w'w'"] = (pr2 1 HH" 2 No)L,.
wheres; is the estimated symbol of thih detected stream, [w'w™] = (prr(w +1) + p) + (pegm + 0)(10)

745 (or r;) is the coefficient at théth row andjth column of
R (or R) and Q| stands for the slicing operator mapping tdased on[{7), it can be seen that (see Appehdix A for details)
the nearest point in the symbol constellation. W) 2 -1

Therefore, based on the unitary invariant property of 87 =P (pHH +Ew'w ]) h;
Gaussian vectors (i.e., isotropic distribution 1[26, Thesor = (HH” (k2 (w+1)+w+1) + (,iszJr%) In)flhj, (11)
1.5.5]), the signal-to-interference-plus-noise-arstattion ra-
tio (SINDR) of theith decoding layérfor ZF-SIC is expressed Whereas, after some straightforward manipulations (see Ap

as pendix[A), the total SINDR of thgth stream is obtained as
[29, Eq. (5)]
SINDR, ,
o2, SINDRY) =
T oprisiip T (R-1)*AHXQR), [*(1+63)+prfm+No 1 H H (55 (w1 +w+1) Y
AR Dy S| e tons, © b (HH Ll +In) h;
w -1 K2 (w+1)+w+1 -1 '
Notice that in the ideal scenario of perfect CSI and no hard- 1 — %h;{ (HHH% + In) h;

ware impairments[{6) becomes the classical SNR expression (12)

f theith layer, since SNR= pr2 /Ny [6]. L
of the ith layer, since SNR= pr3,/No 6 Based on Woodbury’s identity [30, Eq. (2.1.4)].(12) reads a

3The forward decoding is adopted into this work and, theesfohe first aS
SIC stage corresponds to the last decoding layer of the gsow@e matrix 0)
(from the left to the right). Similarly, théth decoding layer corresponds to SlNDR(j) _ (13)
the (m — i + 1)th SIC stage. Note that the terndscoding layer and SC __cH
stage will be interchangeably used in the rest of this paper. 2y/w+1




where Pr|pr2 < (p (k3 +1)Y; +12?f<é%m + No) Yt Carn
oL 1 (1 — K77h)
(57w +1) +w+1) where vy denotes the  predetermined  SINDR
h* (K KH o+ _(nmiNo/p) g )71 h. outage threshold, while the auxiliary variable
x — (rp(wtl)twtl) B _1'7 , v, £ Y7 (RTH*AH"QR);|* is introduced for
1+ h? (K KM+ %I ) h; notational convenience Notice that the conditigh < 1/

should be satisfied, which is typically the case in most
and K; £ [hy---h;_y hj;;---h,]. The form of [IB) practical applications. Thus, it holds that

is preferable than[{12) for further analysis, becahseand () .

K; are statistically independent. Also, in ideal conditioris o Pout(1tn) = Fsinor, (1n) ~

perfect CSI and no hardware impairmenfs.](13) is reduced (p (k% 4+ 1) Y; 4+ pr%m + No) 1

to the classical signal-to-interference-plus-noiseoré8INR) 1—Priprf; > (1 — r2m) , (18)
expression of MMSE detectors|[7, Egs. (11) and (13)] T
} N -1 WhereP ( ) denotes the outage probability for tita stream.
SINRY) = h’t (KjK;*‘ + OI ) h;. (14) To proceed we have to determine the distributions of the

mutually independent RVs, namely; and pr?.

On the other hand, when MMSE-SIC is applied to thEemma 1: The PDF ofY;, fy.(.), yields as
. 71 1/7 2l

receiver, the corresponding SINDR of thh SIC step { < .
i < m) can be expressed as ooy =" exp ( ;)’ Vi l<i<m. (19
o) L(m)w™
W’ (15) Proof: From [11], while conditioning oR, in a similar
2wl manner as in[[31, Eq. (11)}; = %G, whereg; = d a2 .
whereC(® is the same ag(?, but replacingK; with K, ¢ Based on the scaling property of RVs (i-6g=cx(2) =
Cm*(m=1) which is the remaining (deflated) version Bf; fx(z/c)/c for ¢ > 0), the result in[(ID) is obtained. [ |
with its (i — 1) columns being removed. This occurs because On the other handf,,,= (.) depends on the precise ordering
MMSE-SIC at theith SIC stage is equivalent to the classicahat is adopted. In current study, the classical Foschimina
MMSE detector with the previousi - 1) symbols already based) ordering is investigated, where the strongestrstrea

SINDR; =

detected. is decoded first while the weakest stream is decoded last. It
Further, in the last SIC stage where= m, it can be seen was recently demonstrated that the Foschini ordering @bésc
that (see AppendikJA) with the optimal ordering in the case when the transmission
1 rate is uniformly allocated among the transmittérs [4].
SINDR;, = (k%m + No/p) Lemma 2: In the case when Foschini ordering is applied,

R R G V) B S Jprz, () s given by
" e (fi%m-i—No/p) n ms

S C(m4l—i+ 1)z 20
(16) fpr?i (z) = E; 2% exp ( P ) (20)
since no inter-stream interference is experienced at tbe lwhere
SIC Staga 1—2 i—1 m+l—1i p1 n—2 —j—
- A
5 = (i+o—3j—2)!
Ill. PERFORMANCEANALYSIS OF THE ORDEREDZF-SIC ;; plzzo pz::() pn o Z::
In this section, closed-form formulae with regards to the n-1 (— )J+l ) pi—i—r—n=1
outage performance of the ordered ZF-SIC for each transmitx H
i i (pr—1 — po)!(t)Pe =P T'pnl (n—1)!
ted stream are provided. We start from the general scenario, t=1
when both CSI errors and hardware impairments are present, (m +1—i)!/(m +1—i+ 1)~ @te—i—r=1) L o1
followed by some simplified special cases of interest. X Bn—i+1,i—1)B(m—i+1,3) i>1, (21)
or
A. General Case m—1 P2 |
We commence by deriving the CDF of the SINDR for each g 2 Z e Z | nﬁ( 1)
transmitted stream, which represents the corresponditageu p1=0p2=0  pa_s=0 Pn—1P K ’
probability, as follows. n— 1
X [ — ] , i=1, (22)
Pr[SINDR; < ~in] < w1 Llpe—r = p)1(@)pempen

“In fact, [I8) represents the optimal combining scheme ieriatence-free While & En+r+j—i(for z' > 1), & & n —i— o —1,

environments. In other words, it coincides with the maximaio combining 241 —qfori 1 or L ifori=1, A O and
(MRC) scheme, when imperfect CSI and hardware-impaireastivers are + -~ | Po = ] Pn =

present. Notice that whefw, k7, xr} = 0, {I8) is reduced to the classical ¢ Zq 1 Pq- In generalm + 1 — i is substituted withy in
SNR expression of MRC. the case of = 1.
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Proof: The detailed proof is relegated in! [5]. | IV. PERFORMANCEANALYSIS OF MMSE-SICWITH
In the simplified scenario of fixed symbol ordering (i.e., FIXED ORDERING

. E 2 . .
no Orde“ng)'fmfi(') - X2(n—i+1) [B]. Thereby, in this case, A closed-form expression for the PDF/CDF of SINDR with

Ei é 1/(P(n—i+ 1)19"._”1) and¢; 2n —iforl<i<m, regards to the ordered MMSE-SIC is not available so far.
while exp(—(m + 1 — i+ 1)z/p) in (20) is replaced with To this end, we retain our focus on the unordered (fixed)

exp(—z/p). N  MMSE-SIC scenario in this section, which can be used as
We are now in a position to formulate the outage probability benchmark and/or as a lower performance bound for the
for the ordered ZF-SIC as follows: more sophisticated ordered MMSE-SIC scheme.
Theorem 1: Outage probability for théth decoding layer is Theorem 2: Outage probability of theth SIC stage, when
obtained in closed-form as 1 <i < m, is derived in a closed-form as given Hy25) and
—v v for the mth SIC stage as
Py =1 0,3 () ek 30)" ™ (o (i + 1) i SIC stag
ou ~ ? m
v=0 P(m)w™ (1 = w7m)" (m) (Fﬁam + %) Vth
m-+l—i K2m Pout =1-ex -
(mA+l—i+1)yn(r2+1) vtm ’ k
(it ) o (i)
(23) — (w7 (w w )Vth
Xy o (26)
where k=0
& ¢! Proof: The proof is provided in AppendixID. ]
U, £ E; T T In general,y, < ————— should hold for the evalua-
mal—ipn & : (rp(wt1)+w) -
1=0 pu! (ﬁ) tion of every SIC stage (see Appenflik D for details). When the

) ) ) latter condition is not satisfied, an outage occurs with prob
Proof: The proof is provided in Appendix]B. B ability one. As previously mentioned, typically; < 0.175

It is noteworthy that the derived result includes finite Sum_ Moreover, practica| values a@d could not excee(xo%
series of simple elementary functions and factorials amas.t (j.e., » < 0.3), because higher values of channel estimation
can be efficiently and rapidly calculatid. error reflect to a rather catastrophic reception] [11],] [21].
Thereby, based on the latter extreme valugs< 4.27dB is
required. Equivalently, sincey £ 2% — 1 (whereR denotes
. ) _a target transmission ratefR, < 1.88bps/Hz is required for a

In this case, the system suffers from imperfect CSI, whig@siple communication. Nonetheless, highgvalues can be
in turn reflects to channel estimation errors, but it is epe® agmitted for more relaxed CSI imperfections and/or hareéwar
with ideal hardware. The corresponding outage probatdlity jmpairments, while there is no constraint in the ideal sdena
each stream is directly obtained frol {23), by setting = Moreover, notice that the special cases of non-impaired

B. Imperfect CS without hardware impairments

kr = 0. hardware or perfect CSI are directly obtained by setting
kt = kg = 0 orw = 0 in (28) and [(2B), respectively.
C. Perfect CS with hardware impairments Corollary 1: The ideal scenario of non-impaired hardware at

This scenario corresponds to the case when channelthg transceiver and perfect CSI conditions correspondséo t
correctly estimated (e.g., via pilot or feedback signglinmit YPical MMSE-SIC outage probability for théth SIC stage
the transmitted and/or received signal is impaired duewo lo(When1 < i <m), given by
cost hardware equipment at the transceivers. k-1

(NO'Ylh)

Proposition 1: The exact closed-form outage probability of () () = 1 — exp (_ No”Yth> [ Xn: P

out

the ith stream under perfect CSI conditions with hardware P = (k= 1)!
impairments is expressed as _ (N )k2—1 N
n m—i m=) ( Do 2+J)—
9 w ( j ) ) Tth
Doy 1. [ PEEm+ No) ¥ - > > e 1 :
Fou (%h) =1=V ( (1 — Ii%’yth) ke=n—m+i+l j=n—ka+1 (kQ —1)! (1 + 'Yth) (27)
(m+1—i+1) (pr%m + No) ¥ _ :
X €exp | — 3 while for themth SIC stage is expressed as
p (1= K77h)
(24) N, n—1 (No’hh)k
. . . . m 07th P
Proof: The proof is given in Appendik]C. [ P (n) = 1 — exp (-Tt) > (@9
k=0 ’

5At this point, it should be mentioned that the auxiliary paeters=; and ; P : HH
W, include the required multiple nested sum series, while #reyintroduced which coincides with the outage prObablllty of the conven-

for notational simplicity and presentation compactness. tional MRC, as it should be.



P& (yn) =
klfl
(an+ )%h

- 1
kgl (k1 =\ 14+ (1= (kA(w+1)+w+1))

(3 + 25
14 (1 - (REw+ 1) +w+ 1))

1 —exp

ko+j—1

ko—1
(m*i) (( (HRWH— ) )) Yth
) J K2 (wH1)+w+1 (2vo+1)—1
n m—i Yth <( %,(w+1)+w+1) —1 ( 1

" e (w+1)wt1)
- X > R (25)

ko=n—m+i+1 j=n—kao+1

(ko — )| 1+ L
(s

evern—l g, 1
K%,(w+l)+w+l) (N%(W+])+w+])

V. ASYMPTOTIC ANALYSIS L mm =i+ 1) ()™ ! +o0 <£>_(n_i+l)
Although the previous formulae are presented in closed (i — 1){(m —i)l(n —i+1)! No
formulations, it is rather difficult to reveal useful insigh (32)

straightforwardly. Therefore, in this section, outagehyadoility . . .
is analyzed in the asymptotically high SINDR regime. Thu Pr(?)of In the absence of hardware impairments, it holds

more amenable expressions are manifested, while important = outl ;oo () = Jo~ Fpr, () fr: (y)dy- Evaluating
outcomes regarding the influence of imperfect CSI and ha/#® latter integral with the aid of (B.1) yield§{31). u
ware impairments are obtained. 3) Perfect CS with hardware impairments: In this case,

the following corollary describes the corresponding asitip

A. Ordered ZF-SC outage performance.

1) General Case: The following proposition presents a .
sharp outage floor for the general scenario of erroneous CSIP(l () = ml(m —i+1)1¢
under hardware impairments. out| 5 —»00\ Tt = (i =Dl m—)l(n—i+1)!

Proposition 2: When £ — oo, outage performance reaches n—itl (n—i+1)
() &) ) e

Corollary 3: Asymptotic outage performance is derived as

to a floor, given by 1 — Ynk2 Ny

(7)
Poutl ¥5 o0 () Proof: Utilizing (C2) and [EL), [(32) can be readily
m(m —i+1)1¢ obtained. m

n (z— DI(m —i)l(n — i+ 1)I(1 — yprd)n—it!

n—i+1 .
n—i+1 i
x < p )(H%m) M (K7 + DO T (m + k)

B. MMSE-SIC with Fixed Ordering
1) General Case: The following proposition presents an

h=0 —(n—it1) outage floor for the general scenario of erroneous CSI under
x (Novn)" " + 0 << p > ) (29) hardware impairments.
No Proposition 3: When - — oo, outage probability of théth
SIC stage reaches to a floor, which is given by (25) andl (26),
(m—i+1)' = (62,m)" ™=+ (Ngy) "~ (w(k2.41)) "™ m! whenl < i < m andi = m, respectively, by neglecting the
- (if1)‘(mfi)'(nfi+1)'(1fmhn%)"*i“ Ny /p term.
< U (m n4m—i+2, ) +o (( ) (””1)) _ The special cases of channel estimation error without
“(“ “) No hardware impairments or vice versa are obtained by setting
(30) kr = kg = 0 or w = 0, respectively.
Proof: The proof is provided in AppendixIE. m Most importantly, the system scenario with ideal (non-
2) Imperfect CSl without hardware impairments; The fol- impaired) hardware at the receiver provides full diversitger
lowing corollary describes this simplified scenario. (i.e.,n —m + 1), regardless of the presence of imperfect CSI

Corollary 2: Asymptotic outage floor in the case of imperfec?r the amount of hardware impairments at the transmitteg. Th
CSI but with ideal transceiver equipment is expressed as °lOWing proposition explicitly describes this effect.
@) ) Proposition 4: Asymptotic outage probability of théh SIC
Pout| %m(/yth) (n+m —i)! stage in the presence of imperfect CSI and when hardware
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impairments occur only at the transmitter reads as

No
p(n%(w+1)+

n—m-41t
erl) )
X

(1) _
POut\NLoﬂoo(lyth) -

th

(n—m+1)!

1

2vet+1)—1L
th
((N%(NHHNH)

‘l>+<

sz(&:+1)+&+1)

Tth

1+
'Yth(( (2vw+1)—1

N?F(w+1)+w+1)

—(n—m-+1)
p
+o0 ((No) ) ,

and for themth SIC stage as

Novth
p

_ 1
> + (N?I,(w+1)+w+1)

m—1

(33)

applications. As an indicative example, it is preferable to
enable higher quality hardware gear for the antennas of the
receiver rather than the transmitter. When such a condition
occurs, the performance difference of MMSE-SIC over ZF-
SIC is emphatically increased for larger SINDR regions,, Yet
in order to achieve this performance gain, the variances of
channel estimation error and hardware impairments at the
transceiver are required, i.e., see the linear filtef1d.(11)

VI. ERRORPROPAGATION EFFECT

One of the most important degradation factors of SIC-
based reception is the well-known error propagation effect
To date, it has been studied mainly numerically (e.g., ske [3
and references therein) and semi-analyticallyl [11] in &rm
of integral or bound expressions. The limited scenario of
m = 2 was analytically studied in[[12], but the derived
expressions were in terms of infinite series representation
this section, error propagation is analyzed with regardi¢o

((1(n"’r(w+1)+w)%))n . <( ) )_n>

P(m)p () = v ~average symbol error probability (ASEP). A formula inclugli
out] 375 =00 n! No numerical verifications is presented for the general cabédew
(34) closed-form expressions are obtained for some speciakcase
: . : f interest.
Proof: The proof is provided in Appendix F. m ° , : -
Notice that wrthen{w, in} — 0 @E)pgnd [34) reflect the ASEP of theith decoding layer, namely ASEPexplicitly
corresponding asymptotic outage expressions for the idé?;\?ds as

MMSE-SIC receivers.

Collecting all the aforementioned asymptotic results, a
number of conclusions can be drawn and, hence, the following
remarks are outlined.

) ) ) €i|€i+1 n < m 6?)]
Remark 1: When hardware impairments and/or imperfect CSI i I—it2
are present, outage performance reaches to an upper bound r m
(i.e., outage floor), regardless of the adopted equalizatio X Prie 1N < ﬂ elﬂﬂ
technique (ZF or MMSE). This is explicitly indicated in_{30) I l—it2

(31) and[(3R) for ZF-SIC and if (25) ar[d {26) for MMSE-SIC. o om m
Therefore, there is no feasible diversity order in this case + Pr e ﬂ ef] Prl ﬂ ef]

ASEP, £ Prle;|em] Priem]
+ Prle;leém—1 Ne,]Priem—1Nes] + -

+P

-

-

Remark 2: Diversity order manifests itself, only in the case I=i+1 I=it1

of MMSE-SIC and when there is a non-impaired receiver, 1) & O o

regardless of the presence of hardware impairments at the = (1 - ﬂ) tZPr l6t|l ﬂlel] Pr L mlﬁz] )
=i =t+ =t+

transmitter and/or imperfect CSI at the receiver. This is in
dicated in [[(3B) and (34), where both expressions tend to zero
asp/Ny — oo (by noticing the existence of th&,/p term wheree; denotes an error event at thih decoding layere;
within these expressions). Particularly, the diversitdesrin is the complement o§;, while M represents the number of
this case is1 — i + 1 with respect to théth decoding layer or modulation states. Also, the second equality[of (35) ariges
n —m + i with respect to theth SIC stage. assuming that an earlier error (with probability one) resir

It can be easily seen that the latter remark indicates Aguniform distribution over the constellation for a subsagu
difference in the diversity order of the considered MMSEESISymbol decision (equal-power constellation).
and the classical MMSE-SIC of an ideal communication setupHence, ASEP describing the overall behavior of the system,
(see, e.g.[[32]). Apparently, performance differenceveen NamelyASEP, is given by
these two scenarios appears to the underlying coding (array
gains. Observe that ZF-SIC does not achieve diversity order

(35)

even when hardware impairments occur only at the transmitte v Ly om .
This effect occurs due to the fact that ZF, in principle, _ (1— m) Ztﬁ H (1—P ) (36)
operates by fully eliminating interference but enhancihg t m —~ o s s

noise at the same time. When noise power is proportional

to the transmission power, then it unavoidably reflects tshereP,, £ Prle] N~ (1 — )] is the conditional ASEP
the aforementioned outage floor. Such observations could deheith decoding layer given that there are no errors in prior
quite useful for system designers of various MIMO practicdhyers.



Thereby, findingP,, represents a key issue to prescribe tr 1o [ " ‘
total ASEP. It holds tha{[33]

2 2 AVB [Z exp(—Bz)
RN S

whereZ = 1/k2 for ZF-SIC, whileZ = 1/(k%(w + 1) + w)
for MMSE-SIC. Note thatZ — +o0, in ideal conditions of -
both schemes. Also4 andB are specific constants that define
the modulation type [34].

Unfortunately, there is no straightforward closed-forrtuso .
tion for P,, for the general case of ZF-SIC and MMSE-SIC % s 0 ‘ /130 B : 30 3 40
which is based ol (23)_(R5) arld{26), to our knowledge. Thu., PN (AB)
PS_i and ASEP can be resplved only Yla n.umerlc_al methOdEIg. 1. Outage performance of the 1st SIC stage (i.e.,rtile decoding
Still, the involvement of a single numerical integratiomsich  jayer) of the ordered ZF-SIC and unordered (fixed) MMSE-SEC warious
more efficient than classical simulation methods (e.g., tdon average inpup/No values, where{n, m} = 4 andyi = 0dB.
Carlo). In the following, some certain scenarios of special
interest admit a closed formulation d?,,, which in turn 10
provide a corresponding solution &SEP. ‘

PY) () da, (37)

=)
|

g B .‘ - - }
3 i 3 (-
s o
'Y
107 ‘ 8. °
.
Sie
------ ®=-30dB ‘—‘-Q’-._ T - =
. Simulation
a Simulation for traditional MMSE-SIC, ® = —10dB

Outage Probability of the 1st SIC Stage

) Unordered Ordered

A. Ordered ZF-SIC

Proposition 5: The closed-form expression faP,, in the
presence of channel estimation errors, an impaired recei
and an ideal transmitter is derived as

...........................

______
____________________

Outage Probability
1)

1st SIC stage
------ 2nd SIC stage

- A B " o 107 \:::‘ «  Simulation
iy - P - ! o, K} = S
Py =5 [1 ’/w%;<v (v+m—1)! ) -0 SR

10 /N (B 15 20 25
p°(prgm + No)* *T'(n + 3) PR
D(m)wht2=v(m+1—i+ 1)tz

Fig. 2. Outage performance of each SIC stage for the order@dii@ordered
ZF-SIC vs. various average inpp{/No values, wheren = 4, m = 2 and

Hz m —
x U (,LL + %7# + % —v—-m, (e Rpw+N0) + w(erlleiJrl)) : Yin = 0dB.
(38)
Proof: Plugging [28) in [(3l7), settingsir = 0, while T (katj—1) o o . s N
utilizing [35, Eq. (2.3.6.9)], gived (38). m o Y (ka+i— 3 katjtimme+ 3, Bnm+ 20 )
Notice that althougH(38) is involved with a special funatio

(i.e., Tricomi confluent hypergeometric function), it is & (39)
form of finite sum series, whereas is included as standatt bui _ ) ) ) )

in function in several popular mathematical software pgelsa Proof: By invoking (25) in [3T), setting{xr,w} = 0,

Hence, this expression can be easily and efficiently caiedfa  While utilizing [35, Eq. (2.3.6.9)][(39) is obtained. u
Fori = m, in the last SIC stage, the expression[ofl (26) does

not admit a closed formulation of ASEP. However, it can be

B. MMSE-SIC with Fixed Ordering numerically calculated quite easily by usirig](26) [nl(37kov

Proposition 6: P,,, for theith SIC stage { < i < m), in the the valid integration rang¢o0, m}-
presence of perfect CSl, a non-impaired transmitter, and an
impaired receiver is expressed as VIl. NUMERICAL RESULTS
N\ Rt In this section, analytical results are presented and €ross
no T(k — 1) (m2 m+ —0) . ; ) .
B A 1_ /B Z 2/ \"R P compared with Monte-Carlo simulations. There is a good
) T 9 N ki—%  match between all the analytical and the respective sinoulat
ki=1 (kg — 1)! (/{Rm—i- > —|—B)

results and, hence, the accuracy of the proposed approach is

n m—i — N\ 2 verified. Note that in Figd]1 and 2, for ease of tractability

— Z Z ( . ) (n% + —) and without loss of generality, we assume symmetric levels o
ko=n—m+it+l j=n—ks+1 J p impairments at the transceiver, i.e., an equal hardwarétyjua

at the transmitter and receiver. To this end,det= xkp = k.

6The asymptotic ASEP expressions could be easily extrabieéhllowing In Fig. [, the outage performance for the 1st stage of
the same methodology as in the previous section. Yet, they tmitted herein '

since they present very similar insights as the previousijvdd asymptotic the orQered ZF- and .unordere.d_ MMSE'SIC_ is presented
outage probabilities. for various system settings/conditions. There is an eniphat
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performance difference between the two schemes in all tg
considered cases, despite the fact that no optimal ordésin
used in MMSE-SIC. This observation verifies the superioriﬁ
of MMSE against ZF detectors in non-ideal communicaticZ

setups. In addition, it is obvious that CSI imperfection aufs fﬁ )

the performance of ZF-SIC in greater scale than hardwez, ! :-----Ry------- - === -
impairments. When this imperfection is more relaxed, tr;] ) \ 1

K, = 0.08]

Ordered ZF-SIC /

performance gap between the two extreme hardware Imp(o ------------------------- 3
ment scenarios starts to grow. This occurs because ZF, flgﬂlo’s— Exact
damentally, relies on channel estimation accuracy to aehiez | N —% %% - Asymptotic

. . . . 6 ) Si‘mulation
performance gains, counteracting the unavoidable noise « ' s 10 5 20 2 30 3 20
hancement. Thereby, CSI imperfection dramatically affétst p/N, (dB)
performance in comparison to the (noise-oriented) harelwar

fection. Interestinalv. this does not comply with MBS Fig. 3. Outage performance of the 1st SIC stage of the ord2re&IC,
|mper aly, ply unordered ZF-SIC and unordered (fixed) MMSE-SIC vs. varmnsage input
SIC, whereas quite the opposite condition holds. This jSN, values, wheren = 6, v = 3dB, w = —10dB, Ky = 0.08, and
consistent with Remark] 2. Also, the traditional MMSE-SIGr = 0 (unless stated otherwise).
scheme (taking into consideration only the channel gains

and N,) is included for performance comparison reason '

o=-5dB
The performance gain of the presented MMSE-SIC over | el 0--20d8 |
traditional counterpart is straightforward. g n-s Simultion
Figure[2 depicts the ordered and unordered outage po RS S e

...............................

formance of ZF-SIC in ideal and non-ideal communicatioZ
setups. Obviously, diversity order is manifested only ie tro
former case, while an outage floor is presented in the Iat1- S il
case. This is consistent with Remduk 1. It is also notewortlx
that the diversity order remains unaffected from the ordgri <
strategy, in accordance to _[|36]. Moreover, the superiasity ——

the ordered 1st SIC stage against the corresponding umarde 5 10 15 w 25
stage can be clearly seen. This is the price of performing of. P/ N, (dB)

mal detection ordering. Furthermore, an important obsiema 4. ASEP of the 1st SIC stage for MMSE-SIC with fixed ordgrunder
from the non-ideal scenario is the fact that the 2nd stage Ilaa%PSK modulation scheme vs. various average inp¥y values, where
worse performance as compared to the 1st stage of the ordereds.

ZF-SIC in the entire SNR region. This should not be confusina

since the 2nd stage of the ordered SIC has always the wc 10f

SNR, whereas this is not the case for the unordered SIC (

average). It seems that less interference (at the 2nd simge

not enough to counteract the presence of channel impefect,, o*

severity and impaired hardware and, hence, to outperfotm 2

stage. This is in contrast to the traditional (ideal) SiCereers, = 107 TRigieel ]

where the 1st SIC stage influences more drastically the bveiz S ol TR XMMSE-SIC 1
system performance, representing a lower outage perfarena T 8 o, k=0 "1'::,:;_:&;:

bound [12], [9]. FiguréB highlights the important outconfe ¢ <L Sj?‘lgg;‘i;:o_]
Remark{2 in non-ideal communication systems. Specifical «  Simulation TR
it can be seen that when hardware impairments occur o1 0 5 0 5 0 s 0 T yr
at the transmitter side, MMSE-SIC maintains its diversit, p/N,(dB)

order while ZF-SIC introduces an outage floor, confirmirg th
previous analysis. Also, in dense multistream transiodesi S35 T9% ASEP of tre ordred 27SIC and unordered (WS-
(i.e., whenm = 6), outage performance of ZF-SIC is rathewhere{n, m} = 4 andxr = 0.
inefficient in comparison to MMSE-SIC.

ASEP of the 1st MMSE-SIC stage is presented in Fig.
[ for various settings, usindg (37). Again, it is verified thatively. Considering all the above, both the outage and error
providing a higher-cost/higher-quality hardware gear had t rate numerical results confirm the theoretical framewottk|ev
receiver side is a much more fruitful option. Finally, Fig. 3he following important outcomes are summarized: a) In the
presents the overall ASEP usirig}(36), for the two consideredse of ZF-SIC, hardware impairments at the transmitter are
SIC schemes. All the results for the ZF-SIC are obtainedgusias crucial (proportionally) as the impairments at the nezrei
(38). In addition, the corresponding results of MMSE-SI€ fdb) in ZF-SIC schemes, CSI imperfection influences more the
the scenarios with imperfect and perfect CSI are obtainad \derformance than hardware impairments; ¢) MMSE-SIC ap-
numerical integration (as in Fig] 4) and usingl(39), respepropriately counterbalance the impact of CSI imperfectind
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the amount of impaired hardware; d) whep = 0, MMSE- ~ _ ( ; — #ﬁz) ’ (A.2)
SIC maintains diversity order and, thus, there is an emphati 2yw+1"

performance gain over ZF-SIC, especially in medium-tdahinhereK} 2 by ---hy_; by ---hy). Thus, the SINDR of
;2 ~-hj; hjyy---hy). ,

SNR regions. the jth stream is given by
2 )
VIIl. CONCLUSIONS SINDRY) — pﬂJH _ @B L 0<B <1,
Successive decoding of multiple individual streams was Efnni] - 1- Vorl

thoroughly investigated under practical communicatioa-sc
narios. Particularly, ZF-SIC detection/decoding with &ph

ordering and MMSE-SIC with fixed ordering were studied fo{r?'
hardware-impaired transceivers and when CSI is impeyfec . )
provided at the receiver side. The analysis included i.i.%i.< m (€., except the final SIC stage). At the last SIC stage,

. . . ) ‘Wheni = m, there is no residual interference caused by other
Rayleigh multipath fading channels. New analytical andejui .
. . . : '~ streams. Following the same methodology a§inl(A.2), we have
simple (in terms of computational complexity) expressio

regarding the outage probability for each SIC stage Werealt

obtained. In addition, a general formula indicating theoerr [y, 7] :p(g(m))"rt

rate performance with regards to the error propagatiorceffe No

is provided. Moreover, it was indicated that MMSE-SIC out- X (hhH (kF(w+1)+w) + (n%m + —) In) g™,
performs ZF-SIC in non-ideal communication systems inespit p (A.3)
of utilizing no optimal ordering. In addition, an unavoidab '
performance floor is introduced in the general scenario fatile the corresponding SINDR stems [n{16).

both schemes, while diversity order is maintained in MMSE-
SIC only when an ideal hardware equipment is enabled at tge
receiver.

and thus we arrive af{12).
At the MMSE-SIC receiver, the corresponding SINDR
xpression is presented ih_{15) for thd SIC stage, when

Derivation of (23)
Based on[(Z20) and utilizind [18, Eq. (3.351.2)], we have

APPENDIX that
A. Derivation of (II), (I2) and (16) Pripry > 2] = / for2 (x)dz
From [1), we have that (m+1—i+1)z
. =Vtexp|l ———— ). (B.1)

MSE®) D

= (g")*Cg? — p(g")*h; — phlg) +p Thus, based o {18), the unconditional CDF of SINDR for the

. B , \H ith decoding layer is expressed as
= ()" —pn*c") C ((69)" ~ ph*C )
F: , ~
+p—p*h*C'nk, (a.y  Fsmor ()

/OO F o, (p(57+1)y+prRm+No)yn
where C £ E[yy*] = pHH" + E[w'w’"]. Since only o PralYi (1—r37n)

the first term of [[A.l) depends og?), the optimal solution . :
that minimizes MSE i) — pC—'h, and, hence,[T11) is where Fx|y(.) denotes the conditional CDF of givenY.

obtained Then, plugging[(T18) and_(19) intd (B.2), using the binomial
' expansion[[18, Eqg. (1.111)] and the integral identity| [18, E
(3.351.3)], [2B) is easily derived after some straightfamv
zj = (g Hty = Bjs; +nj, manipulations.

y> fv.(y)dy, (B.2)

At the receiver(g?))*y is performed, yielding

where 8; £ (gV)*h; andn; £ Y (89) " hs +

(g@))"w’. Then, the variance af; is computed as C. Derivation of (24)

_ _ _ Referring back to[{5) and neglecting thaH term, [6)
E[??ﬂ?;{] =p2Vw + 1)(g(3))HKjK;{g(J) + (g(J))HHHH becomes

x (pra(w + 1) —l—pw)g(-j) + (g(j))H(pIi%m + No)g(j) SND pr2 o1
— (2 + 1)(E9) MK K0 + (V) HHEY R= g emgmne D
x (prr(w + 1) + pw)g¥) + (89) " (prgm + No)g"?) where SNDR stands for the signal-to-noise-plus-distartio
p (DYVHp )2 P (DYHR )2 ratio. Hence, following similar lines of reasoning as foeth
+ 57— (&")"h;)* — -—=—=((g"’)"h;) o ’ 9 o 9 .
2y/w+1 ! 2yw+1 ! derivation of [I8), the (unconditional) CDF of SNDR yields

— p(gM)H (HHH (F2(w+1)+w+1) as

N (p/-@QRm + NO) Yih
2 0 () L 2
+ +— I, -0
(KRm P ) )g 2y /w + 1ﬂ7

(1- ’iQT’Yth)

Fenor, (yh) = 1 — Pr{pry; > (C.2)
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Using [B) in [C2), we have that A2yl X3, [40]. Thereby, CDF of SINDR, is expressed
as
2 H
(prgm + No) v
Fsnor, (1) =1 =¥,
‘ (1 = K3 m) Fsior,, (1) = Pr[SINDRy, < 1)
woxp [ (m+1—i+1) (pr%km + No) Y . _p “th (D.4)
p (1 — K7 vn) Y (1—<~%<w+1>+wm) ’ '
(k%m~+No/p)

(C.3)

Hence, we can reach (26), after some straightforward manip-
ulations. Note that — (k% (w + 1) + w)yn > 0 should hold
in (D.4) to be a valid CDF.

Finally, recognizing thaPo(jz (1) 2 Fsnpr, (ih), the proof is
completed.

D. Derivation of (]25) and (26)

Recall thatP{} ('yth) 2 Fsior, (). Also, observe from E. Derivation of (1)
(@I3) that for theith SIC stage ( < i < m), we have that From [5, Eq. (33)], while assuming that — oo, F2 (.

Pr[SINDR < 'Vth] _ reads as

“th F =
PI’[ < ( avaiD 1) n é‘| ) PT“|——>OO(=T) o
Vth (k2 (wH1)+w+1 (k2 (wt1)+w+1 m|(m it 1)171_ (M)n i

| —(n—1i+1)
(D.1) (2
=D — )i+ D! (Q%) )

5 o> H Kpm
where®; £ h*(K;K;  + %I )~'h;. In order (E.1)
for (01) to be a valid CDFyn < 1/(k%:(w + 1) + w) is o _
required. Otherwise, FBINDR; < ] = 1. Further, based orf_(B.2), it is obvious that

Fortunately, based on the pioneer work in1[37, Eq. (11)],

and some further elaborations on this result (e.g.,[s€eH§8, FSINDR¢|NL0%00(7th)
6)] and , Eqg. (61)]), CDF ofp; yields as _ 2 2 n—i+1
( )] @ a ( )]) y m—i+ 1)171 (NO’Yxh((’”"TJrl)yJFKRm))

o m( 1—~hK2
_ (k%m + No/p)a = : ST T
Fg,(v) =1 —exp <_(f$2T(i+1)—i?w+1)> /0 @—=Dlm—=0ln—i+1)w

n_ Ay(x) (M)k’l sy exp( ) dy + o ((ﬁo)_(n_i+l)> . (E2)

K%(erl)erJrl)
D.2
<3 e . 02
- Thus, after performing the binomial expansion1[18, Eq.
where (1.111)] and some straightforward manipulationg tol(E[Z)
1, n>m+k—i arises.

Ak(l’) = 143 k (m_—i)wj

(1+w)m , n<m+k—u1.

F. Derivation of (33) and (34)
Nonetheless[{D]2) is quite cumbersome and it is not amenabl
for further analysis. Due to this, we slightly modify it indmr
to derive a more convenient formation. Noticing that m,
using [D.1), and the fact that

Settingrkg = 0 and NLO — oo in (28), it turns out that
only the first summation term significantly impacts the ollera
outage performance, whereas all other terms approach zero.
Thus, settingky = 1, ko =n—m+i+1andj = m — 1,

1430 ( ) )xa L Z?;i—kﬂ (mj—i)xj ;\gz:ldes 1%1)9 the Maclaurin series of the exponential functio
(1+a)™" (1+a)m " '

At the last SIC stage[ (26) can alternatively be expressed as
we arrive at[(2b), after some simple manipulations.
At the last SIC stagei (= m), based on[{16), it holds that

Novin/p )

(m) =exp | —
Pout” (1in) = exp ( (1— (KJ%(W + 1) +w)wn)

1
d ((“%%mJFNO/P) y) No~in/p §
SINDRy, = ((n%(w+1))+wy N 1) g (D-3) T(:+h1)+w)mh)
(<%m+No/p) X Z :

wherey £ "7 |y|*. This is due to the fact that,,h’
(which produces a rank-one column matrix) anfgh,, share By retaining only the first summation term (i.é.,= n), the
the same single nonzero eigenvalue, defined\.ablote that final expressions can be extracted.



12

(1]

[2]

(3]

(4]

5]

(6]

[7]

(8]

9]

REFERENCES

D. Gesbert, “Robust linear MIMO receivers: A minimum @rrate
approach,”lEEE Trans. Sgnal Process., vol. 51, no. 11, pp. 2863- 2871,
Nov. 2003.

D. Wubben, R. Bohnke, V. Kuhn, and K.-D. Kammeyer, “N@aaximum-
likelihood detection of MIMO systems using MMSE-baseditattreduc-
tion,” in Proc. Int. Conf. Commun. (ICC), June 2004, pp. 798-802.

N. I. Miridakis and D. D. Vergados, “A survey on the sucses
interference cancellation performance for single-ardeand multiple-
antenna OFDM systems|lEEE Commun. Surveys Tutorials, vol. 15, no.
1, pp. 312-335 , Apr. 2012.

A. U. Toboso, S. Loyka, and F. Gagnon, “Optimal detect@dering for
coded V-BLAST,” IEEE Trans. Commun., vol. 62, no. 1, pp. 100-111,
Jan. 2014.

N. I. Miridakis, M. Matthaiou, and G. K. Karagiannidis,Multiuser
Relaying over Mixed RF/FSO LinksEEE Trans. Commun., vol. 62,
no. 5, pp. 1634-1645, May 2014.

Y. Jiang and M. K. Varanasi, “Spatial multiplexing artddtures with
jointly designed rate-tailoring and ordered BLAST decagdin Part I:
Diversity-multiplexing tradeoff analysis/EEE Trans. Wireless Commun.,
vol. 7, no. 8, pp. 3252-3261, Aug. 2008.

Y. Jiang, M. K. Varanasi, and J. Li, “Performance analysif ZF and
MMSE equalizers for MIMO systems: An in-depth study of thghi
SNR regime,”|EEE Trans. Inf. Theory, vol. 57, no. 4, pp. 2008-2026,
Apr. 2011.

S. Loyka and F. Gagnon, “V-BLAST without optimal ordeginAnalytical
performance evaluation for Rayleigh fading channelEEE Trans.
Commun., vol. 54, no. 6, pp. 1109-1120, June 2006.

S. Loyka and F. Gagnon, “Performance analysis of the VABI algo-
rithm: An analytical approach,JEEE Trans. Wreless Commun., vol. 3,
no. 4, pp. 1326-1337, Jul. 2004.

[10] Y. Ding, Y. Wang, and J. F. Diouris, “Efficient detecticalgorithms

for multi-input/multi-output systems by exploiting the maircularity of
transmitted signal sourceET Sgnal Process., vol. 5, no. 2, pp. 180-186,
Apr. 2011.

[11] R. Narasimhan, “Error propagation analysis of V-BLA®th channel

estimation errors,1EEE Trans. Commun., vol. 53, no. 1, pp. 27-31, Jan.
2005.

[12] N.I. Miridakis and D. D. Vergados, “Performance anaysf the ordered

V-BLAST approach over Nakagamifading channels,1TEEE Wireless
Commun. Lett., vol. 2, no. 1, pp. 18-21, Feb. 2013.

[13] S. Ozyurt and M. Torlak, “Exact joint distribution awgals of zero-

forcing V-BLAST gains with greedy ordering,JEEE Trans. Wireless
Commun., vol. 12, no. 11, pp. 5377-5385 , Nov. 2013.

[14] T. SchenkRF Imperfections in High-Rate Wireless Systems: Impact and

Digital Compensation, Springer, 2008.

[15] J. Li, M. Matthaiou, and T. Svensson, “I/Q imbalance wotway AF

relaying,” |[EEE Trans. Commun., vol. 62, no. 7, pp. 2271-2285, Jul. 2014.

[16] T. L. Marzetta, “BLAST training: Estimating channel atacteristics

for high-capacity space-time wireless,” Proc. 37th Annual Allerton
Conference Communications, Control, and Computing, 1999, pp. 958-
966.

[17] P. W. Wolniansky, G. J. Foschini, G. D. Golden, and R. Alévizuela,

“V-BLAST: An architecture for realizing very high data ratever the
rich-scattering wireless channel,” iroc. ISSSE, Pisa, Italy, 1998, pp.
295-300.

[18] I. S. Gradshteyn and I. M. RyzhikTable of Integrals, Series and

Products, 7th edition. Academic Press, 2007.

[19] X. Zhang, M. Matthaiou, E. Bjornson, M. Coldrey, and Melibah, “On

the MIMO capacity with residual transceiver hardware impants,” in
Proc. |EEE Int. Conf. Commun. (ICC), June 2014, pp. 5310-5316.

[20] C. Studer, M. Wenk, and A. Burg, “MIMO transmission withsidual

transmit-RF impairments,” iProc. ITG Work. Smart Ant. (WSA), Feb.
2010, pp. 189-196.

[25] J. Choi, “A bi-directional zero-forcing BLAST receiié |IEEE Trans.
Sgnal Process., vol. 52, no. 9, pp. 2670-2673, Sept. 2004.

[26] R. J. Muirhead Aspects of Multivariate Satistical Theory, New York:
Wiley Series in Probability and Statistics, 1982.

[27] A. Zanella, M. Chiani, and M. Z. Win, “MMSE reception arglic-
cessive interference cancellation for MIMO systems witghhspectral
efficiency,” IEEE Trans. Wireless Commun., vol. 4, no. 3, pp. 1244-1253,
May 2005.

[28] R. G. GallagerStochastic processes: theory for applications, Cambridge
University Press, 2013.

[29] N. Kim and H. Park, “Performance analysis of MIMO systemith
linear MMSE receiver,"|EEE Trans. Wireless Commun., vol. 7, no. 11,
pp. 4474-4478, Nov. 2008.

[30] G. H. Golub and C. F. Van LoanMatrix Computations, 3rd ed.
Baltimore, MD: Johns Hopkins Univ. Press, 1996.

[31] H. Q. Ngo, M. Matthaiou, T. Q. Duong, and E. G. Larssonplidk
performance analysis of multicell MU-SIMO systems with Zeeivers,”
IEEE Trans. \eh. Technol., vol. 62, no. 9, pp. 4471-4483 , May 2013.

[32] A. H. Mehana and A. Nosratinia, “Diversity of MMSE MIMOef
ceivers,”|EEE Trans. Inf. Theory, vol. 51, no. 11, pp. 6788-6805, Nov.
2012.

[33] M. R. McKay, A. J. Grant, and I. B. Collings, “Performananalysis of
MIMO-MRC in double-correlated Rayleigh environmentsZEE Trans.
Commun., vol. 55, no. 3, pp. 497-507, Mar. 2007.

[34] M. K. Simon and M. S. Alouini,Digital Communication over Fading
Channels, Second Ed., Wiley, New York, 2004.

[35] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichevntegrals and
Series. Vol. 1: Elementary Functions. Gordon and Breach Science Pub-
lishers, 1998.

[36] N. Prasad and M. K. Varanasi, “Analysis of decision fegck detection
for MIMO Rayleigh-fading channels and the optimization aiwer and
rate allocations,1EEE Trans. Inf. Theory, vol. 50, no. 6, pp. 1009-1025,
Jun. 2004.

[37] H. Gao, P. J. Smith, and M. V. Clark, “Theoretical reliap of MMSE
linear diversity combining in Rayleigh-fading additiveténference chan-
nels,” |IEEE Trans. Commun., vol. 46, no. 5, pp. 666-672, May. 1998.

[38] C.-J. Chen, “Multiuser diversity for antenna optimabnebining in
interference-limited systemslEEE Commun. Lett., vol. 12, no. 5, pp.
368-370, May. 2008.

[39] C. Zhong, H. A. Suraweera, A. Huang, Z. Zhang, and C. Yuen
“Outage probability of dual-hop multiple antenna AF syssenith linear
processing in the presence of co-channel interferendeE Trans.
Wireless Commun., vol. 13, no. 4, pp. 2308-2321, Apr. 2014.

[40] H. Shin and J. H. Lee, “Capacity of multiple-antennairf@gdchannels:
Spatial fading correlation, double scattering, and keyAdEEE Trans.
Inf. Theory, vol. 49, no. 10, pp. 2636-2647, Oct. 2003.

[21] C. Wang, E. K. S. Au, R. D. Murch, W. H. Mow, R. S. Cheng, and

V. Lau, “On the performance of the MIMO zero-forcing receive the
presence of channel estimation errdiZEE Trans. Wireless Commun.,
vol. 6, no. 3, pp. 805-810, Mar. 2007.

[22] H. Holma and A. Toskala, TE for UMTS: Evolution to LTE-Advanced,

Wiley, 2011.

[23] “8 hints for making and interpreting EVM measureménigch. Rep.,

Agilent Technologies, 2005.

[24] H. Dai, A. F. Molisch, and H. V. Poor, “Downlink capacityf

interference-limited MIMO systems with joint detectionEEE Trans.
Wireless Commun., vol. 3, no. 2, pp. 442-453, Mar. 2004.



	I Introduction
	II System Model
	II-A ZF-SIC
	II-B MMSE-SIC

	III Performance Analysis of the Ordered ZF-SIC
	III-A General Case
	III-B Imperfect CSI without hardware impairments
	III-C Perfect CSI with hardware impairments

	IV Performance Analysis of MMSE-SIC with Fixed Ordering
	V Asymptotic Analysis
	V-A Ordered ZF-SIC
	V-A1 General Case
	V-A2 Imperfect CSI without hardware impairments
	V-A3 Perfect CSI with hardware impairments

	V-B MMSE-SIC with Fixed Ordering
	V-B1 General Case


	VI Error Propagation Effect
	VI-A Ordered ZF-SIC
	VI-B MMSE-SIC with Fixed Ordering

	VII Numerical Results
	VIII Conclusions
	Appendix
	A Derivation of (??), (??) and (??)
	B Derivation of (??)
	C Derivation of (??)
	D Derivation of (??) and (??)
	E Derivation of (??)
	F Derivation of (??) and (??)

	References

