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Abstract

In this paper, we study the problem of distributing a readetivideo sequence to a group of par-
tially connected cooperative wireless devices using mistadecodable network coding (IDNC). In such
a scenario, the coding conflicts occur to service multipleiais with an immediately decodable packet
and the transmission conflicts occur from simultaneousstrassions of multiple devices. To avoid these
conflicts, we introduce a novel IDNC graph that represent®asible coding and transmission conflict-free
decisions in one unified framework. Moreover, a real-tindeei sequence has a hard deadline and unequal
importance of video packets. Using these video charatitariand the new IDNC graph, we formulate the
problem of minimizing the mean video distortion before thleadline as a finite horizon Markov decision
process (MDP) problem. However, the backward inductiomrtigm that finds the optimal policy of the
MDP formulation has high modelling and computational comjiles. To reduce these complexities, we
further design a two-stage maximal independent set sefeetigorithm, which can efficiently reduce the
mean video distortion before the deadline. Simulation Itesover a real video sequence show that our

proposed IDNC algorithms improve the received video gualitmpared to the existing IDNC algorithms.

Index Terms

Real-Time Video Streaming, Markov Decision Process, Nétwooding, Device-to-Device (D2D)

Communications.

I. INTRODUCTION

There is a sharp increase in the demand for high quality obrdeer wireless networks. The
simultaneous increase in the popularity of smart device® whproved computational, storage
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and connectivity capabilities is expected to play an imgartrole in addressing the increased
throughput demand of wireless networks. This leads to adgd@ous network architecture, where
smart devices use two wireless interfaces simultaneo@sig interface communicates with the
central station using bbng-range wireless technologg.g., GSM, WIMAX or LTE, and the other
interface communicates with other smart devices usirghart-range wireless technologe.g.,
Bluetooth or 802.11 adhoc mode. The usage of a short-rangdesas technology has numerous
practical advantages$ |[1]Z[5]. First, it offloads the cengtation to serve additional devices and
increase the throughput of the network. Second, it incedise coverage zone of the network
as devices can communicate to other devices via interneedmtices. Third, it reduces the cost
associated with the deployment of new infrastructure megufor the growing network size and
devices’ throughput demand. Finally, short-range chanpebvide more reliable delivery of the
packets compared to the long-range channels due to smilhdes between the devices.

In this paper, we are interested in distributing a real-tmiaeo sequence to a group of par-
tially connected cooperative wireless devices. Such atm@& video sequence has two distinct
characteristics [6], [7]. First, it has unequally impott@ackets such that some packets contribute
more to the video quality compared to other packets. Secibrfths a hard deadline such that
the packets need to be decoded on-time to be usable at theatiopls. The video packets are
broadcasted from a central station to the devices over tange wireless channels. However,
the devices receive partial content in those transmissilugs to erasures in wireless channels.
To recover the missing packets, the devices communicate edth other using their short-range
wireless channels. Moreover, depending on the location déwce, it can be connected to all
other devices directly (i.e., single-hop transmission)viar intermediate devices (i.e., multi-hop
transmissions). Fid.]1 shows an example of a heterogenoedess network where devices use
their cellular and short-range interfaces simultaneously

Network coding has shown great potential to improve quadityservices for video streaming
applications in wireless networks|[8]-[16]. In particylaandom linear network coding (RLNC)
minimizes the number of transmissions required for wireleadcast of a set of packets [14]-
[16]. However, this throughput benefit of RLNC comes at theesse of high decoding delay,
high packet overhead, and high encoding and decoding caitipte On the other handnpstantly
decodable network codindDNC) has drawn significant attention due to its severafaative
properties([17]+[23]. IDNC generates coded packets trairamediately decodable at the devices.

This instant decodability property allows a progressivgrovement in the video quality as the



Fig. 1: Devices use their cellular and short-range inte$asimultaneously.

devices decode more packets. Furthermore, the encodinggzof IDNC is performed using simple
XOR operations. This reduces packet overhead required defficient reporting. The decoding
process of IDNC is also performed using XOR operations, Wiscsuitable for implementation in
small devices.

In this paper, we are interested in designing an efficient @Oiamework that minimizes the
mean video distortion before the deadline in a partiallyrsmted device-to-device (D2D) network.
In such scenarios, IDNC framework needs to take into accthentunequal importance of video
packets, hard deadline, erasures of wireless channelsc@aidg and transmission conflicts in

making decisions. In this context, our main contributioas e summarized as follows:

« We introduce a novel IDNC graph that represents both coditjteansmission conflicts of a
partially connected D2D network with one common transmoisshannel. The representation of
transmission conflicts along with the well-known coding ftiets in one graph were suggested
in [24], [25] for distributed storage and femtocachingisigsl networks for transmissions over
orthogonal channels. However, the representation of tneasson and coding conflicts in one
graph for a partially connected D2D network with devicesti@hsmitting over one common
channel is not trivial and is novel to this paper. Indeeds thovel graph representation has
to account for the coverage zones of different devices,npialecollisions over the common
channel, each device cannot transmit and receive condlyrr@md the packet reception at a
device is subject to interference from simultaneous trassions of multiple devices.

« Using the video characteristics and the new IDNC graph, waddate the problem of minimiz-
ing the mean video distortion before the deadline as a firotezbn Markov decision process

(MDP) problem. Our MDP formulation is a sequential decisinaking process in which the



decision is made at the current time slot and takes into axtdbe coding opportunities at the
successor time slots so that the devices experience thenommivideo distortion at the end of
the deadline. The Markov decision process was also used,if2[f for point to multi-point
networks, where the central station always transmits gadkehe devices. However, the MDP
formulation for a partially connected D2D network is di@t compared to those inl[6], [21]
since it takes into account the fact that a set of devicesm&nXOR packet combinations
simultaneously and another set of devices receive a singhsritted packet (i.e., free from
transmission conflicts) from the transmitting devices.

« We further design a two-stage maximal independent set (TS)}Belection algorithm, which
has much lower modelling and computational complexitieagared to the MDP formulation.
This is a greedy approach since it makes decision at thertumee slot without going through
all possible future situations before the deadline. Howetés algorithm is designed following
the properties of the minimum video distortion problem inaatially connected D2D network.

« We use a real video sequence to evaluate the performancéeredt algorithms. Simulation
results show that our proposed IDNC algorithms improve #goeived video quality compared
to the IDNC algorithms in[[20],[[26], [27] that were not paxiarly designed for a real-time
video sequence and a partially connected D2D network.

The rest of this paper is organized as follows. We discusgdlated works in Sectionlll The
system model is described in Sectlon Ill. Secfion IV defitesrovel IDNC graph. We formulate
the minimum video distortion problem into an MDP framework SectionV and design a TS-
MIS selection algorithm in Sectidn VI. Sectign VII describthe calculations for the importance
of individual video packet. Simulation results are preednin Sectior_VIIl. Finally, Sectioh IX

concludes the paper.

II. RELATED WORKS

In this section, we first discuss the related network codoiemes designed for point to multi-
point (PMP) networks (i.e., the central station is resploliesio transmit all packets to all devices)
and then discuss the related network coding schemes ddsignéully connected D2D networks
(i.e., each device is directly connected to all other des)i@nd partially connected D2D networks

as considered in this paper.



A. Point to Multi-Point (PMP) Networks

Numerous IDNC schemes have been developed to meet difi@gumtements of video streaming
applications([6], (7], [19]-[28]. In particular, the auttsan [19], [20] considered IDNC for wireless
broadcast of a set of packets and serviced the maximum nuohlblevices with any new packet in
each time slot. Moreover, the authors [inl[21] addressed taklgm of minimizing the number of
time slots required for broadcasting a set of packets in IBy§&tems and formulated the problem
into a stochastic shortest path (SSP) framework. Howevemnborks in[[19]-[21] neither considered
explicit packet delivery deadline nor considered uneqogddrtance of video packets.

Several other works including [[6],[7], [22], [23] consi@er video streaming applications with
unequally important packets. The work in_[22] proposed aN@Dscheme that is asymptotically
throughput optimal for the three-device system subject équential packet delivery deadline
constraints. Moreover, the works inl [6],/ [7] determined timportance of each video packet based
on its contribution to the video quality and proposed IDN@esoes to maximize the overall video
quality at the devices. The aforementioned works [6], [AB]f|23] developed IDNC schemes
for conventional PMP networks, which are fundamentallyedént from partially connected D2D

networks considered in this paper.

B. Fully Connected D2D Networks

The network coded D2D communications have drawn a signifiaention over the past several
years to take advantages of both network coding and dewioegieration. The works in [28]—[30]
incorporated algebraic network coding for D2D communiadi at the packet level. In particular,
the authors in[[28] provided upper and lower bounds on thehmunof time slots required for
recovering all the missing packets at the devices. Furtbmmthe authors in_[29] proposed a
randomized algorithm that has a high probability of achigvihe minimum number of time slots.
However, the works in_[28]=[30] neither considered erasim@nels nor considered addressing the
hard deadline for high importance video packets.

Several other works including [26], [31], [32] adopted IDN&@ D2D communications. In [31],
[32], the authors selected a transmitting device and its XRket combination to service a
large number of devices with any new packet in each time s$Hatreover, the authors in [26]
prioritized packets based on their contributions to theswidjuality as inl[[6], [[7] and proposed
a joint device and packet selection algorithm that maxisiittee overall video quality after the

current time slot. The aforementioned works![26],|[28]}[82veloped network coding schemes



for a fully connected D2D network. This fully connected D2Btwork is not always practical due
to the limited transmission range of devices. Consequeintlyhis paper, we consider a partially
connected D2D network, which is more general and includedtilty connected D2D network as a
special case. Unlike a single transmitting device in a fabpnected D2D network, multiple devices
can transmit simultaneously in a partially connected D2Bwvoek without causing transmission
conflicts.

C. Partially Connected D2D Networks

In the context of partially connected networks, the relateitks to our work are([27], [33]-
[35]. In particular, the authors in_[33] provided variouscassary and sufficient conditions that
characterize the number of transmissions required to ezcall missing packets at all devices.
The authors in[[34] continued the work in |33] and showed thalt/ing the minimum number
of transmissions problem exactly or even approximatelyoimpgutationally intractable. Moreover,
the authors in[[33],/[34] adopted algebraic network codimgdarge finite fields. Unlike the works
in [33], [34], we consider erasure channels, XOR based mitwoding, explicit packet delivery
deadline and unequal importance of video packets.

The works in [27], [35] adopted IDNC for a partially connett®2D network and addressed the
problem of servicing a large number of devices with any neekptin each time slot. However,
these works are not readily compatible with the real-tingewi sequence that has a hard deadline
and unequally important video packets. In contrast to [[Z3], we introduce a novel IDNC graph
that represents all feasible coding and transmission ctififde decisions in one unified framework
and develop an efficient IDNC framework that prioritizes th&tribution of high importance video

packets to all devices before the deadline.

[1l. SYSTEM MODEL

We consider a wireless network with a setldfdevicesM = { Ry, ..., RM}H Each device inM
is interested in receiving a set &f source packetd/ = { P, ..., Py}. Packets are transmitted in
two phases. The first phase consists of the inftidime slots, in which a central station (e.g., a base
station) broadcasts the packets fravhin an uncoded manner. However, a subset of devices from
M receive each broadcasted packet due to erasures in logg-mineless channels. We assume
that at least one device from receives each broadcasted packet.

Throughout this paper, we use calligraphic letters to desets and their corresponding capital letters to denoteatunalities
of these sets.



The second phase starts aff€rtime slots (referred to as B2D phasg, in which the devices
cooperate with each other to recover their missing packeisgushort-range wireless channels.
There is a limit on the number of allowable time slé@sused in the D2D phase as the deadline
for delivering N packets expires aftgp D2D time slots. This deadline constraint arises from the
minimum delivery delay requirement in real-time video atréng applications. At any D2D time
slott € [1,2,...,0], we can compute the number of remaining time slots for defigeN packets
as,Q = © —t+ 1. A device can either transmit or listen to a packet in each D22 tslot.

We consider a partially connected network, where a devicensected to another device directly
(i.e., single hop) or via intermediate devices (i.e., npldtihops). The packet reception probabilities
of all channels connecting all pairs of devices is storedhidax M symmetric connectivity matrix
(SCM)Y = [yix), V(R:, Rx) € M, such that:

1 —¢y If R; is directly connected tdy,

Yik = (1)
0 otherwise

vii=1, VR, € M. (2)

Here, a packet transmission from deviBe to device R;, is subject to an independent Bernoulli
erasure with probability; .. We assume reciprocal channels such; as= ¢ ;. A channel connecting

a pair of devices is independent, but not necessarily idaitio another channel connecting another
pair of devices. In fact, a devide, € M is directly connected to a subset of devicegdihdepending

on the location of the device in the network.

Example 1. An example of SCM with/ = 4 devices is given as follows:

1 084 0 0
084 1 075 0

0 07 1 091

0 0 091 1

The SCM in(3) represents a line network shown in Hig. 2. In this examplgjadeR; is not directly
connected to devic&; and thus,y, ; = 0. Moreover, deviceR, is directly connected to devick,

with packet reception probability; , =1 — €, 5 = 0.84.



0.84 0.75 0.91
R1 R2 Rg R4

Fig. 2: A line network corresponding to SCM inl (3).

Definition 1. (Coverage Zone) The coverage zone of transmitting deiticédenoted by));) is
defined as the set of neighboring devices that are directiyieoted to it using short-range wireless
channels. In other wordsy; = {Ry. | yix # 0}.

Definition 2. (Transmission Conflict) A transmission conflict is experexh by a device when
it belongs to the coverage zones of multiple transmittingias. In other words, when two
neighboring devicesk; and R, of device R, transmit simultaneously, their transmissions will

collide and devicek, will not be able to receive any of these transmissions ssfokg

After each time slot, the reception status of all packetsllatievices is stored in ad/ x N
global status matrix (GSM¥ = [fi,], VRr € M, P, € N/, such that:

0 if packet P, is received by device,,
fri = (4)
1 if packet P, is missing at deviceRy.

Example 2. An example of GSM with/ = 4 devices andV = 3 packets is given as follows:

()

==
S O =
—_ = = O

According to the GSMF, the following two sets of packets can be attributed to easVice
Ry, € M at any given time slot:
1) TheHas set(#,) of device Ry, is defined as the set of packets that are successfully receive
by deviceR,. In (8), the Has set of devic&; is H; = {P}.
2) TheWants se{(WV,) of device R, is defined as the set of packets that are missing at device
Ry. In other wordsW;, = N\ H,.. In (B), the Wants set of devick, is W, = { P}, P»}.
The cardinalities oft{, and W, are denoted by, and W,, respectively. The set of devices
havingnon-empty Wants sesdenoted byM,,. This set can be defined a&1,, = { Ry | Wi # 9}.



At any given time slot, a deviceR; in M, belongs to one of the following two sets:

« The critical set of devices () is defined as the set of devices with the number of missing
packets being greater than or equal to the number of rengaiirtime slots (i.e.,IW, >
Q,YRy € C).

« Thenon-critical setof devices () is defined as the set of devices with the number of missing
packets being less than the number of remairhgme slots (i.e. W, < Q,VR;, € A).

In fact, C(t) U A(t) = M, (t).

Definition 3. (Instantly Decodable Packet) A transmitted packet is inidyadecodable for device

Ry if it contains exactly one source packet from..

Definition 4. (Targeted Device) Devic&,, is targeted by transmitting devick; with packetP, at
time slott when deviceR, belongs to the coverage zone of a single transmitting dekicand

will immediately decode packé} upon receiving the transmitted packet from devite

Definition 5. (Individual Completion Time) At any time slgtindividual completion time of device
Ry, (denoted by, ) is the total number of time slots required to decode all thesing packets
in W.

Individual completion time of devicé?;, for W, missing packets can BBy, = W, W, + 1, ...
depending on the number of time slots in which this deviceargdted with a new packet (i.e.,

satisfies Definitio 14) and the channel erasures experieimgetis device in those transmissions.

Definition 6. (Individual Completion Times of All Non-critical Devicesf any time slot, individual
completion times of all non-critical devices (denoted/hy is the total number of time slots required

to deliver all the missing packets to all non-critical deagcin A.

Definition 7. (Transmission Schedule) A transmission schedule- {x(t)},vt € {1,...,0} is
defined as the set of transmitting devices and packet conntnmsaat every time slot before the

deadline. FurthermoreL is the set of all possible transmission schedules &nd L.

A. Centralized Protocol for Implementing the System

As a potential protocol, we now discuss the possible implaaten processes of the IDNC

system in a centralized fashiBnn this case, the central station forms the SGMand the GSM

2A distributed approach can be adopted to make a decisiorchtd=vice separately. Many works on distributed approachess
referred in [[1], [35].
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F, and coordinates the global decision making process in gahsl|ot.

1) Coverage ZoneThe devices exchange Hello messages among themselvesdn torde-
termine their coverage zones (i.e., neighbouring devidéagh device broadcasts one bit Hello
message. Othap (M — 1) neighboring devices generate one bit response messagsed@iamtly,

a device discovers its coverage zone usivigbits. The coverage zones of all devices in the
network can be discovered using? bits. Since the locations of all devices in the network are
static with respect to the delivery deadline of the videousege, the communication overhead of
M? bits is required only once.

2) Packet Reception Probabilityin this paper, the network coding is performed at the network
layer. With an efficient channel coding performed at the ptajdayer, an abstraction of channel
model at the network layer is often considered, where a mnétesd packet is either received or
lost with an average erasure probability. This channeluseaprobability is a slowly changing
parameter in the network and can be estimated based on théotethe past) packet reception
performance over the channel. Once the packet receptidrapiidies connecting a device to other
devices are estimated, the device sends this informatidheaentral station. A channel erasure
probability can be represented usifigg, 100] bits, where 100 is the maximum erasure probability
in percentage. Since each bf devices sendd/ — 1 channels’ information connecting this device
to other M — 1 devices, the overall communication overheadli$[log, 100] bits. Using this
information, the central station forms the SC¥I1

3) GSM Update:Each device sends a positive/negative acknowledgemehtetoentral station
indicating a received/lost packet. Note that a device némdse one bit to acknowledge a received
packet. Since there ar&/ devices in the network, the overall communication overh&ath
feedback isM bits per time slot. With the feedback reception, the cerdtation updates the
GSMF in each time slot.

4) Centralized Decisionin each time slot, the central station selects a set of tratfisgidevices
and their packet combinations using an IDNC algorithm. #ntlinforms the transmitting devices
separately about the packet combinations and uses thesmdidndividual packets. In fact, a packet
combination can be formed XORin@(N) individual packets. The central station sends a bitmap of
N bits to each transmitting device, where the entries withatésthe indices of the source packets
that are XORed together. In a partially connected D2D nétwthrere can be?(%) transmitting
devices since a device cannot receive and transmit sinadtesty. The overall communication

overhead to infornO(4) transmitting devices about their packet combination&Lf$ bits, which
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is negligible compared to the typical size of a packet in legs networks.

B. Importance of Individual Packet

The importance of individual packet in a video sequence @audiermined by the source and
can be marked on a special field of the packet header. This detdbe part of the real-time
transport protocol (RTP) header or the network coding hefle To compute the importance of
packetP;, we follow a similar approach as inl/[6],![7] and decode therentideo sequence with
this packet missing and assign the resulting distortiorh&importance value of this packet. This
is an approximation as the actual distortion of a packet ni@pen the reception status of prior
and subsequent packets at the devices. Having defined th@tanpe of individual packets, we

calculate the individual video distortion of devidg, at time slott as:

d) =" b 6)

Pewy
whereJ;; is the importance of missing packer at deviceR,.. Here, we consider that distortions
caused by the loss of multiple packets at a device are addiiifaich is accurate for sparse losses.
Nonetheless, these approximations allow us to separatetddedistortion of a video sequence into
a set of distortions corresponding to individual packetd aptimize the decisions for individual
packets. To compute the received video quality at the deyme capture the correlations of the
packets in a video sequence. We use these correlations tputerthe actual video distortion at
a device resulting from its missing packets at the end of #edtine. These practical aspects in

computing the received video quality at the devices will beHfer explained in Sectidn VII.

IV. NovEL IDNC GRAPH

In this section, we define a novel IDNC graghV, £) to represent both coding and transmission
conflicts in one unified framework and select a set of trartemgitdevices and their XOR packet
combinations in each D2D time slot. A transmission conflictws due to the simultaneous
transmissions from multiple devices to a device in theirerage zones. Moreover, a coding conflict

occurs due to the instant decodability constraint.
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1 0|1

0 0
0 0|0

1 0
0 10

F, F, F; Fy

Fig. 3: Four LSMs for four devices corresponding to SCM[ih #Bd GSM in [(b)

A. Vertex Set

To define vertex se¥ of IDNC graphg, given GSMF at time slott, we form anY; x H; local
status matrix (LSMY¥; = [fi.|, VR; € Vi, P, € H;, for a deviceR; € M such thgz

0 if packet P, is received by devicdi,,
fra= (7)
1 if packet P, is missing at devicevy.
Note that the rows in LSMF; represent the devices which are in the coverage zone ofalgyiand
the columns in LSVF; represent the packets in the Has set of de¥igcerhich are used for forming
a transmitted packet from devide;. Fig.[3 shows four LSMs for four devices corresponding to
SCM in (3) and GSM in[(b).

We generate a vertex for a missing packet in each LSM at IDNphgg. In fact, for each LSM
F;,VR; € M, a vertexv; x; is generated for a packé} € {H, N W, },VR. € yz-H In other words, a
vertex is generated for a missing packet of another devi@,imvhich also belongs to the Has set
‘H; of potential transmitting devicé,;. Note that a missing packet at a device can generate more
than one vertex in grap@ since that packet can be present in multiple LSMs. Once thicegs
are generated in IDNC grapfi, two verticesv; ,; and v, ,,, are adjacent (i.e., connected) by an

edge due to either a coding conflict or a transmission conflict

B. Coding Conflicts

Two verticesv; ;; and v, ,,,, are adjacent by an edge due to a coding conflict if one of the

following two conditions holds:

3The number of devices in the coverage zone of dewgds Y; = ||

“Note that vertex; »; represents a transmission from deviBe € M to a neighboring devicé;, € ); with packetP,.
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« C1. P, # P, and R, = R,,. In other words, two vertices are induced by different nmgsi
packetsP, and P, at the same devicg&,.

e« C2 R, # R,, andP, # P, but P, ¢ H,, or P, ¢ H,. In other words, two different devices
R, and R,,, require two different packets, and P,,, but at least one of these two devices does
not possess the other missing packet. As a result, thatelegitnot decode a new packet from

an XOR combination of®, ® P,.

C. Transmission Conflicts

Two verticesu; ,; andv, ,,,, are adjacent by an edge due to a transmission conflict if ortleeof

following three conditions holds:

« C3: R, # R, and R, = R,, € {); nY,}. In other words, two vertices representing the
transmissions from two different devicdg and R, to the same devic&,, in the coverage
zones of both transmitting devicég and R,.. This prohibits transmissions from two different
devices to the same device in the common coverage zone awengsanterference at that
device from multiple transmissions.

e« C4 R, # R, and R, # R, but R, € {y;n Y.} or R,, € {¥; N Y. }. In other words, two
vertices representing the transmissions from two diffedavicesR; and R, to two different
devicesR, and R,,, but at least one of these two devicRs and R,, is in the coverage zones
of both transmitting device®; and R,.. This prohibits transmission from devide. to device
R,, in the case of transmission from deviée to deviceR,,, and vice versa.

« C5 R, # R, but R, = R,, or R, = Ry. In other words, two vertices representing the
transmissions from two different devicés and R,., but at least one of these two devicBs
and R, is targeted by the other device. This prohibits transmiséiom a device in the case
of that device is already targeted by another device, anel wéesa. In other words, a device

cannot be a transmitting device and a targeted device sanmegusly.

D. Maximal Independent Sets

With this graph representation, we can define all feasibingpand transmission conflict-free

decisions by the set of all maximal independent sets in IDNX&plgG.

Definition 8. (Independent Set) An independent set or a stable set in ehgsap set of pairwise

non-adjacent vertices.
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V1,23 VU3 22

R1 = {U1,23}
| >< Ko = {712,11, U3,41}
R3 = {U3,41, 03,22}

V2,11 V3,41

Fig. 4: IDNC graph corresponding to SCM inl (3) and GSMlih (5).

Definition 9. (Maximal Independent Set) A maximal independent set (ddnby ) is an in-
dependent set that cannot be extended by including one nestexwvithout violating pairwise
non-adjacent vertex constraint. In other words, a maxinmalependent set is an independent set

that is not subset of any larger independent set [36].

Each device can have at most one vertex in a maximal indepeseééx representing either a
transmitting device or a targeted device. Moreover, thect®in of a maximal independent set
is equivalent to the selection of a set of transmitting desi€ (x) = {R;|v;.; € x} and a set of
targeted devices’'(x) = {Rx|vi 1 € k}. Each of the selected transmitting devices forms a coded
packet by XORIing the source packets identified by the vextice representing transmission from

that device.

Example 3. The new IDNC graphy corresponding to SCM if3) and GSM in(g)) is shown in

Fig.[4. The maximal independent sets of this graph are aktediin this figure.

V. MINIMUM VIDEO DISTORTION PROBLEM FORMULATION

In this section, we first define the minimum mean video digtarproblem and then formulate

the problem into a finite horizon Markov decision process @®jBramework.

A. Problem Description

We now discuss the characteristics of the minimum videamdisin problem and infer that it is a
sequential decision making problem. In such a problem, gugstbn is made at the current time slot
and needs to take into account all possible GSMs and theingampportunities at the successor
time slots before the deadline. First, some packets areedetdbe exchanged via multiple hops
before the deadline due to the partial connectivity in thievoek. Therefore, the decision at the
current time slot needs to consider that some devices agg@lguickly relay their received packets

to a large number of other devices in the successor time glegdo having large coverage zones.
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Second, it is not always possible to target all the deviceb @winew packet due to the instant
decodability constraint. Moreover, servicing the largestnber of devices with a new packet in
the current time slot may reduce the coding opportunitiehatsuccessor time slots, and results
in delivering a small number of packets to the devices betloeedeadline. Therefore, the decision
at the current time slot needs to take into account the codpmprtunities at the successor time
slots before the deadline. Finally, the hard deadline caimétmay limit the number of delivered
packets to the devices. Therefore, the decision maker rteelols adaptive to the deadline so that
the received video packets before the deadline contributdhé maximum video quality at the
devices.

Based on all aforementioned aspects, we can infer that ablgm is a sequential decision
making problem that not necessarily minimizes the meanoviistortion after the current time
slot, but rather it achieves the minimum mean video disiarét the end of the deadline. Moreover,
due to the random nature of channel erasures, our systentaoslaastic system, in which there are
many possible outcomes resulting from a chosen maximapedgent set at the current time slot.
To define the minimum video distortion problem, let us coasit}(£) and? (L) are the individual
video distortion and the Has set of devigg at the end of the deadline for a given transmission
schedulel. Moreover,d,(f) is the initial individual video distortion of devic&, before starting
the D2D phase and can be computed following (6). With theselt® we define the problem of
minimizing the mean video distortion at the end of the dewsdiis a transmission schedule selection

problem such that:

{ RkeM )}

L* = arg min
LEL

d) = > b

Rk eM PeHi(L)

= arg mln

= argmax Z Z Okt ¢ - (8)

RiyeM PietHi (L)

The optimization problem ir.{8) can be formulated using aditiorizon Markov decision process

and the optimal transmission schedule can be found usingatlevard induction algorithm, which
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will be shown in the following two subsections.

B. MDP Formulation

We formulate the problem of minimizing the mean video digtor before the deadline as a finite

horizon Markov decisions process (MDP) problem, which nedeir decision based stochastic

dynamic systems with a finite number of steps.

1)

2)

3)

4)

Horizon The number of time slot® used in the D2D phase, over which the decisions are
made. The MDP problem is a finite horizon problem wihtime slots.

State SpaceS: States are defined by all possibilities of GSM that may occur during
the D2D phase. GSM corresponding to state S is represented b¥(s). We can char-
acterize each state according to its Has and Wants vectolss) = [Hi(s),..., Hy(s)]

and w(s) = [Wi(s),..., Wa(s)]. The state at the starting of the D2D phase is denoted
by s, and its Has and Wants vectors are denotedhloy,) = [H:(s,), ..., Hu(s,)] and
W(sq) = [Wi(Sa), -y War(Sa)]-

Given GSMF is an M x N binary matrix, the size of the state space|&= O(2¥).
However, the devices receive a subset of packets fionn the initial N time slots from
the central station. We can conclude that the size of the staice for D2D phase |§|=
2]\/[N _ Q(ERiEMHi(Sa)).

Action SpaceA(s): The action space for each stateconsists of the set of all possible
maximal independent sets in IDNC graghs). The size of the action space for a given state
F(s) is |A(s)|= O(3M/3) [36], where|V| is the size of the vertex s&t in graphg(s).
State-Action Transition ProbabilitP, (s, §): The state-action transition probabilify, (s, $)

for an actiona = «(s) can be defined based on the possibilities of the variatio@SIM F(s)
from states to the successor state With actionx(s), the system transits to the successor
states depending on the targeted devices:ifs) and the packet reception probabilities of the
targeted devices. In other words, successor stateS(s, a) such thatS(s, a) = {$|P.(s, §) >

0}. To defineP,(s, ), we first introduce the following two sets:

T = {Ri|Ry € X(k), Wi($) = Wi(s) — 1} ©)
T = {Ri| Ry € X(k), Wi(8) = Wi(s)} (10)

Here, the first sef includes the targeted devices whose Wants sets have dedré&asn
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states to the successor stafedue to successful packet receptions. The second setludes
the targeted devices whose Wants sets have remained urchdog to packet losses. Using
these two sets and considering all transmissions are indepé of each other, we can express

P.(s, $) as follows:

Pa(s.)=  J] (—eax)x J[ (e (11)

Ry €T w; p1€K(s) RLET v; 11 €K(8)

5) State-Action RewardHaving required the minimum mean video distortion at thel e
the deadline, at state, the expected reward,(s,a) of actiona = k(s) on each device
R, € My(s) is defined as the expected video distortion reduction atcdex, at the
successor stat€. We can calculate the expected reward of actica x(s) on each targeted
device Ry, € X (a) ast(s, alvu € k(s)) = dxi(1 — €.x). On the other hand, we can define
the expected reward of actian= x(s) on each ignored devic&;, € {M,(s) \ X(a)} as
Tr(s,a|Rx € My(s) \ X(a)) = 0. With these results, the total expected reward of action

a € A(s) over all the devices in\,,(s) can be calculated as:

7(s,a) = Z Tr(s,a) = Z Oki(1 —€k). (12)

RieEMuy(s) RpeX(a)w; g €K(s)

C. MDP Solution Complexity

An MDP policy 7 = [ (s)] is a mapping from state space to action space that specifiastiamn
to each of the states. Every policy is associated with a Vialnetion V,(s) that gives the expected
cumulative reward at the end of the deadline, when the systarts at state and follows policy

7. It can be recursively expressed as![37]:

Va(s) =7(s,a) + Y Pals,§)Va(s), VseS. (13)
s'€8(s,a)
Here, S(s,a) is the set of successor states to statehen actiona = x(s) is taken following
policy 7(s). The solution of a finite horizon MDP problem is an optimalippl7*(s) at states
that maximizes the expected cumulative reward at the entieofibite number of time slots and
can defined as [37]:

7 (s) = arg max {Vi(s)}, VseS. (14)
acA(s)
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The optimal policy can be computed iteratively using thekldard induction algorithm (BIA).
From the modeling perspective, BIA requires to define allestaction transition probabilities and
rewards of all transitions. From the computational perSpecit has complexity ofO(|S|?|.Al).
Based on the sizes &f and.A(s) described in our MDP formulation, we conclude that finding th
optimal policy using BIA is computationally complex, esf@y for systems with large numbers of
devicesM and packetsV. Therefore, in the following section, we design a low-coexily IDNC

algorithm that can efficiently reduce the mean video digiorbefore the deadline.

VI. TWO-STAGE MAXIMAL INDEPENDENTSET SELECTION ALGORITHM

In this section, we propose a two-stage maximal indepenskn(TS-MIS) selection algorithm
that eliminates the need for using BIA (a dynamic prograngmapproach) and reduces both
modeling and computational complexities. This is a greedyr@ach since it selects an action
in a given state without going through all the successoestdiiowever, this approach follows the
characteristics of our sequential decision making probéerd reduces the mean video distortion
at the end of the deadline. The main aspects of this appraachummarized as follows:

« We prioritize the critical devices over the non-criticalvd®s in making decisions. If a non-
critical device is ignored at the current time sioit is still possible to deliver all its missing
packets in the remainin@ — 1 time slots. On the other hand, a critical device already has a
larger number of missing packets compared to the remaiimmg $lots. Therefore, if a critical
device is ignored at the current time slgtit will receive a smaller subset of its missing
packets at the end of the deadIHwe.

« To prioritize the critical devices, we partition the IDNCagh G into critical graphG,. and
non-critical graphg,. The critical graphg,. includes the vertices representing transmissions
from all devices to the critical devices. Similarly, the penitical graphg,, includes the vertices
representing transmissions from all devices to the ndicalidevices.

. It may not be possible to deliver all the missing packets ® c¢htical devices before the
deadline due to their large numbers of missing packets. €&prently, we select a critical
maximal independent set’ over critical graphG. that delivers the high importance packets
to a subset of, or if possible, all critical devices.

« Itis still possible to deliver all the missing packets to tia-critical devices before the deadline

due to their small numbers of missing packets. Conseqyemt\select a non-critical maximal

SNote that a non-critical device at time skotan become a critical device at the successor timetsiat and have a high priority
compared to other devices.
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independent set; over non-critical graply, that increases the probability of delivering all the
missing packets to all non-critical devices before the tiradHowever s’ is selected without
violating the independent set constraint (thus, promgitcoding and transmission conflicts)

for the targeted critical devices .

A. Maximal Independent Set Selection Algorithm over Grit&raph

In this sub-section, we select a critical maximal independetx) over critical graphg. that
minimizes the sum video distortion of all critical devicdteathe current time slat. Let us define
X.(k.) as the set of targeted critical devicessdnand d,(f“)(mc) as the expected individual video
distortion of critical deviceR,, € C(t) at time slott + 1 due to selecting:.. This can be expressed

as:

d® if R, €C(t)\ Xake),
d,(fﬂ)(/ic) _ k k ( )\ ( ) (15)

Here, the first term represents the ignored critical devarewhich the distortion value will
remain unchanged from time slotto time slott + 1. The second term represents the expected
distortion reduction in the targeted critical device framé slott to time slott + 1. Let D¢V (k)
be the sum of individual video distortion of all critical degs after time slot. We now express

the expected sum video distortion of all critical deviceeafime slott as:

ED ) (k)] = Y Eldy ™ (k)]

Ry eC(t)
_ >ooodl+ > dY =0 — ). (16)
Ry e{C()\Xe ()} Ry € Xe(xe)

We now formulate the problem of minimizing the sum video alison of all critical devices as

a critical maximal independent sef selection problem over critical gragh such that:
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ki = arg min E[D"V (k,)]

Ke€Ge
- ' (® ) -
— e it > A D Al —aul—an) (17)
RLe{C(t)\Xc(re)} Ry €Xe(10)
—agmax{ > G-}
RkGXC(HC)

In other words, the problem of minimizing the sum video distm of all critical devices is
equivalent to finding the maximum weighted independentrs¢he critical grapltg.. In this paper,
we use the Bron-Kerbosch algorithm to fiagl among all maximal independent setsgp [38].
The complexity of the Bron-Kerbosch algorithm of a graphhwiv| vertices isO(3/V1/3) In the
following two sub-sections, we first derive the probabilibat the individual completion times of

all non-critical devices meet the deadline and then selewracritical maximal independent set

*

Ky

B. Probability that the Individual Completion Time Meetsddkne

At any given time slotf, we select a non-critical maximal independent set thate@®es the
probability of delivering all missing packets to all nontial devices before the deadline. To
select such an independent set, we compute the probabiditythe individual completion times of
all non-critical devices meet the deadline. The computatibthis probability is simple since it is
computed separately for each non-critical device and doetake into account the interdependence
of devices’ packet reception captured in the GSM. In factinade-off some accuracy in calculation
for much more computational simplicity.

To derive the probability, we first consider a special scenatith a single non-critical device
R, and assume that it is targeted with a new packet in each tioteTdie probability of individual
completion timeTy,, of device R, being equal toV, + z,z € [0, 1, ..., — W] can be expressed
using negative binomial distribution as:

Wk—i-l’—l
€T

P[Ty, = Wy + 2] = ( )(ek)m — )", (18)

where, ¢, is the average of the channel erasure probabilities coimgegeviceR,. to other devices.

ZR,L-EI €i,k

In other words¢;, = 7

, whereZ = {R;|y;x # 0, R; # Ry }. This average erasure probability

5To select a maximal independent set with much lower comiouiait complexity, a greedy vertex search approach can betedo
following [21]], which has a tolerable performance degramat
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represents that devicg, can receive its missing packets from any other neighboragce in the
remaining time slots. Consequently, the probability the tndividual completion timely,, of

non-critical deviceR,, is less than or equal to the remainiggtime slots can be expressed as:

Q-Wy
P[Tw, < Q] = Y P[Tw, = Wi +al. (19)

=0

We now consider a scenario with a set of non-critical devideand assume that all non-critical
devices are targeted with a new packet in each time slot.i$lais ideal scenario and defines a lower
bound on individual completion time of each non-criticaVide. Consequently, we can compute an
upper bound on the probability that individual completiomé of each non-critical device meets
the deadline. However, this ideal scenario will not occupiiactice since the transmitting devices
cannot benefit from their own transmissions and the instecdability constraint limits the number
of targeted devices in each time slot. We can still use thadability upper bound as a metric in
designing our computationally simple IDNC algorithms.

With the aforementioned ideal scenario, at any D2D timeislate can compute the upper bound
on the probability that individual completion times of abmcritical devices in4(¢) are less than

or equal to the remainin@ time slots (denoted b [T, < Q]) as:

Q—Wy
POT,<Ql= [ Y. PlTw, =Wi+al. (20)
RpeA(t) z=0

In the following sub-section, we use expression] (20) as aimef selecting a non-critical

maximal independent set in each time slot.

C. Maximal Independent Set Selection Algorithm over Naticat Graph

Once a critical maximal independent set is selected over critical grapfi., there may exist
vertices belonging to the non-critical devices in nonicait graphg, that can form even a bigger
maximal independent set. When the selected new verticasosr@djacent to all vertices i, the
corresponding non-critical devices are targeted withaatating coding or transmission conflicts
for the targeted critical devices im. Therefore, we first extract non-critical subgra@hx;) o
vertices ing, that are non-adjacent to all the verticessin and then select non-critical maximal
independent set’ over subgrapl@, (k).

(t+1)
(

Let us defineX,(x,) as the set of targeted non-critical devicesxin and Wk K,) as the

expected number of missing packets at a non-critical deiices A(t) at time slott + 1 due to
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selectingx,. This can be expressed as:

w® if Ry € A(t)\ X,(ka),
Wétﬂ)(%) _ k k ( )\ (’f ) 21)

Here, the first term represents the ignored non-criticalogefor which the number of missing
packets will remain unchanged from time siao time slott + 1. The second term represents the
targeted non-critical device for which the number of migspackets can be eithé?, — 1 with
the packet reception probability — ¢; ;) or W}, with the channel erasure probability,.. With «,
selection at time slot, let P+ [T, < ( — 1] be the resulting upper bound on the probability that
individual completion times of all non-critical devices i(t), starting from the successor time
slot ¢ + 1, are less than or equal to the remainig- 1 time slots. We can express probability
PEOT, < Q —1] as:

PO, <Q-1= ] Pllwer <Q—11.(1—ein) + PlTiw, < Q — 1)-(ein))

RreXa(Ka)

< ] Plw<@-1 (22)

Ry €A\Xa(Ka)

In the first product, we compute the probability that a taegdemon-critical device receives its
W, — 1 or W}, missing packets in the remainirig— 1 time slots. Moreover, in the second product,
we compute the probability that an ignored non-critical ideweceives itV missing packets
in the remaining@ — 1 time slots. We now formulate the problem of maximizing probty
PED[T, < @ — 1] as a non-critical maximal independent sét selection problem over non-
critical subgraphg,(x;) such that:

K:=arg max {IAP(HI)[TA <Q- 1]}

Ka€Ga (I{Z)

= arg max*){ [T ®Tw <@-1.01-ew) + PTw, <Q—1].(e14))

RkEXa(Ha)

(23)

< JI Plw<Q-1}
Rie A\Xq(Ka)
In other words, the problem of maximizing probabiliﬁ?/(t“)[TA < @ — 1] is equivalent to
finding all maximal independent sets in the non-criticalgraphg, («*), and selecting the maximal

independent set among them that results in the maximum pilipalP“+9 [T, < Q — 1]. Similar
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Algorithm 1: Two-Stage Maximal Independent Set (TS-MIS) Selection Athm

Construct IDNC graphg according to all LSMsF;, VR, € M,
PartitionG into G. and G, according to the critical and the non-critical devices;
Initialize x} = @ andk} = &;
if G. # @ then
‘ Selectx? = argmax,_¢g, {ZRkGXC O (1 — elk)} :
end
Update subgraply, (x?);
if G.(k%) # @ then

‘ Selectx) = arg max,, cg, (xx) {I@’““HTA <Q- 1]};

end
Setk* «+ K. UK},

to Section ' VI-A, we use the Bron-Kerbosch algorithm to ficfdamong all maximal independent
sets inG, (k%).

The final maximal independent set is the union of two maximal independent sefsand «;
(i.e., k* = {kr: U k.}). All the vertices ink* determines a set of transmitting devices. Each of
the selected transmitting devices forms a coded packet bRiX@the source packets identified
by the vertices inx* representing transmission from that device. The proposeestage maximal

independent set (TS-MIS) selection algorithm is summdrineAlgorithm[1.

VIl. CALCULATIONS FOR PACKET IMPORTANCE OF AREAL VIDEO SEQUENCE

In this section, we first discuss the H.264/SVC video testisege used in this paper and then
provide details about the calculations for individual petckmportance. We use a standard video
sequenceSoccer[39]. This sequence is in common intermediate format (CH:, 352 x 288) and
has 300 frames with 30 frames per second (fps). We encodestheesce using the JSVM 9.19.14
version of H.264/SVC codec [40], [41] while considering tteamporal scalability of the video
sequencB.The size of each group of pictures (GOP)8idrames, which results i38 GOPs for
the video sequence. As shown in Fig. 5, each GOP consists efjeence of I, P and B frames
that are encoded into four video layers. We use the idensicatle to represent the frames of the
same video layer and the darker shades to represent the mpogtant video layers. Moreover,

we use arrows to illustrate the dependency between framasGOP. The GOP shown in Figl 5

"Note that our proposed IDNC framework is general and can ppéeabto a single layer H.264/AVC video sequence considered
in [7], [26].
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Fig. 5: A closed GOP with 4 layers and 8 frames (a sequence Pfand B frames).

is a closed GOP, where the decoding of frames inside the G@RIépendent of frames outside
the GOP [[42].

We usel500 bytes as the packet length. This is the largest allowed pamker Ethernet. We
allocate 1400 bytes for video information and the remairiid@ bytes for all the header information.
Given the encoded | frame (i.e., the first layer) composed loytes, the required number of packets
for this frame and layer can be calculated[ag;|. Here, the ceiling function.] represents the
additional padding bits that are inserted into the last paci the layer to make 1500 bytes.
The average number of packets in the first, second, third amdhf video layers ove38 GOPs are
8.35,3.11, 3.29 and 3.43, respectively. This means on averag)gd5 packets are required to decode
the first layer, which consists of a single | frame. This frameliscarded at the devices if all the
packets of this frame are not received before the deadlioeaFGOP of interest, given that the
number of frames per GOP i§ the video frame rate is 30 frames per second, the transmissi
rate is\ bits per second and a packet lengthli®0 x 8 bits, the allowable number of total time
slots for a GOP is fixed and can be computed@&%—xw

In this paper, we use the averageak-signal-to-noise ratigPSNR) as the performance metric
for the video quality of our encoded video sequeBoecer Similar to the work in[[42], we obtain
ay,r, for 1. < fi, f; < 300, which represents the PSNR if uncompresgeérame is replaced by
compressedf; frame. We calculate the average PSNR of each GOP, if the/filayers of four
video layers are docodabl@ < ¢ < 4)H Moreover, the frames of the undecodable layers of the
current GOP are replaced by the nearest frames in time ofddét® layers of the current GOP

or the previous GOP. This results in concealing the errotbénvideo sequence. For example, the

8Note that the/-th layer of a scalable video can be decoded only if all packethe first¢ layers are received before the deadline.
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Fig. 6: The nearest decoded frames are used to conceal theflesidecoded frames.

average PSNR of the second GOP can be calculated as:

& — ZfieB Qg fi T Efing Qf,.f;
9 =
8

(24)
where, B is the set of frames of the decodable layers of the second GOP.

Example 4. Let us consider the GOP shown in F[d. 5. We assume that thehfdayer of the
second GOP is lost due to missing a packet of that layer at titeod the deadline. The resulting

error concealment is shown in Figl 6 and the resulting aver®sNR can be computed as:

O O T O T Qg Qs e O fo F Qprfs O

Qa2 3 (25)

Remark 1. (PSNR without Error) The average PSNR of the encoded Soecpreace oveBS8

GOPs is35.64 decibel (dB) if there is no error in the sequence.

VIIl. SIMULATION RESULTS

In this section, we present the simulation results compatime performance of the BIA that

solves the formulated MDP problem and the TS-MIS algoritlonthie following algorithms.

« ‘Fully Connected Distortion (FCD)' algorithm_[26] that ceiders a fully connected network
and uses IDNC to minimize the mean video distortion in eagtetslot. This algorithm first
determines the importance of individual packet accordmnigstcontribution to the overall video
guality. It then selects a transmitting device and its XORKkea combination that minimizes
the mean video distortion after the current time slot.

« ‘Partially Connected Blind (PCB)’ algorithm [27] that cadsers a partially connected network

and uses IDNC to serve the maximum number of devices with @my packet in each time
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Fig. 7: Mean PSNR versus different deadlirtes

slot. This algorithm selects a set of transmitting deviced tneir XOR packet combinations
while ignoring the hard deadline and the unequal importafoddeo packets. This problem
was addressed in [31] for a fully connected D2D network anfRdj for a PMP network.

We first consider a line network with/ = 4 devices described in(3) and encode four video
layers of Soccervideo sequence into four different packets, i&.—= 4. As discussed in Section
V-C|, the modelling and computational complexities of thé\Bkale with the size of the state space
|S|, which isO(2'%) even forM = N = 4. Moreover, as discussed in Section Ill, the central station
uses the initialV time slots. Due to erasures in long-range wireless chanatethe beginning of
the D2D phase, each device holds betwégf, and55% of N packets in all scenarios. Note that
these percentages of initial received packets are anpianad reflect the erasures in long-range
wireless channels.

Definition 10. (Mean PSNR Calculation) The mean PSNR is calculated bydakuerage of the
received PSNR at all/ devices at the end of the deadline.

Fig. [4 shows the mean PSNR achieved by different algorithganat the different number
of allowable D2D time slot® (i.e., different deadlines). From this figure, we can see tha
proposed BIA and TS-MIS algorithms quickly increase theensed PSNR at the devices with
increasing the deadlines. Indeed, both BIA and TS-MIS dlgors use the new IDNC graph to make
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Fig. 8: Histogram showing the percentage of received PSNiRdatidual devices before the
deadline.

coding and transmission conflict-free decisions and ekpth@ characteristics of a real-time video
sequence. This figure also shows that the performance of@Beadhd PCB algorithms considerably
deviates from the BIA and TS-MIS algorithms. FCD algorithetegts a single transmitting device
and its packet combination without exploiting the posgipibf simultaneous transmissions from
multiple devices. Moreover, FCD algorithm does not capthes aspects of the hard deadline and
the channel erasures in making decisions. On the other P& ,algorithm exploits the possibility
of simultaneous transmissions from multiple devices, bugdts a large number of devices with
any new packet in each time slot.

Fig. [8 shows the histogram obtained by different algoritHimsthe same line network (for
M = N =4 and© = 7). This histogram illustrates the percentage of receiveNR$efore the
deadline at individual devices separately. From this higtm, we can see that all devices receive
an acceptable video quality at the end of the deadline (@e= 7 D2D time slots). Moreover,
devicesR, and 3 experience a slightly better video quality compared to cevR;, and R4 since
these are the intermediate devices in the line network shoviig. [2.

Having shown the performance of the BIA and TS-MIS algorighior a simple line network, we
now consider more general partially connected networkssaoav the performance of the TS-MIS

algorithm. We use th&occervideo sequence discussed in Secfion VII, where the packgtHds
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1500 bytes and each video layer is encoded into multiplegiackn SCMY, if a pair of devices

are directly connected, the packet reception probabiligr dhe channel is in the range.65, 0.9].

Z(Rz‘ka) Yi,k

We compute the average connectivity index in the network as== -+~

, Which represents the
average packet reception probability over all short-ractggnnels. In the case of a fully connected
network, the average connectivity indexzis= 0.8.

Fig. [@ shows the mean PSNR achieved by different algorithgasnat different average con-
nectivity indicesy (for M = 15 devices and® = 17 D2D time slots). From this figure, we can
see that our proposed TS-MIS algorithm outperforms the F@ora#hm in all cases, even in the
case of a fully connected network, i.g.,= 0.8. In fact, our proposed TS-MIS algorithm adopts
a decision that not necessarily minimizes the mean videtortien after the current time slot but
rather reduces the mean video distortion at the end of thdlidea Moreover, the decisions of
the TS-MIS algorithm are adaptive to the number of remairtinge slots. In particular, when the
number of remaining time slots is large and all devices areardical devices, generally as in the
case of the beginning of the D2D phase, the algorithm inee#ise probability of delivering all
the packets to all devices. On the other hand, when the nuafilsemaining time slots is small and
all devices are critical devices, generally as in the cagbe®nd of the D2D phase, the algorithm
minimizes the mean video distortion after the current tinoe. $-inally, the algorithm mixes both

decisions when some devices are critical devices and soeneraogr-critical devices, in which case
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it prioritizes the critical devices since they will receiome less packet with each ignored time
slot at the end of the deadline. From this figure, we can aledlsa& the performance of the PCB
algorithm considerably deviates from the TS-MIS algoritbimce PCB algorithm does not address

the hard deadline for the high importance video packets.



30

Fig. 10 and Fig[ 11 show the mean PSNR achieved by differeqdrithms against different
deadlines© (for y = 0.5 average connectivity index antf = 15 devices) and different number
of devicesM (for y = 0.5 average connectivity index artd = 17 D2D time slots), respectively.
As expected, our proposed TS-MIS algorithm outperforms Re® and PCB algorithms in all
scenarios. In fact, our proposed TS-MIS algorithm makedstets by taking into account the
unequal importance of video packets, hard deadline, exasof wireless channels, coding and
transmission conflicts. Note that we have used another \8dgaencd-oremanin the simulations

and observed the similar results as in the cas8afcer

IX. CONCLUSION

In this paper, we developed an efficient IDNC framework fostalbuting a real-time video
sequence to a group of cooperative wireless devices in alhadonnected network. In particular,
we introduced a novel IDNC graph that represents all feasiiblding and transmission conflict-
free decisions in one unified framework. Using the new IDN@psr and the characteristics of
a real-time video sequence, we formulated the problem ofmiinmg the mean video distortion
before the deadline as a finite horizon MDP problem. Sinceirsplthe formulated MDP problem
was computationally complex, we further designed a TS-Mdection algorithm that efficiently
solves the problem with much lower complexity. Simulati@sults over a real video sequence
showed that our proposed IDNC algorithms improve the recewdeo quality compared to existing
IDNC algorithms. Future research direction is to extend pnaposed IDNC framework to a non-
cooperative system, where the devices are selfish and ptosoenimize their individual video

distortions before the deadline.
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