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Abstract—This paper considers a multi-pair two-way amplify- channel, FD systems suffer from a great drawback of the
and-forward relaying system, where multiple pairs of full-duplex inherent loop interference (LI) due to the signal leakagenfr
users are served via a full-duplex relay with massive anten- the FD node output to input.

nas, and the relay adopts maximum-ratio combining/maximum T | interf hes h Iread
ratio transmission (MRC/MRT) processing. The orthogonal plot 0 suppress loop Interierence, many researches have yirea

scheme and the least square method are firstly exploited to been donel[[5[+[10]. LI SUppr?SSion apprQaCheS can pe cat-
estimate the channel state information (CSI). When the numer egorized as passive cancellation and active cancellatioh a

of relay antennas is finite, we derive an approximate sum rate the active cancellation further includes analog candelend
expression which is shown to be a good predictor of the ergodli digital cancellation. For examplé,][5] showed that LI can be

sum rate, especially in large number of antennas. Then the o . .
corresponding achievable rate expression is obtained by agting reduced to within a few dB of the noise floor by combining

another pilot scheme which estimates the composite CS foraeh ~ Passive and active cancellations. I [6], th? aUthO'_'S Bepo
user pair to reduce the pilot overhead of channel estimation the signal inversion and adaptive cancellation, which supp

We analyze the achievable rates of the two pilot schemes andwideband and high power systems, thus making it possible
then show the relative merits of the two methods. Furthermoe, 5 pbuild ED 802.11n devices. In additiori;] [7] extended the

power allocation strategies for users and the relay are propsed . .
based on sum rate maximization and max-min fairness criteon, cancellation for single channel case to the FD MIMO relay

respectively. Finally, numerical results verify the accuacy of the case.a.nd proposed new spatial suppresrsion. techniques, such
analytical results and show the performance gains achievedy as minimum mean square error (MMSE) filtering. The authors

the proposed power allocation. in [8] also studied the spatial processing techniques foba F
Index Terms—Massive  multiple-input  multiple-output  MIMO relay, and indicated that LI suppression is preferable
(MIMO), full-duplex, two-way relay, pilot scheme, power to pre-cancellation at the relay transmitter. Then thetjoin
control. precoding/decoding design with low complexity to mitigate
in spatial domain for FD MIMO relaying was proposed|in [9].
In [20], it was shown that the combination of digital and anggl
cancellation can sometimes increase the LI. Besides, it has
Massive multiple-input multiple-output (MIMO), an emerg-been reported if [10]=[12] that 70-110 dB overall supp@ssi
ing technology which employs a few hundreds even thoof the LI can be realized. In a word, recent achievements in
sands of antennas, is recently a very hot research topicratio frequency (RF)/circuit design have made it feasible t
wireless communications1[1]. By providing great array angerform full-duplex in certain scenarios. On the other hand
spatial multiplexing gains, massive MIMO systems can ha the 3GPP process, it has been proposed by Huawei, NTT
of higher spectral and energy efficiencies than convenitio20COMO, etc., that new radio (NR) access technology should
MIMO. Besides, the simplest linear precoders and detectaspport of FD in the future in a forward compatible way [3].
(such as maximum-ratio combining/maximum-ratio transmigurthermore, in a recent papér [13], the authors utilizesl th
sion (MRC/MRT)) can achieve optimal performance as tHarge-scale antennas to eliminate the loop interfereneetdu
nonlinears([2]. Therefore, massive MIMO is widely regardethe large array gain, and this discovery promotes the joint
as one of the cornerstone technologies for next-genemai®@n consideration of massive MIMO and full-duplex in subseduen
bile networks. Furthermore, the related issues in term&ef tanalysis. Nevertheless, the work considered the one-way re
implementation of massive MIMO technologies, such as thth massive antennas, and similar research in such systems
channel state information (CSI) acquisition and beamfogni for two-way channels is barely addressed.
techniques, have been being proposed and discussed int recemmspired by bothad hoc and infrastructure-based (e.g.,
3GPP meetings [3]. cellular and WiFi) networks, two-hop wireless relaying is
On the other hand, full-duplex (FD) systems have attractéfie most possible use case which can benefit from the FD
significant interest[[4], due to the provided double spéctraperation[[12],[[14], since in wireless relaying, the dagdfic
efficiency (SE) of traditional half-duplex (HD) systems.wo is inherently symmetric as far as the relay always frowagd th
ever, by receiving and transmitting simultaneously on traes received information, and this character can efficientlijzat
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the FD ability of doubling the SE. Recently, FD wireless yela a tight approximation to the ergodic sum rate. It is also
ing has been discussed and included in the 3GPP standard [15] shown that the sum rate can be increased significantly by
In the experimental aspect, a FD MIMO relay for LTE-A has  adding the relay antenna number.

been studied in lab and proved to be technologically feasibl « We also derive the achievable rate expression by employ-
[12]. Then, in this paper, it is straightforward to generali ing another pilot transmission scheme, which estimates
the FD wireless relaying model to the multi-pair two-way FD  the composite channel for each user pair. We present the
massive MIMO relay system model, by considering two-way  comprehensive theoretical analysis on the achievable rate

relaying to more efficiently utilize the time/frequencyoesce. of the two pilot schemes and provide the valuable insights
And either a mobile terminal or a base station can act as the to show the relationship between the two methods.
FD relay. o« We derive the power allocation for maximizing the

Over the recent years, much progress has been made on achievable sum rate and the minimum signal-to-
two-way or one-way relaying systems. For example, the au- interference-plus-noise ratio (SINR) of all users, respec
thors in [16] studied the performance of a two-way amplify-  tively. Furthermore, we present the comparison of our
and-forward (AF) MIMO relay system based on orthogonal scheme with other schemes and demonstrate that when
space-time block codes (OSTBCs). In[17], a differential the relay antenna number is very large, our scheme per-
modulation based two-way relaying protocol was proposed forms better than the corresponding one-way FD relaying
for two-way AF satellite relaying communication. 10-]18], scheme as well as the two-way HD relaying scheme.

the joint beamforming optimization and power control were The remainder of this paper is organized as follows. In Sec-
investigated for a two-way FD MIMO relay system. Howevetjon[f]] the system model of the multi-pair massive MIMO two-
[16]-[18] all considered the traditional MIMO with a smallway FD relay channel is described. In Secfioh I, we derive a
number of antennas at the relay. Besides, the power efficiergproximate sum rate expression based on conventional pilo
of a multi-pair AF relaying model with massive MIMO wasscheme and LS channel estimation, when the relay antenna
investigated in[[19], and it was shown that massive MIM@umper is finite. In Sectiofi IV, we consider another pilot
could greatly improve the power efficiency while maintaiinscheme and the corresponding achievable rate expression is
a given quality-of-service. Nonetheless, it only constdethe z1so obtained. SectidnlV compares the two pilot schemes and
one-way HD relaying. In addition| [20] studied the spectralddresses the problem of power allocation. Numerical t@sul
efficiency and energy efficiency for a multi-pair two-wayare provided in Section VI. Finally, Sectién VIl concludést
massive MIMO relay system, but only the case of infinitgaper_
number of relay antennas was considered_in [20]. Moreover,Notations: Boldface uppercase and boldface lowercase let-
[21] discussed the achievable ergodic rate with a finite rembers denote matrices and column vectors, respectii&y},
of relay antennas for the same system[as$ [20], however, bﬂt”\z, Te(-), ()2, ()7, (-)* stand for the expectation, Eu-
[20] and [21] dealt with the HD relays. clidean norm, the trace of a square matrix, the conjugatsra

In this paper, we model a multi-pair two-way full-duplex AFpose, the transpose and the conjugate of a matrix, resplctiv
relay system where the relay has a large-scale antenna arfay x 1) represents the distribution of a circularly symmetric

technique is considered. For massive MIMO systems, it iSpgatrix 3. |y denotes anV x N identity matrix.

big challenge to acquire the CSI. In our system model, the
relay needs to acquire the global CSI to perform MRC/MRT
processing. The model involves both the uplink channels h in Fig[1L i lti-pair tw
(from users to the receive antenna array of the relay) and th S shown in K Ig-h ’ v}v{e c}(;ns; e; a mulli-pair two-way
downlink channles (from the transmit antennas of the reday telaying n_etwor , wneres ( 7 ) user pairs try to
users). In general, the estimations of channels are olotdipe exchange_ information within pair through a relagt)(which ,
transmitting pilot signals. Since the frequency-divistplex opekr:':\te_s in AF protocol. Let;, Si) denote Sne source}gam
(FDD) scheme, where users estimate the downlink CSI bagdd®’) = (2m —1,2m) or (2m,2m — 1), m = 1,2, , K.

on the pilot signals transmitted by the relay and feedbaekath Besides, all the user equipments and the relay operate in the
to the relay, is prohibitive in massive MIMO relay networkg:_D mode, so that aI_I n_odes suffer frqm self-LI due to the
[22], we consider the time division duplex (TDD) Systerr§|multaneous transmission and reception. Assume that each
where users transmit pilot signals to both the transmit allu:(P user has one FD antenria]28]5[25], and the FD relay is

receive antennas of the relay, then the CSI estimated by C@lpped anZIVT refe]t[/e;nt?lr\}nas ad%t tra;lqsmlt antt_ennaét
relay transmit antennas is considered as the downlink . [28], and letx = N;/N... We consider the scenario where

based on Channel reC|prQC|ty. . Iwe assume that the FD antenna at each user can be used fonigsios
The contributions of this work are summarized as followsind reception simultaneously. Based on this assumptioritendrthogonality

« We derive a lower bound and an approximate expressi@fﬁ,he p‘ilot sequences, the length of pilot symbels¢onsumed _in the channel
estimation stage would be at least the number of ugdgky),(which is half of

for the ergodic sum rate with a f'mte_and large numb%at (@K) under the scenario where each user has two antennas in wéch
of relay antennas based on the statistical CSI, and tletransmission and the other for reception. In addititwe, transmit antennas
results are obtained by utilizing the orthogonal pi|0€tlnd receive antennas at the FD relay are separated, Npereceiving RF

h dl LS) ch | : . hains, for receiving pilot signals during the channelreation stage, are
scheme and least square ( ) channel estimation. ded in the transmit antenna set apart frdin transmitting RF chains,

approximate sum rate expression is demonstrated to Jge only N,. receiving RF chains are needed in the receive antenna set.

II. SYSTEM MODEL



Fig. 1. Multi-pair two-way full-duplex massive MIMO relayystem in the
presence of inter-user interference.

the K users with odd subscript$4,,—1) stay in one area and
the otherK users with even subscript§,,) stay in another
area, thus direct links betwee$). and S,; do not exist due
to the high path loss and shadow fading, while one user

inevitably receive signals from nearby users in the sama a

array of the relay. Also we defin® = [fi,fo, -, fk],
wheref!” € C*N denotes the downlink channels from the
transmit antenna array d® to the antenna oby. G andF
are assumed to obey the independent identically distdbute
(i.i.d.) Rayleigh fading and thereforg, ~ CAN(0, BurIn,)
andf, ~ CN(0, Bq4In,). Hence,G andF can be expressed
asG = HuD11/2 andF = HdDé/Q, respectively, wherdl,
and Hy denote the small-scale fading with i.i.dA(0,1)
random entriesD,, andD4 are diagonal matrices representing
the large-scale fading, and ttieth diagonal elements dD,,
andD, are denoted a8, and Sy, respectively. In addition,
Grr € CN~*Nt and Q. ;. denote the self-LI channel coeffi-
cients at the relay? and userS;, respectively, and the entries of
Grr andQy; are i.i.d.CN(0,0% ;) andCN(O,a,ik) random
variables, respectively);, ; (i € Uy,i # k) represents the
inter-user interference channel coefficient frémto .S;., and
assume ; ~ CN(0,0% ) [B1]. zr(n) ~ CN (0,02, 1x,) is
an additive white Gaussian noise (AWGN) vector at the relay
and z(n) ~ CN(0,02) means AWGN atSj.

Let 74 (4 > 1) denote the processing delay of the relay. At
time instantn. (n > 74), the relayR amplifies the previously

can

received signalr(n — 74) and broadcasts it to the sources.

We thus have

due to FD operation, and we regard this interference as-inter

user interference. In addition, we adopt the linear precode 3)

and detector MRC/MRT at the relay in this paper, which is a NoxN. . .

common technique in the massive MIMO system. where W € CT* is the relay processing matrix, and
Before further description, we assume that some traditior%?mtes a power constraint factor at the relay.

loop interference cancellation (LIC) techniques have beenPue 0 the processing delay of the _reIay, We assume that
executed at the users and the relay in this paper, such as 6. transmitted signatg (n) of the relay is uncorrelated with

plying RF attenuation, time-domain suppression and/otiaipa € received signayr (n) [13], [32], [33]. In addition, after

cancellation techniques[7]_[24]. [27]. Then the residutl Performing some LIC techniques, |&rrXr(n) represent

channels can be modeled as Rayleigh fading distribufion [71€ re5|d_u?l 'a' "?‘(; tdheb relsy. And because the arr;]ount of

[13]. Furthermore, the residual Lis due to the imperfection 'S _Mainly e/(i'[ € y2t e transmltdpowel?Rh we have

of LIC methods are assumed to be additional Gaussian nofggrxr (1) ~ CN(0, Proy Iy,) according to the previous

variables [[7], [25], [28], [29]. This assumption will be thefSsumption _of the residual LI. Then,_substltutnﬁ D) |_nto

worst-case scenario regarding the achievable data ratee if {3 and owing to the power constraint of the relay, i.e.
; i : E {Tr [x (n)xH(n)] } =Pg, we havd

residual LI is not Gaussian [28], [B0]. R R R

xr(n) = aWygr(n — 74),

A. Signal Model o \/ PR2 ! 7 @)
At time instantn, S, (k = 1,2,---,2K) transmits the Ps - Ai+ (Prot; +o3,) - A

signaly/Psz(n) to the relay, and at the same time, the relay, which

broadcasts the signaig(n) € CN+*! to all source nodes.

Here, we consider that each user has the same transmit power A =E [Tr (WGGHWH)} ) 5)

Ps andE {|z(n)|?} = 1. The transmit power of the relay is o

restricted {byPR, so} we havePrp = E{Tr [xg(n)xf (n)]}. Ax=E [Tr (WW )} : ©)

Therefore the received signals at the relay and the sourd® no Then, substituting[{1) and(3) intd1(2), we can get the
Sy, are, respectively received signal af), in detail as represented by (7) (see top of
next pagE), where the time labels are omitted, we also omit

yr(n) = /PsGx(n) + Grrxr(n) + zr(n), 1)
__eT 2We consider that the relay adopts the statistical CSI idst#fainstanta-
yk(n) =k XR(n) + Z ki Psxi(n) + 2k (n), @) neous CSI to derivex, known as the “fixed gain relay? [34]. Then the relay

€Uy
{1,3,---,2K — 1} if k is an
odd number or Uy {2,4,--- ,2K} otherwise, and
— e T i =
x(n) = [21(n), z2(n), »zx(n)]” . Let us defineG and is amplified and forwarded to itself by the relay due to-tvay relaying

N, x1 ;
(81,82, ,g2xk], whereg, € C"** denotes _the uplink  is not included in[(7) after applying the self-interferencancellation (SIC)
channels between the antennasf and the receive antennatechnique. We will introduce the SIC briefly in the followirtgrivation.

has a long-term power constraiftg=E { Tr [xg (n)xX (n)] } where the
expectation is taken over the channel realizations as veetha signal and
the noise. Note that the “fixed gain relay” has lower compjeand is easier
to deploy than the “variable gain relay” using instantaree@$! to derivea.
SNote that the self-interferencex{/PsfT Wegyx;,) which stems fromS),

where the setU,



2K

Uk = Q/ PstngliCk/ + ay/ Ps Z fkTng:vj + afkTWGRRiR + OéfEWZR + v Ps Z Qi + zir . (7)

=1 .
desired signal j;k,k/ LI and noise from the relay €Uk

noise

. o inter-user interferences and self-LI
inter-pair interferences

the time labels hereinafter for convenience. It is seenttiat andF are given by

first term of the right hand side ofl(7) is the desired signal. ) 1
The second term denotes the inter-pair interferences which G=—+—=
are transmitted by other source pairs and then are amplified Thy
and forwarded tc5), by the relay. The third and fourth terms . 1 "

indicate that the residual LI due to the FD operation of the F 7“1@ =F+2Z, (11)
relay and the noise at the relay are also forwarded to the user i

by the relay, respectively. The fifth term consists of theint respectively, Wher@rzﬁzmq>H and Zt:#thq’H
user interferences(Ps Y-y, i, Qi) Which are caused indicate the relevant estimation error matrices and theies
by nearby users and the self-LJ/Ps Qs ,2) arising from the  have zero means and variances’f . Apparently, the actual
FD operation of the user itself. And the last term is the locghannel matrice<G and F are indbependent with the error

Y., @7 =G+ Z, (10)

noise. matricesZ, andZ, hence the large-scale fading matrices are
estimated as )
N (o
I1l. ACHIEVABLE RATE ANALYSIS WITH INDIVIDUAL D, = D, + I 1,y (12)
CHANNEL ESTIMATION TP,
In this section, we derive the achievable rate for the multi- R 2
pair two-way FD relay system, when the number of relay Dy =Dg + #IQKv (13)
p

antennas is finite.
where thei-th diagonal elements db,, and D4 are denoted
A. Individual Channel Estimation (ICE) by B.: and (q4;, respectively.

In this paper, we consider the flat block-fading channel,
i.e. the channels during a block keep constant and vaBy Achievable Rate: A Lower Bound
independently across different blocks. The coherencevialte
(in symbols) of a block is denoted bY.. Suppose that
symbols of the coherence interval. are consumed in the
pilot transmission phase. All users transmit determiaigtiot

From [7), we can obtain the ergodic sum rate of the multi-
pair two-way FD relay system with massive MIMO processing
as represented by

sequences\(7P,¢ € C*7, k =1,2,---,2K) to the relay T. — T 2K
simultaneously, where, ¢’ = 1 and P, denotes the transmit C= T E Zl"g2(1 +SINRy) ¢, (14)
¢ k=1

power of each pilot symbol. Then the received pilot signals
at the receive and transmit antenna arrays of the relay avkereSINR, denotes the received instantaneous SINR at the

represented by, respectively user nodeSy.
However, it is extremely difficult to derive a closed-form
Yop = VTHG® + Zny, ®) expression of the system capacity frdml(14). Thereforéeats
Y = /TP, F® + Z,, (9) of calculating[T#) directly, we refer to the technique fr{86]
- o N ) which is widely used in the regime of massive MIMQO [2],
where® = [¢1, ;- dor] € C is the transmitted , [37]-I39]. This technique utilizes the statisticilannels

L : . N, _ : ilizes _ _
pilot signal matrix,Z,, € C™*" andZ, € C™**" denote i, detect the received signals. With this technique, theived
the AWGN matrices with their elements are @IV (0,02,) signal expressiori17) can be rewritten as

random variables. The goal of channel estimation is to abtai

individual CSI for each user, thus all pilot sequences need t Uk = a/ PsE{fI Weg Yoy + 2, (15)
be orthogonal to each other, i®@® = Ik, which requires ) ! . . .
S 9K 9 2K q where z;, is defined as the effective noise &%, and z;, is

In this paper, the popular LS channel estimdli§@5] is given by

applied at the relay, and the LS estimations of the matiiges 3, 2 ., /pq (fTWe — E{fT Wew}) 2y

4 The reason we adopt the LS estimation method here is thatsitiea 2K, T T _ T
lowest complexity than other estimation methods and thenrfagus of this +ay/ Ps Z fy Wg;z; + off WGRrrXr + afy, Wzgr
paper is to study and compare the impact of different pildtestes on the j=1
system performance. Although its estimation error is &litirger than other i#k. k!
methods, such as MMSE channel estimation, the estimatioor &ill be / o
cancelled out by the large array gain offered by massive MIMBus we +VPs Z Q’”xl + 2k (16)

consider the popular LS approach. 1€Uy



Ps |E {£7 Wegw }|”

Y= oK Ps S U% o2 (18)
2 2 ‘ e
PsVart Weo)+Ps 3. E{ |6 We|"}+ (Prod +o2,) B { |57 W] ) +——
j;;,k/
Fortunately, it is easy to verify that the expected desiradhere
signal E{f/ Wgy }z1/) and the effective noisezf) are B B
uncorrelated. Based on the Theorem 1[in] [36] which states Ay = g2 4 Ddb (23)
that the worst case uncorrelated additive noise is indegrend Bukr— Bar
. . . . . 2K A A 2
Gaussian noise with the same variance in terms of the mutual MP, — Z Buj Buk ﬁdj'ﬁuj (24)
information, we arrive at an achievable data rate of theesyst ke e 32, BarB2, |
shown as k!
2K 2 A
Tc - T PRU Hﬂuk/
R = T Zlogg(l + Vi) a7 LIRy = P—Suﬁz—’ (25)
c —1 R uk’
.. . . 0.1217‘ K/BU]C/
where the statistical SINR;; is given by [IB) based ofi (L5) NR; = Ps B2, (26)
and [16). 1 uk!
Remark 1. Since the worst case uncorrelated Gaussian MU, = WA3 Z Uﬁ,m (27)
noise property is used to derivg,, it is expected that the dkCuk’ ey,
rate expressior (17) is a lower bound of the ergodic rate, i.e AN, — o2 A o8
(R < C). And it will be demonstrated via the numerical results k= Ps 32,32, 3 (28)

that the performance gap between the lower bound and the .
achievable ergodic rate is very small, which verifies that trandl Az = £ S BaiBB2,
lower bound is a good predictor of the achievable rate. Proof: See Appendix B. u
Theorem 1 provides an approximate achievable rate expres-
sion when the number of relay antennas is large and finite.
C. An Approximate Rate Expression We observe that the small-scale fading is averaged out and
According to [20], the MRC/MRT processing matrix isﬂ_1e achiev_ablg rate is decided by th_e Iarge-scal_e fadintjicoe
given by C|ent_s, which is Fhe advantage of using the statistical ohaEn
for signal detection. On the other hand, since only the @era
W = F*TGH = (F + Z,)*T(G + Z)", (19) effective channeE{f! Wgy. } is utilized for detection, there
will be a deviation from the instantaneous channel, which is
where T = diag(Ty, Ty, -, Tk) is the diagonal permu- denoted byAy. In addition, it is easy to discover that MP
tation matrix indicating the exchange of information betwe represents the inter-pair interference; LIBnd NR. denote
each user pair, andt,, = [0 1;1 0], foranym =1,2,--- , K. Ll and noise from the relay, respectively; Msignifies the
Substituting [ZP) into[{5) and¥6), we have inter-user interference and self-LI; ANndicates the additive
noise atS;. Furthermore,[(22) indicates that increasing the

2K 2K transmit antenna number of the relay can greatly enhance the
A = Ny Z Bai | N2B2, + Ny Buir Z Buj |, (20) sum rate, and approximately logarithmically in very large
i=1 j=1 Next, we investigate the best relation betwe€n and K
2K with which the sum rate will achieve its peak value.
Ay = Ny N, Zﬁdlﬂui,. (22) For simplicity of analysis, we consider the case where all
i=1 large-scale fading coefficients are normalized to be 1, i.e.

= Dy = Ix. Without loss of generality, consider perfect

Equations[(20) and_(21) are proved in Appendix A. Thus ng with no channel estimation errar2, — o2, 02, — o?

;ﬁg %-gt?ir:]ttgl%;)).ower constraint facterby substituting [(210) (i € Uy andVk), Pp — K Ps and N, - N’“' Then. based on
In the following theorem, we derive an approximate close(q—z) ~ (28), the SINR for any user is given by
form expression of the achievable lower bound given[ky (17). = Ny
aK —b’
Theorem 1: With a fixed value ofs, when the number of ) 302 )
relay antennas is finite andl, >> 2K, an approximate closed-Wherea = 307, +4 andb =2 — 7. Let{s = Ps/a,, and

form expression for the SINR of usef, under MRC/MRT obviously¢s indicates the transmitssignal-to-noise ratio (SNR)
processing is represented by

VE, (29)

5Considering the power-scaling law?s = Es/N, and Pr = ERr/N¢
N, where Es and Er are fixed, we haveAs; = g—;fol deﬂii, +

~ 22 o2 A A
Ar, + MP;, + LIR; + NRy, + MUy, + AN}’ (22) N o BaiBuir-

Tk



of users. Thereby, the lower bound in (17) is represented awrinimum pilot sequence length can be reduced to a half, i.e.
T _ 1 N, only K pilot symbols are required at least. As a result, the
< 2K log, [ 1+ . (30) relay can only estimate the composite channels for each user
" aK —b e ,
pair instead of each user’'s CSI.
By taking the first order derivativR’(K') of R with respect  In addition, this pilot scheme was also employed[in] [40],

R =

to K, and lettingR’(K) = 0, we have where the performance was evaluated for the multi-pair two-
N, N,aK way relay system when the number of relay antennas went to
In (1 + e b) = (@K —b+ N)(ak —b)’ (31) infinity. However, [40] only evaluated the performance when
— — . _

T. was little (. = 10 therein), and the performance in the
which shows the best relation betwesh and K. The “best regime of large coherence interval is worth exploring. Besi
relation” means that the sum rate will achieve its peak valgly the HD relay and the infinite relay antenna number were
when the number of userkK satisfies [(3[l) here. However,cgnsidered in[T40].

it's nontrivial to obtain some meaningful insights frol 31

Indeed, in massive MIMO case and whai > aK — b, we A Composite Channel Estimation (CCE)

can obtain the following expression frof [31) Assume that all users transmit pilot signals simultangousl

N, ~ (aK_b)e#Iib. (32) and the two users in the-th user pair transmit the same

_ o _ pilot sequence\/7.Py¢crn € CYX¥7 (pend, = 1, n =

By differentiation with respect td(', we have 1,2, , K), the received signal matrices of the receive and
K —2b) transmit antenna array of the relay are shown as
N/(K) = M@T{b_ (33) y y
aK —b K B
Note thata K —2b = 302 , K +4(K —1)+6 /&5 > 0 with K > Yie =) V/7ePp (Bon-1 + 82n) ben + Zne
1, thus we haveV/(K) > 0. Therefore, for satisfying the best n=t _
relation, the required transmit antenna number is incneasi = VTP Ge®c + Zye, (35)
with respect to the optimak’. Yic = /7P, F®c + Zi, (36)
Furthermore,[(32) implies that with fixed;, the sum rate ) o T ks

will increase with the number of user pairs. But when th@sp%ctwely, where®.= [¢g1, oo, -, drg| €CH*7 and
number of user pairs is larger than the optinfél which ®c®c =Ik (. > K). Let Gy = [g1,83, ", 8k-1],
satisfies the best relation, the sum rate will decline. Arigl thG2 = (82,84, -+ ,g2k], F1 = [f1, 15, . fox 1] and Fy =

insight will be verified by the simulation results in Fig. 2. [f2; fa, - fax], }Vhlis Ge =G + ]C'V'QX andF. = F; + Fo.
Remark 2: About the self-interferencer/Psf Wz, BesidesZ,. € C™*™ and ch € CT*7 denote the AWGN
when N, and N, are very large and based on the law of larg@atrices with each element's variancej,

numbers (emma 1 in [20]), we have Then we obtain the LS estimations &f. andF. as
N 1
2K Gc - —Yrc@H = Gc + ZrCa (37)
B Wei = £ | (8 +27) (8 +2) | & P "
i=1 - 1 H
N Pk c = Yt ¢ = FC + Zt ) (38)
~ |Ifill; &t i + BT E [lexll3 (34) b, ‘
where z;; and z,; are thei-th columns ofZ; and Z,, re- respectively, whereZ,. = \/1_PZYC<I>§I and Z;, =
TePp

spectively. We see that only the CSI of the user péaig, ( 1
Sis) is required forSy to perform SIC whenV, and N, are v/7e» )
IaTrge. In addition, vthem is fixed and N, — oo, we get are allCA(0, :;7—;;;)) random variables. We observe that.,
kathfk — 0, while kaZV—Ngf' — BarBuk, thus SIC is needless Z.., F. and Z. are pairwise independent. Besides, we can

Z..®! signify the error matrices and their elements

when N, — oo. easily get that
E I:G({_IGC} = Nr (Dul + Du?) ) (39)
IV. ACHIEVABLE RATE ANALYSIS WITH COMPOSITE o

CHANNEL ESTIMATION E[FF] = Ny (Dai + Da2), (40)

In the previous section, every user's CSI can be estimaté@ere Dy o= diag [Bu1, Bus, -+ » Bur—1)]

by pilot-based channel estimation at the cost of at |edst D.“2 = diag [Buz, Bud, -+, Buer)y],  Dar =

pilot symbols, and onlyX. —2K) symbols are left for payload diag |fa1, faz. - - Baer-1)]» and  Dgo =
transmission. Wheff, is small, the achievable data rate wouldliag | Baz2, Bd4, - - - ,ﬁd(zzg)] Therefore, the covariance

be very little. Motivated by[[22] in which the scheme, wher#natrices of the rows oG. andF. are denoted as

all users in a cell exploit the same pilot sequence and éiffier A H A
. . . E |GG 2
cells use orthogonal pilot sequences, is proposed to ei@in D, = — Dy, + Dy + Onr Ty (41)
the inter-cell interference, we are interested in invesiigy the N, P,
performance for our system model when two users in each user E |:1;'“wa1 } 9
. . . . c
pair employ the same pilot sequence and different user pairs p,. = ¢ — Dy + Dy + Tnr Ik, (42)

adopt orthogonal pilot sequences. With this pilot scheine, t N 7Py



0.2

AN = -
Psﬂg@mfl)ﬂi@m)

where then-th diagonal elements d,. andDy. are repre-
sented aséum and Bdcn, respectively.

With respect to the training length,_[36] shows that the K
optimal training length equals the minimum possible, i.eandl A§ = 223 Bdm(ﬂi(%fl) + B am))-
7= 2K andr. = K, assuming that the training power and  pyot. Thé proof is similar with Theorem 1. n
data power can vary. However, when the training power andyye gpserve that the SINR of ussy, with CCE is similar
the data power are equal and very low, the optimal nuMbef ihat with ICE. By comparing(38) witi(22) and based on
of training sympols may be .Iarger. Without loss of geneyalit@a) and [@%), we obtain¢ < ~x. Particularly, consider that
we user. = 57 in the following. the system is symmetflci.e. D,; = Dy, andDg; = Dys,

2
Corollary 1: Whenr. = 37, based on[{12)[{13) and¥1).then we can easily obtaif; = Ly, Vk.
Remark 3: As to the self-interference under CCE, accord-

5 (54)

(@2), we can easily get that

Buen = Bugan—1) + Buzn), (43) ing to the law of large numbersé¢mma 1 in [20]) and in the
. . R regime of very largeV,. and V;, we get
Bacn = Bazn—1) + Baczn), (44) 9 yK 9 ' J
for any user palm (n = 11 27 e 7K) fgwcgk:fg Z (f;nfl_kf;n—i_ztcn) (gQP{],l‘i‘gg{"ngn)gk
n=1

B. Achievable Rate with CCE ~ [|fill3 llgxll> ~ Ne N, BarBuk, (55)

With the estimated composite channels, the relay takes QRerez;., andz,., are then-th columns ofZ.. andZ,., re-
following MRC/MRT matrix spectively. Note that the individual CSI for each user caieo
W, = F*GH = (F, + Zo)" (Ge + Zoo) ™ | 45 acquired under CCE. But ba;ed on the law of large numbers,
e =FeGe = (Fe+Zuc)” (Go+ Zic) (45) we can approximate the self-interferencg Psf/ W.gizy, as
Similar to [20) and[(21), substituting (45) intdl (5) ahd (6)e\/Ps N; N, BarBurzs. It is meant that the self-interference is

we get only related to the large-scale fading coefficients and taam
K oK be cancelled out.
_ A 2/ 12 2 5 )
AI—Nt Zlﬁdn Nr (ﬁu(2n71)+ﬁu(2n))+Nr6unZlﬁu] ) V. PERFORMANCE EVALUATION
n—= ji=

In this section, we evaluate the system performance with
different pilot schemes. First, we analytically compare th
(47) performance under ICE with that under CCE. Then, the power

control of the users and the relay is derived based on sum rate
maximization and max-min fairness criterion, respecyivel

(46)

K

AQ - NtNT Z BdnBun
n=1

Then the power limiting factorv with CCE is achieved by

substituting [(46) and(47) int@J(4).

Theorem 2: Without loss of generality, consider ussy, A. Performance Comparison Between |CE and CCE

(k = 2m — 1) in user pairm. Whenr is fixed andN, > 2K, The previous analysis shows that in the symmetric system

the SINR of userS,, for a finite number of relay antennas{Pu1 = Du2, Da1 = Daz), we havey; = 57k Vk. Then we
under CCE is approximated as can obtain the following corollary.
Corollary 2: Consider the symmetric traffic angd = %7—.

Ny 2K
¢ 48 E _ 1 — k=1 1085 (1)
MR IR P NR MU AN (49 LetTE = (14 iy ) 7. whereg — euEt el The
h coherence intervall? satisfiesR® = R, where R¢ denotes
where . . the sum rate of the system with CCE. Moreover, we have
c E\-
AZ — x ﬂucm ﬂdcm 7 (49) e R°> R, WhenTC S (T,ET’C ),
Buim)  Ba@m-1) e R°< R, whenT. € (T?, ).
VP i Bucm(ﬂu@nfl) + Bugzn)) Proof: In the symmetric system, whefy = %7-, we have
= K
5 _
n=1,n#m ﬂu(Qm) E o TC - %T . ( Zii{l 1Og2(1 + IWC) ) (56)
5 - 2K
i Bdcn(ﬂz(anl) + BZ(zn)) (50) R Te—1 Y oreq logo (1 + %%)
2 )
n=1,n#m Ba(zm—1)B4(2m) Let g = % (yx > 0, Vk). Evidently, we have
~ k=1 1082 2
LIRE — PRU%I KBuem 51 g > 1. In addition, it can be easily proved th§10g2(1+7k) <
- Pg ﬂi(2m)’ (51) logy (1 + 3v), Vk, therefore, we obtaig € (1,2).
c 072”« HBucm 6Similar to the fourth footnote, considering the power-galaw, we have
NRk = P 3 s (52) I K 52 K .
S ﬁu(?m) A§=ﬁ 2_:1 6dcn(ﬁi(2n,1)""63(2,1))"'V7};R Z:lﬁdcnﬁucn-
c _ 1 c 2 It is k;awn that the large-scale fading is clrggely relatedhte distance,
MU} = A3 Z Tk,i» (53) hence symmetry here can be interpreted as the same distameetfe two

3 B2
d(2m—1)~u(2m) i€Uy users in each user pair to the relay.



Besides, letf(7T.) = RTf = qfi{_%:). We can easily show 1) Sum Rate Maximization: Assuming different users have

that f(7.) is a monotonically decreasing function @.. different transmit powers and uséy takes the transmit power
Let f(T.) = 1, then we get the solution of.: T = P;. Then we can obtain the approximate SINRSpfusing the
(1 T 4) 7. Sinceg € (1,2), we haveT” > ir > r. similar way as that of Theoref 1.

2(9—1) . - - e
Based on the monotonically decreasing property @, ), we Theorem 3: Whenk is fixed and finiteN,. satisfiesN, >

have f(T.) > 1if r < T, < TZ, and f(T,) < 1 if T, > TE 2K, the approximate SINR of use¥; under different user
Then the proof is completed. m POWersisgven by

Corollary[2 shows that the CCE scheme performs better in R 1
the scenario where the coherence interval is smaller than a fe(P1, Py Parc, PR)
certain value. Otherwise, the ICE scheme is preferable. _ Py Ny (59)
In addition, we rewrite[(22) as, = 0. N;, whered, =~ MP;, + LIR; + NR; + MU + AN}’
WP IR NR MU TAN,- 1hen we have the following where
corollary concerning the relation betwe&p and V,. 2K
Corollary 3: When the number of relay antennas is very MP;, = Z Pjay,;, (60)
large such thaf, NV, > 2 for any userTF is increasing with j=1,j#k
respect tolV; in an approximately logarithmic way. LRy = Pro? bx, NRp =02, by, (61)
Proof: Consider N; as the argument and keep other oK
system parameters fixed, such as the transmit powers, large- MU, = 1 Z Py Z P2, (62)
scale fading and the interference levels, thusfall(Vk) are Pr Pl " iU "
constant and positive values. Then we have 52 2K
2K [ . .
g(Nt) _ P 10g2(1 4 oth) (57) ANk PR ; chk,z- (63)

Skl logs (14 565 N:)

B é; 3 3,.,B82.
and(lk,j — KJ% + Baj' Buj , bk _ Iigu;j/, Cri = %_

When N, is very large such that, NV; > 2, Vk, we get 2 BarB2,, " A axBop
ok Our goal of power allocation is to maximize the sum rate,
D g1 logo (0 Ny) and this optimization problem is formulated as
g(Nt) ~ 2K 1
Zk:l 10%2(§9th) 2K
1 max H (1 + )
=1+ TR , (58) {PiProv} 2
togy N+ (2354 logs On) /(2K) 1 st - fu(Pr, Pay-o , Poxc, Pr) < 1Yk,
which shows thay is logarithmically decreasing witlv, when 0 < P < P§™* Vi,
N, is very large. In addition].” is decreasing witly. As a 0 < Pp < PPoe, (64)

result, we obtain thal'” is increasing with respect t&/; in .
an approximately logarithmic way in massive MIMO. m  WherePg*“® and Pp'** are peak power constraints of the users
Remark 4: (Complexity Analysis) Since both the two chan- and the_ relr_:\y, respectively. Note that we use thg inequality
nel estimation schemes adopt the LS estimation approagAnstraints in[(84) to replace the equality constraintd58) (
the difference of complexity between the two schemes orf§d], and the optimal solution of (64) will satisfy (59) sic
stays in the channel estimation stage (i.e.,0d (10) (11 atf® objective function increases with eagh .
37), (38)) and the computing stage of the MRC/MRT matrix Equation  [EB)  indicates  that the  function
(ie., in (I9) and[[@5)), thus we only present the complexits(F1: 2, -~ , Pax, Pr) is @ posynomial, then the problem
analysis of these two stages. Thereby, the time complexigd) would be a geometric program (GP) if the objective
of ICE scheme is given byYO(2KN,N,) + O(2Kr(N; + function was a monomial. To solve a GP which can be
N,)), and the time complexity of CCE scheme is showRCnverted to convex form, we can use CVX (a convex
as O(KN;N,) + O(K7.(N; + N,)). In particular, when optimization tool) [42]. Based on the Lemma 1 [n][41], we
7. = 17 = K, the ICE scheme has an extra time complexitf@" @Pproximaté + -, as

2
of O(KN,N,) + O(3K2(N; + N,.)). L+ vk ~ Ay (65)

near an arbitrary point; > 0, wherev, = 4;(1+4;)~* and
B. Pgwer Control _ Me = 43 75 (1 + 4%). Note thatl + v, = A\, if and only
Without loss of generality, we only present the powef ~, = 4, and1 + v, > \;v;* otherwise [[41]. Hence, by

allocation of the system under ICE. And we consider the fixataking a guess ofy, (64) can be approximated as
pilot power P,. First, different transmit powers are optimally

2K

aIIocateq to diﬁgrent users and the relay in order to obtain max H Py
the maximal achievable sum rate. Then we address the power {Pi.Prove}
allocation problem for maximizing the minimum SINR o_f aI_I st. Vi fu(Pr, Pa,---, Pag, Pr) < 1,Vk,
the users. In the end, based on the max-min fairness criterio maz

. . ; . 0 < P, < PV,
we discuss a special scenario where all large-scale fading v
coefficients are set to be the same. 0< Pr< PR™. (66)



We can see that probleiin {66) is a GP and can be solved by8) A Special Scenario: In this special scenario, we assume
CVX. Note that [66) should be solved several times to refirthat all large-scale fading coefficients are the same [Dg.=

the solution by updating the last solution of as 4. The

Dy = plak, there would be no large-scale fadingdf= 1).

iteration algorithm for solving[(84) is formulated as follf.  Without loss of generality, we consider equal self-LI levehd

Algorithm 1 : Successive approximation algorithm for{64).
1: Initialization. Set the iteration number = 1. Choose a

feasible power allocation, such &3 = PJ**, vk and
Pr = KPP, The initial guess ofy,, for all & is

equal inter-user interference levels, i.e?, = 0%, 0, =

o7y, Vk andi # k. From [60) ~ (€3), we obtaina; ; =

(k + 1)%, by = g_fj, Chi = %, Vk, j,i. Then if all users
transmit the same powel’( = Ps, Vi), the SINRs for all
users will be equal, which satisfies the condition of the max-
min fairness criterion.

determined by{{39). Besides, set a convergencejudgemer\y\/ith all users having the same powdr](25)(28) are re-

parameteke > 0.

2: Iteration i. Solve the GP[(86) using CVX. The solution

of v is denoted ag;, Vk.

3: Zero judgement. If there exists any satisfyingy;, = 0,
stop. Otherwise, go to stép 4.

4: Convergence judgement. If maxy [9; — 7| < €, stop.
Otherwise, go to stefp 5.

5. Seti =1+ 1, 4x; = v;, Yk, then go to step 2.

Similar to the Theorem 1 ir[41], it is easy to obtain

2K 9K -
[T +3k0 = TT ey < T At
k=1 k=1 k=1
2K
< JTA+ 361 (67)
k=1

where the first inequality follows from the fact thét ;1)

is the solution of[(66) after théth iteration, and the second Corollary 4: Let =K, /-2
inequality follows from1 + -, > Axvy*. Thus Algorithni1 is

monotonically increasing with the iteration nunfher

2) Max-Min Fairness Criterion: On the other hand, since
each user receives data from its partner, the rate perfaenan
of the worst user with the minimum SINR represents thfe
system performance in some sense. As a result, based on
max-min fairness design criterion, the goal of power allimea

expressed as

LIR), = % o2, NRg = Pisafwb, (70)
MU, = % 2K, (71)
AN, = PLR 2Ko?p, (72)
Whereb:g—f, M:BLZ and 6:%. Accordingly, the

max-min problem is equivalent to the following minimizatio
problem:
min fk(Ps,PR):L|Rk+NRk+MUk + ANy,
{Ps,Pr}

st. 0< Py < P P >0, (73)

where P{*** is the peak power constraint dfs. By solving
(73), we obtain the following corollary.
—%—. When K0Py"**>>07, the

optimal value of the max-min problem for the special case is
achieved wherPs = Pg*** and Pr ~ nPg§”.

Proof: Equation [[7B) is the minimization problem about
a binary function. Thus by utilizing the properties of bipar
nctions, we can get that the optimal value[ofl(73) is aahiev

€ mow
when Ps = P{*** and Pp = % (KoPF* + 02).

LI

can be maximization of the minimum SINR of the users. Thihen we can obtain Corollafy 4. u

optimization problem is formulated as follows.

) 1
max 1min
{P'L;PR} vk fk(P17P27"'7P2K7PR)

st. 0< P < PoT Vi,
0 < Pp < Poe. (68)

Similar to the technique in[]22], a slack variabteis
introduced to[(68) and the problem is reformulated as

t

max
{Pi,PR,t}
s.t. t- fk(PhPQa"' 1P2K7PR) < 17Vka
0< P < PP,

0 < Pg < PRe*. (69)

We observe that the optimization problem](69) is a GP a

can be solved using CVX.

Corollary [4 indicates the simple power allocation based
on max-min fairness criterion when all large-scale fading
coefficients are the same. In addition, we observe that the
variablen is decided by interference levels%, and %),
while it has nothing to do with the large-scale fading
Furthermore, the numerical results by operating Algorithm
can show that in this special case, the sum rate optimization
criterion yields the same power allocation results as that o
max-min criterion.

Remark 5: (Interference Analysis) From (7), we know that
there are mainly four types of interference in the system, in
which inter-pair interference and inter-user interferaze
due to the multi-pair consideration, and LI from the relay an
self-LI are caused by the full-duplex operation. (22) shived

r‘?(” these interferences are harmful to the SINR. With resec

their impacts on the sum rate, we know from (24) and (27) that
inter-pair and inter-user interferences increase witmtimaber

8Note that the approximatioli {(B5) requirgs > 0, thus we will stop the of user pairsK. However, the previous analysis indicates that

iteration if zero arises in the solution of,.

%In practice, we always stop the algorithm after a few iterai before
it converges. The increasing property guarantees the tigfiaess of the

algorithm.

the sum rate will achieve its maximum with an optindélfor
a fixed V. Thus the sum rate will first increase witt though
the inter-pair and inter-user interferences also increasee
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the multiplexing gain is larger than the interference dffaod %0
then the sum rate will decrease with when K is larger than
its optimal value due to the opposite reason. In additioa, th
power allocation result of Corollary 4 implies that there is
a nearly linear relation betweeRg and Ps for the special
scenario when the sum rate achieve its peak value. Therefore
for LI from the relay and under fixe®s, the sum rate will
first increase and then decrease with while the LI from the
relay keeps increasing witRz, and the case of self-LI under 5
fixed Pgr is similar. Moreover, if bothPr and Py increase ‘ ‘ ‘
according to their optimal relation in Corollary 4, it can be ‘ K Number of user pairs.
easily inferred from (22)- (28) that the sum rate will increase
though both the interferences also increase. Fig. 2. Sum rate vsK under differentN; (Pr = nPs).
From (22), we see that the SINR will increase significantly
with NV, due to the large array gain of massive MIMO. How- .
ever, the denominator in (22) indicates that the interfeesen
keep constant regardless of the increase of antenna number.
Therefore, by enhancing the received power of the desired
signal and the relative value SINR, it seems that massive
MIMO is able to suppress all types of interference.

- - - Instantaneous CSI
—e— Statistical CSI: lower bound

251

X
2ol N, = N, =200

15

A
N, =N, =100

Sum rate (bits/s/Hz)

S
N, = N, =50

20

0
- - - Instantaneous CSI
Statistical CSl: lower bound

—— Statistical CSI: approximation|

Sum rate (bits/s/Hz)

VI. NUMERICAL RESULTS

In this section, the numerical results for the proposecdesyst
are illustrated, as well as the comparison of our scheme with
other schemes. We sé&f, = N,, the coherence intervdl, =
100 symbol@ and the number of user pails = 5 unless
otherwise specified. The noise is normalized torhe= o2,
1. In addition, the inter-user interference level is alsotedie

1, i.e.o—,%_’i =1 (i € Ug,i # k), and we choose the LI level f the ch | q q he desired si Is. Th
o2, /02 = 0’;%,;@/0721 — 5 dB (vk) unless otherwise speciij of the channels are used to detect the desired signals. The

Besides, the training length is set to be= 2K for ICE and ergodic sum rate givgn bﬂM) is_ also p“resented in Big. 2 by
7. = K for CCE and we seP, /02 = Ps/o2 = 10 Rl using Monte Carlo simulation, via the “Instantaneous CSI
" " curve. We can observe that the proposed rate expressibn (17)
] o is a lower bound of the ergodic rate, and the performance
A. Sum Rate with Satistical CS gap between them is very small, even when the relay antenna
In this subsection, we only consider the case of ICE, amdimber is not so large, such & = N, = 50, verifying
the large-scale fading coefficients are normalized to beel, ithat using statistical channels for signal detection in sivas

Fig. 3. Sum rate vsN; under different LI level Pr = nPs).

D, = Dg = k.
Fig.[2 describes the sum rate of the systemiigl < K <
20) under different number of relay antennas. We Bgt=

MIMO systems is quite feasible. Besides, we see that the sum
rate of a K-pair (K > 1) system is less thaik times the
sum rate of a one-pair system, because the multi-pair system

nPs based on Corollaryl4. The “Statistical CSlI: lower boundhas more interferences (inter-pair and inter-user interfees)

curve is generated froh (IL7), where the statistical distidims

10Note thatTy. is inversely proportional to the Doppler spread, thus
value is large for cases of low mobility (for example, theayelis fixed
geographically) and small for cases of high mobility (fommple, a mobile
terminal serves as the relay), and we Set= 100 for cases of low mobility.
Besides, both cases of high and low mobilities are considier&ig. 4, where
we set2K < T, < 100.

1t is reasonable that the LI is stronger than the inter-ustarfierence,
since the inter-user interference will undergo path loss sinadow fading
while LI doesn't. Besides, the user power is generally noy \egh, therefore,
the inter-user interference becomes very small after tbdeda In addition,
we also consider different LI levels in Fig. 3, where the Lbk&t to be 1 dB,
5 dB or 10 dB.

than the one-pair system. We also observe that the sum rate
_increases with the increase éf, since the multiplexing gain
s larger than the interference effect. However, wiéis very
large, the inter-pair and inter-user interferences doteitiae
system performance, and hence the sum rate will decrease in
very large K (such askK > 5 when N; = 50). Furthermore,
Fig. @ verifies that adding the number of relay antennas can
significantly improve the system performance.
In Fig.[3, we compare the approximate sum rate given by

Theoren]l with the lower bound given by {17) wiffy, =

nPs and o7, = o},, Vk. First, we also observe that the

12\e set the training lengths of ICE and CCE schemes to be th@erformance gap between the lower bound and the ergodic

minimums, to render the data transmissions more symbolkeotbherence

interval. Besides, when power optimization is not appliaithout loss of

sum rate is very small under different LI levels, regardless

generality, the training power and the data power are seetthe same. In Of the relay antenna number. Then it is seen that Theorem
addition, [36] indicates that when the training power angl data power are 1is a very close approximation to the proposed rate bound,

equal, the smallest training length may not be optimal if plogver is very
low. On the other hand, the power can't be very large otherwesy strong
LI would be created.

especially when the number of relay antennas is very large.
Thus Theorem 1 is a good predictor for the ergodic sum rate in
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Fig. 4. Sum rate vsI. in symmetric system with different number of relay Fig. 6. CDF vs. sum rateN; = N, = 200).
antennas Pr = K Ps).

®

v T ‘ ‘ Fig.[4 depicts the sum rate versus the coherence interval
- - - Approximation, CCE . -] in symmetric system and we séfz = K Ps. According to

S ] Corollary[2, we havel’® = 21.2 when N, = 50, T¥ = 25.4

symmetricsysteg‘l,f” | when N; = 200 and TCE = 29.1 when N; = 500. It is seen

N LT that the analytical results in Corolldty 2 match exactlyhiite

numerical results. For instance, we observe that wiNen=

500 and T, < 29.1, the CCE scheme outperforms the ICE

scheme, while the ICE scheme performs better wign>

~
v
\

=

IS

Sum rate (bits/s/Hz)

7 ] e . g E .
AL asymmetric system | 29.1. In_ addition, the figure verifies th&f.* can be increased
L ‘ ‘ ‘ by adding the relay antenna number.
’ N7 A Moreover, we are also interested in the comparison under

the case of asymmetric system. Here, the asymmetric system
Fig. 5. Sum rate vsN; in symmetric and asymmetric systenR{ = K Ps,  is defined as the case whereal” users are randomly located,
Te = 15). i.e., all large-scale fading coefficients are generate@dan

(74). Thus, in Fig[b, we compare the system performance of

the case of large antennas. However, the derived approam'fnawe tWO channel estimat_ion schemes_ in symmetric and asym-
results match not so well with the ergodic sum rates when HBth”C SXStemS’ respgcnv@y Ln thﬁ figure, we sei;”c =15
so many antennas are used, especially for the case of layged 0= = K P’s. We observe that the sum rate performance in
for example, the approximate result is 0.85 bits/s/Hz highgymmetnc systems is better than that in asymmetric systems
than the ergodic sum rate fa¥; — N, — 10 ando?, = 10 Besides, the CCE scheme outperforms the ICE scheme in
dB. Furthermore, the high LI level decreases the sum ra%mmetnc system, and the performance gap increases with th
significantly. In order to achieve the same sum rate in higher crease ofN:. However, the CCE scheme performs worse

level, more antennas can be employed at the relay to supp@@d! |CE scheme in asymmetric system. Therefore, [Hig. 5
the LI. implies that the CCE scheme is preferable only in symmetric

systems wherl, < TF.

B. Comparison between ICE and CCE
C. Power Optimization (PO)

In this subsection, the sum rate performance under ICE 1§
compared with that under CCE. The path loss and shadown this subsection, we evaluate the power allocation algo-
fading are taken into account with regard to the large-scdighms. And we only consider the ICE scheme.
fading coefficients. Besides, it is reasonable to assume thaln Fig.[@, we examine the power allocation algorithm for
D, = Dg. Therefore, the large-scale fading coefficight is SUm rate maximization by comparing the cumulative distri-

given by bution function (CDF) of sum rate in the case of power
10wi/10 optimization to that without power optimization. The piiaat
Bui = Wa (74) large-scale fading mode[(I74) is adopted and we choose

_ o ) N; = N, = 200. The “Without PO” curve corresponds to
where 104/10 is log-normally distributed with standard de+he yniform power allocation, i.eP, = 10 dB (vk) and
viation of o dB, andw; ~ N(0,0?) shows the log-normal p. — ' p, and is obtained by performing{59). The “With
attenuation which is also expressed in dBdenotes the dis- po” cyrve is achieved by running the Algorithiffl1lt is seen
tance from usesb; to the relay andl, indicates the breakpoint
in the path loss curve, andis the path loss exponent. In this *Note that it is very difficult to derive the theoretical arsiy as consid-
paper, assuming that is uniformly distributed between 0 andering the asymmetric scenario. As a result, we only exhifét simulation

. L. results of the asymmetric scenario.
500 m, in addition, we set = 8 dB, dy = 200 m and/ = 3.8 14In our simulation, we stop the algorithm after a few iteraticbefore it

[13]. converges, and the maximum iteration number is set to be 5.
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Fig. 7. CDF vs. SINR {V; = N, = 200). Fig. 9. Comparison of the proposed system with other sche(fes fair
comparison, in our schemé&s=10 dB, Pr=K Ps=17 dB; In one-way FD
systems,Ps=13 dB, Pr=17 dB; In two-way HD systemsPs = 13 dB,
Pr=20 dB. Note that theRF chains are conserved in the comparison with
HD systems|[[20], i.e. the number of antennas at the HD relaeneN;.)
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D. Comparison with Other Transmission Schemes

In this subsection, we compare the sum rate performance
of the system in this paper with those in one-way full-duplex
systems and two-way half-duplex systems. We assume that
D, = D4y = Iox and only consider the ICE scheme.

In Fig.[9, we compare the sum rate of the proposed system
versus N; with those of other transmission schemes. The
second and third curves in the legend denote the ergodic sum
rates of the one-way FD decode-and-forward (DF) relaying
system in [[1B3] and the corresponding one-way AF relaying
system, respectively, when the systems know the estimated

instantaneous CSI. The fourth curve in the legend represent

that the system achieves a large improvement for the sum ra{g ergodic sum rate for the two-way half-duplex AF relaying
performance with the optimal power allocation. For examplg

! R éstem in [[20] with instantaneous CSI. For fair comparison,
Lhte /5?:' percentile of the sum rate is improved by about 1iQs total transmit powers on average during a time slot for
its/s/Hz.

different schemes are the same. And we consider e “
Then we evaluate the power allocation scheme based on #igin preserved” condition when compared with the half-
max-min fairness design criterion. Fig. 7 plots the CDF esrv duplex transmissions. Besides, all schemes employ MRC/MRT
of the minimum and maximum SINR with and without poweprocessing.
optimization, respectively. We observe that with optimaler  Fig.[d indicates that our scheme performs significantlyeett
allocation, the minimum SINR among all the users improvegan the performance of one-way FD relaying systems when
S|gn|f|ca_ntly. For exgmple,_ thg 50th percentile of minimuny, is large, and the gain increases As grows. However,
SINR with power optimization increases by about 31 dB ovgjur scheme performs worse than the one-way system when
that with uniform power allocation. Furthermore, it is séleat 1, is small (e.g.N; < 130 when compared with the one-
each user will achieve the same SINR under optimal powgay full-duplex DF relaying system iri [13]), because there

.
S

Sum rate (bits/s/Hz)

40

Ps (dB) o0 Py (dB)

Fig. 8. Sum rate vsPg and P (N; = N, = 200).

allocation. exist more interference terms in the proposed scheme tiean th
Fig.[8 depicts the sum rate given Hy {22) V& and P one-way FD relaying (such as inter-user interferenceé,sel
in the special case in which,, = Dy = Ik, when N, = and more inter-pair interferences), and the interferenaagsot

N, = 200. Without loss of generality, we assume thiat= 1. be greatly reduced under smaN,. When the interference
We see that ifPs is fixed, there will be an optimaPy for the effect is greater than the additional multiplexing gain dae
maximum sum rate, and the performance will decline whgn two-way relaying, the proposed scheme will provide a worse
is larger than this value, since the loop interference fram tperformance than the one-way relaying. Besides, we observe
relay dominates the performance of FD systems in very larget our scheme outperforms two-way HD relaying systems
Pgr. In addition, for any finitePg, the P which contributes when N, is large, because the loop interference and inter-user
to the maximum sum rate has a linear relationship with interference in FD systems can be sharply decreased in large
Moreover, the figure indicates that the maximum sum rate A, and FD systems can utilize time resources more efficiently.
achieved whenPs equals the peak valueP(*** = 10 dB). However, HD systems perform a little better in sma|l (e.g.
Therefore, FiglB matches exactly with the result of Corglla N; < 75), since the loop and inter-user interferences cannot
[, which gives the linear factoy = 0.95K betweenPr and be neglected in smallV;, thus leading to the performance
Ps. degradation of FD systems.
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VIl. CONCLUSION Besides,

In this paper, we investigated the achievable rate of a multi H_ 12\ _ H H _ vy
pair tvvo—SvaF))/ full-duplex EF relay system, where the relay ]E{’ sl }_E{gi E gl | &} =Nefuibus. i#1. (82)
adopted MRC/MRT processing and was equipped with largenus we have

scale antennas. When the number of relay antennas was large
and finite, the approximate sum rates for the system were
derived based on statistical channels, under individuahobl
estimation and composite channel estimation, respegtiltel

was shown that the derived sum rate expression is a tight apSecondly, we obtain
proximation of the ergodic sum rate. In addition, we comgare

2K
E[G"GG"G], = N2B2% + NoBui Y Bu;. (83)

J=1

the two channel estimation schemes in terms of the achievabl E {ZFGGHzr} =E {Zf{E [GGH} Zr}

rate and showed that in symmetric systems, the composite = Tr(Dy,) -E{Zflzr}

channel estimation scheme performs better than the individ 2

channel estimation scheme when the coherence interval is = Tr(Dy) - Ny —5- ok (84)

. . TP,
smaller than a certain value, and vice versa. Moreover, the P

power controls for the users and the relay were derived basegh\nd then, we calculat& {GHGGHZY}. The j-th row of
on the achievable rate maximization and max-min fairneg{GHGGH} is represented as
criterion, respectively. And the numerical results vedfibe

[ 2K
accuracy of the analysis. ElGIGE) — {nggjng} N Z . {nggigiH}
APPENDIX - i=Lizy
A. Proofs of Equations (20) and (Z1) :E{ngl\igf’}Jr > E{g/'}E{gsg!} (85
Substituting [(ZP) into[{5) and(6), and based on the property =Liz
Tr(AB) = Tr(BA), we obtain It is apparent tha]E{ng} — 01, andE{gel) = fuilx,.

T ) R Vi, j. And sincez3f(z) (f(z) is an even function which
Ay = Tf{E [(FHF) T (GHGGHG) T] }, (75) represents the probability density function for the real or

- imaginary part of the element @) is an odd function, we
Ay = Tr{E [(ﬁHﬁ) T(ae) T} } (76) can easily get that

2aH .
Assume that the matricéB and G are mutually indepen- E {lleil2gi" } = Oux,, Vi (86)
dent, we can easily get that Thus we obtairE { GH GG} = 0.k v, , then we get
n . .
E {FHF} =E {(F +2Z)" (F+ Zt)} =NDa,  (77)  E{G"GGYZ.}=E{G"GG"}E{Z} =0sx.2k. (87)

E {GHG} =E {(G +2,)" (G + Zr)} =N.Du. (78)  Based on[(83)[(84) an@(B7), we have

Substituting [(7I7) and_(T8) int¢_(¥6), we obtain (21) ftxp. . . 2K 2
Besides, for obtaining\;, we calculate E {GHGGHG] =NZBZANBui Y Buj+N: —-Tr(Dy)
R A i1 = »
E{GHGGHG} :E{(G—f—Zr)H GGH (G+Zr)} 2K
_N232 5 .
=E{G"GG"G} +E{z2/GG"Z,} = “i+N’”ﬁ“;ﬂ“J' (88)

H H H H
TE{GTGGTZ } + E{Z/GGTG] (79) Substituting [717) and(88) intd_(V'5), we achiete in (20).

SinceE {f‘H]?‘} is a diagonal matrix, we only need to know

the diagonal entries df { GFGGHG }. B. Proof of Theorem 1

Firstly, we calculateE {GFGG?G}. Let M = GG, From [18), to obtainy;, we give the following calculations.
thus thei-th diagonal entry oft {MMH} is given by 1) Compute E {f Wgy- }: With MRC/MRT processing,

we have
2K
EMM*| —E{jgfe’}+ > E{lefg’}. ®0) E{&Wer}=E{i (F+ Z)"} TE{(G +Z.)" g |
J=Li#i = (NtBar 1) T(N,Bur 1))

Based on the properties of Wishart matrix][43], we can get = NN, Bag Buk’ (89)
that

b2 b2 ) wherely is al x 2K vector whosek-th element is 1, and the
]E{\gi gi| }:E{Tr [(gi gi) ”:NT (Nr+1) By (81)  others are zeros.
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Ny

’yk 2K ~ ~ 2K 2K

wiBun | Bay B 54 Pro} o B,y 3.8

P> (“ﬂﬂjf,k i W L ﬂdiﬂm”) + (% + (;S) (KBB’T + AT, 2 ﬂdiﬂm’)
j=1,j#k uk wk uk’ §—1 wk uk’ j—1

. (100)

€Uy

1 2 or P & 5 2 By X Pro? ol B 5 5
T, > it | | B 21 Bai | By + T '21 Buj | + =5 Zl BaiBuir
u 1= Jj= 1=

2) Compute Var(f! Wgy/): It is calculated that 3) Compute E {\fEng\z}, (j # k,K'): With the similar
2 5 way as [(Qll), we get
Var(ff We) = E{|67 We '} - [E {7 We }|*, (90) ) ) )
- E{ |6 Wes|* | = N2N 53480 Bure + NeN2Ba By B
in which -
E{[6 Wew|'} = E{Tr [ Wewgll WE] ) + NN, BarBuj Y Basbair (98)
=1
- Tr{]E [FTf;f{F*] TE [C;Hgk,gfj{é] T}. (91) , o
4) Compute]E{kaTWHQ}: With W=F*TG*, based on
First, we compute @5), we have
E []?‘Tf}’:fkT]?‘*} =B [T T F] + B (27 £ £ 27 ] E{H&TWH;} _F {fEF*TE {GHG] T];-\Tflj}

+E [FT8] 27 + E [Z{ £ 67 F*] . (92) — N.Tv {]E {F“ngflz“f‘*} Tf)uT}

Based on[(81) and(B6), the)-th element off [F7 £ £ F*| 2K
is =N > {BuE [FTEETE] Y
i=1 v
E{ I} A K
E [FngfEF*Lj = E{fTE [££7] £} = NZN, B3 Buk + NeNyBar Zﬁdzﬂm"- (99)
B [£7 £ ] =t

No(N, & 1)82 e So far, we can obtaify, given by [I00) (see top of this page)

(Ve + 1B, i=3 =k by substitutingr, (89), [97), [98) and{99) int¢_(18). Then the

= { NiBarPai, i=j#k  (93) closed-form expression for the proposed lower bound given
0, 1 J. by (I7) can be achieved.

However, the expressiofi (100) is very lengthy. Wheis

Similar to [87), we easily geE [F"ffZ{] =0xxox. N fieq andN, > 2K, we only retain the items with the highest

addition, power of N, N, in equations[{97)~ (@9) for getting a more
Lo T T e e T e o2, concise expression. This approximation is also imposedhen t
E[Z{ £ Z7] =E{Z{ E [ff | Z; } =N:Ba @IM- factor . And then we arrive at{22). It is expected to be a

(94) tight approximation, especially in the regime of very large
Thus E []?‘Tf}jfgf‘*] is a diagonal matrix and thei,(i)-th

entry is REFERENCES
. . N252 4+ N, 3 i = k- [1] E. G. Larsson, O. Edfors, F. Tufvesson, and T. L. Marzetidassive
E [FTflffEF*} = ¢ ﬂdkA Bar G i " (95) MIMO for next generation wireless systemdFEE Commun. Mag.,
ii NiBaxBai i # k. vol. 52, no. 2, pp. 186195, February 2014.

[2] J. Hoydis, S. ten Brink, and M. Debbah, “Massive MIMO iretb)L/DL

AH HA of Cellular Networks: How Many Antennas Do We NeedZEE J. Sel.
In the same way, we get that [G 8k’ 8y G} is also a Areas Commun., vol. 31, no. 2, pp. 160-171, February 2013.
diagonal matrix, and thei(i)-element is [3] 3GPP  meetings for group R1. [Online].  Available:
http://www.3gpp.org/dynareport/Meetings-R1.htm?ligw4 04.
. R 232 B, i — [4] A. C. Cirik, Y. Rong, and Y. Hua, “Achievable Rates of Filluplex
E {GHgk/ggG} = N; ﬂ“k'_J—Nrﬂ“k Buw i =K' (96) MIMO Radios in Fast Fading Channels With Imperfect Channgti-E
ii Ny-Bukr Bui 1 £ K. mation,” IEEE Trans. Signal Process., vol. 62, no. 15, pp. 3874-3886,
Aug. 2014.
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ACM, 2010, pp. 1-12.
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