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Abstract—The ability of mobile devices to be connected to
more than one radio node at the same time enables mobile
devices to transmit & receive traffic to & from multiple paths.
This ability helps to increase the average mobile device data rate
and to improve the network reliability. Load balancing among
multiple paths become a key factor to avoid network congestion,
nevertheless it requires efficient techniques to split traffic without
adding more delay or generating too much packet reordering for
delay sensitive traffic.

In this paper, we address two key issues in the context of
uplink wireless mobile networks: 1) How to accurately split
traffic among multiple paths and 2) how to minimize the end-
to-end delay without increasing packet reordering. We propose
delay aware load balancing algorithm (DALBA), a novel strategy
that splits traffic at the granularity of packet. DALBA aims to
minimize the splitting error and the end-to-end delay difference
by effectively using all the available paths. We analyze DALBA’s
performance through extensive simulations using H.264 video
traffic. Numerical results demonstrate that DALBA outperforms
previous algorithms in terms of splitting error, end-to-end delay
and peak signal-to-noise ratio while keeping packet reordering
to a suitable low value.

Index Terms—DALBA, load balancing, packet reordering, end-
to-end delay, multi-path, uplink, 5G.

I. INTRODUCTION

Recent advances in technology have opened the possibility
to establish multiple radio access paths between end devices.
Some of the advantages of using multiple paths include
increasing network capacity, guaranteeing high quality-of-
service (QoS) and avoiding single points of failure [1], [2]
(e.g. bandwidth, delay and reliability) imposed by real-time
multimedia applications.

The rapidly growing demand of real-time multimedia ap-
plications over mobile wireless networks, e.g. live streaming
video, video conference, multi-player on-line gaming, etc.,
opens the possibility to consider multi-path transport as a
promising solution due to its many benefits, including high
throughput and improved reliability [3].

The main research challenge in utilizing multiple paths in
the context of uplink wireless networks is to accurately split
input traffic so as to provide acceptable QoS perceived by
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end users. Inefficient load balancing can significantly degrade
the network performance thus creating large end-to-end delay,
packet reordering, etc.

The purpose of load balancing is to optimize resource
use, i.e. minimize end-to-end delay and maximize throughput.
Using multiple paths to the destination with load balancing
instead of a single path may help to increase availability and
reliability through redundancy. The ability to use multiple
paths simultaneously increases the available bandwidth [4].

Packet reordering arises when the packets that arrive at
the destination have different order as compared to the same
packets at the source [5], [6]. Fig. 1 shows an example of a
situation in which packets 2, 3 and 4 arrived at the destination
out-of-order.

Packet reordering affects both transmission control protocol
(TCP) and user datagram protocol (UDP) based applications
[7]. For TCP-based applications, duplicate acknowledgements
are sent when out-of-order packets are received, causing
retransmission of packets and a decrease in the effective
transmission rate. For UDP-based applications, out-of-order
packets that arrive at the destination after the playout deadline
are discarded [8].

Although it is known that packet reordering might degrade
the quality of service in IP networks, its extent is still not
completely understood. An early effort to quantify the effects
of packet reordering on IPTV using MPEG-2 video codec
revealed that the video quality becomes unacceptable for more
than 0.12% of out-of-order packets [9].

The end-to-end delay is the time it takes to deliver a packet
from the source to the destination. To understand the negative
effects of end-to-end delay on multimedia quality, we take for
example the case of a video conference transmission. Timing
is an important characteristic of video. Two frames of a video
are separated with an interval. This interval is as much a part
of the video as the frame itself. If additional delay is inserted
between frames, the rhythm of the video is lost. Long end-
to-end delay may force the video conference to freeze frames
degrading the quality of the conference. Therefore end-to-end
delay difference among paths plays an important role in the
overall quality of any multimedia application [10].

This paper proposes delay aware load balancing algorithm
(DALBA), a novel solution for multi-path uplink heteroge-
neous wireless mobile systems that splits traffic at a packet
granularity. We formulate the load balancing problem as a
constrained multi-objective optimization problem and propose
a solution based on the multi-level programming method.
DALBA is specifically tested in the context of UDP H.264
video streaming (real-time and non real-time). Simulation
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Fig. 1. Multi-path scenario: Mobile device attached to two different networks experiencing packet reordering.

results demonstrate that DALBA:
• Accurately splits traffic while reducing the average packet

loss and the average end-to-end delay.
• Is robust to different traffic loads. It exhibits superior

PSNR performance in high traffic load conditions.
• Outperforms previous algorithms in total end-to-end de-

lay and reduces packet reordering.
The paper is organized as follows. In Section II, we briefly

summarize previous works on load balancing. In section III we
present a multi-objective optimization model of the load bal-
ancing problem for heterogeneous wireless uplink systems. In
Section IV, we propose delay aware load balancing algorithm
(DALBA). In Section V we present and analize the simulation
results. Final conclusions are presented in the last section.

II. RELATED WORK

Traffic load balancing over multi-path networks has been
an active research area in recent years [11]–[13]. The existing
models can be loosely categorized into packet-based and flow-
based load balancing models.

A. Flow-based load balancing

The flow-based load balancing models address the problem
by assigning packets of the same flow to the same path.
Although the risk of packet reordering decreases, queuing
packets over the same path causes the end-to-end delay to
increase.

Flowlet Aware Routing Engine (FLARE) [14] proposed to
group packets into small subsets of packets called flowlets,
and to use these flowlets as the scheduling unit. Flare defines
a threshold time that helps to avoid packet reordering. One
drawback of FLARE is that it does not take into account
packet loss. Packet loss is especially important when trans-
mitting TCP traffic because FLARE may retransmit packets
in saturated paths.

Another approach was presented in [15]. In [15] the authors
investigate the challenge of splitting a traffic flow over the
worldwide interoperability for microwave access (WiMAX)
and the local area wireless computer networking technology
(Wi-Fi) links and proposed an airtime-balance method. This

method maps the traffic load to an airtime cost function and
uses it to split traffic. The idea is to send packets to radio nodes
so that the airtime cost is balanced. However, this solution does
not deal with packet reordering.

Adaptive Load Balancing Algorithm (ALBAM) [16] fo-
cused on the TCP drawbacks found in FLARE and proposed
an algorithm that schedules traffic only when the packet
inter-arrival time is able to compensate for the path delay
difference. Despite de fact that accurate delay estimations must
be available, ALBAN does not evaluate the overall end-to-end
delay.

Flow Slice (FS) [17] proposed to subdivide every flow into
smaller pieces (flow slice) at every inter-flow slice interval
larger than a predefined threshold and to balance the traffic
load on a flow slice granularity. FS reduces the probability of
packet reordering at the cost of high end-to-end delay.

QBALAN [18] proposed an algorithm that subdivides the
task of load balancing in two parts: First it schedules part of
the traffic that remains on the system for long periods of time
(long-term strategy), and then it takes the rest of the traffic and
schedules it, so that the overall splitting error is minimized
(short-term strategy). Although QBALAN manages to effec-
tively reduce the average splitting error and the percentage
of packet reordering, its end-to-end delay performance suffers
when it experiences high levels of traffic load.

B. Packet-based load balancing

The packet-based load balancing models manage to reduce
the overall end-to-end delay, by using packets as the basic
allocation unit. This strategy reduces their ability to maintain
low levels of packet reordering.

Effective Delay Controlled Load Distribution (E-DCLD)
[19] realized that inefficient load balancing can degrade the
network performance and tackles the problem by formulating
an optimization problem that balances the end-to-end delay
among all the available paths. One of the main concerns of
E-DCLD is the low convergence time.

Convex optimization-Based Method (CBM) [20] handles the
low convergence time experienced by E-DCLD by formulating
the load balancing problem as a convex optimization problem.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TVT.2017.2655011

Copyright (c) 2017 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



IEEE TRANASACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. Y, MONTH 2017 3

Although CBM solves the low convergence time issue, its
main disadvantage is that the input traffic is modeled as a
Poisson distribution but this assumption is not suitable for most
video traffic applications.

An interesting approach is studied in [21]. In [21] the
authors proposed a machine learning algorithm that calculates
the load balancing splitting ratio from the available QoS in-
formation, i.e., delay, throughput, buffer size, packet loss, etc.
One important disadvantage of the machine learning algorithm
that we can mention is that although it estimates the optimal
load balancing ratio from the available QoS information, the
algorithm may not quickly find the new optimal load balancing
ratio. For example if some of the paths experience sudden
congestion and QoS information quickly changes.

Sub-Packet based Multipath Load Distribution (SPMLD)
[22] proposed to formulate the problem as a constrained
optimization problem that minimizes the end-to-end delay. Its
main idea is to reduce packet reordering by grouping multiple
paths into a single virtual path. One of the main concerns of
SPMLD is its complexity, since it proposes two distributed
algorithms that have to be implemented in the source and the
destination nodes.

To summarize, flow-based models manage to limit packet
reordering to a negligible level, but at the cost of large end-
to-end delay. On the other hand, packet-based models manage
to reduce end-to-end delay, but their ability to reduce packet
reordering has to be addressed especially when the traffic load
is high.

III. PROBLEM STATEMENT

In this section, we formulate a multi-objective optimization
model for the load balancing problem over multiple paths.
We consider the uplink case of a wireless network in which
mobile devices have more than one network interface and can
be attached to multiple radio nodes at the same time, i.e., traffic
generated in a mobile device can be routed to the destination
through multiple radio nodes. We assume that each radio node
knows the channel capacity; that is the maximum rate at which
a mobile device can send traffic. Channel capacity information
is reported to every mobile device by the radio nodes.

LetN be the set of radio nodes,M the set of mobile devices
and W the set of flows. In a given TTI (transmission time
interval), any flow w ∈ W can be scheduled through multiple
radio nodes n ∈ N . Path n refers to the connection between
mobile device m and the destination passing through radio
node n. The main objective is to find the appropiate packet
assignment such that we sent traffic to radio nodes minimizing
the splitting error and the end-to-end delay while limiting the
negative effects of packet reordering. Each mobile device m
is attached‘ to multiple radio nodes, see Fig. 2.

At a given point in time, let Wm be the set of flows in
mobile device m, Nm the set of radio nodes to which mobile
device m is attached to. Pw be the set of packets of flow w
in mobile m’s buffer ready to be scheduled, αpw,w,n ∈ {0, 1}
be the packet assignment indicator, αpw,w,n = 1 if packet
pw ∈ Pw is assigned to radio node n, Gmn be the channel
capacity, and R̂m

t

n be the rate estimate of the traffic sent from

Radio node

Mobile 

device

Flow 

path 1

path 2

Radio node

Fig. 2. Basic scenario: Mobile device attached to two radio nodes, transmitting
two traffic flows.

mobile device m to radio node n at time t, R̂m
t

n is constantly
updated on each mobile device m by an the exponential
moving average [23] with parameter γ ∈ (0, 1):

R̂m
t

n = γ
∑

pw∈Pw,w∈Wm

αpw,w,nR
t
pw,w + (1− γ)R̂m

t−1

n

∀n ∈ Nm,
(1)

where R̂m
t−1

n is the rate estimate in the previous TTI and
Rtpw,w is the instantaneous packet rate. An exponential moving
average R̂m

t

n as defined in equation (1) is used to quickly
estimate longer-term trends. Notice that this definition of R̂m

t

n

is used to smooth the estimated rate, i.e., it is bias towards
long term trends in order to avoid being affected by short
term fluctuations. For simplicity, we suppress the explicit
dependence on time t in the notation. Given a set of available
paths n ∈ Nm we define the splitting ratio as:

Ψm
n =

Gmn − R̂mn
Gmn

. (2)

The end-to-end delay Dm
n,w of flow w can be expressed as

Dm
n,w = f(αpw,w,n), making explicit that the end-to-end delay

depends on the assignment indicator αpw,w,n, and that in order
to reduce packet reordering the end-to-end delay difference
should be as small as possible.

The objective is to find the value of the packet assignment
indicator αpw,w,n that minimizes the splitting ratio Ψm

n and
the end-to-end delay Dm

n,w at the same time. Therefore the
optimal packet assignment indicator αpw,w,n can be found by
solving the following multi-objective optimization problem:

min
αpw,w,n:w∈Wm

{
max
n∈Nm

{(
Ψm
n , D

m
n,w

)}}
∀m ∈M (3)

subject to:
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R̂mn ≤ Gmn ∀n ∈ Nm (4)∑
n∈Nm

αpw,w,n = 1 ∀pw ∈ Pw,∀w ∈ Wm (5)

αpw,w,n ∈ {0, 1}
∀pw ∈ Pw∀w ∈ Wm,∀n ∈ Nm.

(6)

Notice in the min-max equation (3) that (Ψm
n , D

m
n,w) is

a vector of objectives of the form F (x) = (f1(x), f2(x)).
Constraint (4) ensures that packets are only assigned to a
specific path if the corresponding rate R̂mn does not exceed
the maximum rate Gmn . Constraints (5) and (6) refers to the
fact that a given packet can only be assigned to one path at a
time.

In order for the set of equations (3) - (6) to have a feasible
solution, there should exist at least one path n that satisfies
equation (4). If there is no practical solution, packets of flow
w ∈ Wm will be dropped. Radio node n sends Gmn and Dm

n,w

information to all mobile devices m every δms.
Solving a multi-objective optimization problem is a chal-

lenging task. Nevertheless, there exist multiple methods to deal
with multi-objective optimizations [24]. A classical approach
is to formulate the multi-objective optimization problem as
a single-objective optimization problem by means of scalar-
ization such that the optimal solutions are Pareto optimal. A
common difficulty with this method is to find the most appro-
priate parameters for the scalarization (different parameters
means different optimal solutions).

Our proposed solution is related to the multi-level program-
ming method. Multi-level and especially bi-level optimization
method is designed to deal with problems with two objectives
in which the optimal decision of one of them is constrained by
the decision of the second objective [25]. The second-level
objective optimizes its solution under a feasible region that is
defined by the first-level objective. In our problem the bi-level
optimization method can be roughly modelled as in equations
(7)-(8): minimize the end-to-end delay Dm

n,w (second-level
objective) subject to: maximize the splitting ratio Ψm

n (first-
level objective) [26], [27].

min Dm
n,w (7)

s.t. max Ψm
n (8)

When solving this multi-objective optimization problem we
should remember that in general, specially in the context
of real-time applications, the problem of finding the optimal
solution to the load balancing problem is NP-hard [28], [29],
therefore intractable when the number of packets exceeds a
few units. This is the reason why we focus our attention to
the use of heuristics in the next section.

IV. DELAY AWARE LOAD BALANCING ALGORITHM
(DALBA)

In order to solve optimization problem (3) - (6) we pro-
pose the load balancing algorithm DALBA implemented at
the source mobile device. DALBA can be described in two
main steps loosely corresponding to the bi-level optimization
method:

• First: Assign the portion of traffic of flow w ∈ Wm to
each path n ∈ Nm so as to minimize the splitting ratio
Ψm
n difference among paths.

• Second: Assign packets of flow w to each path n so as
to minimize the end-to-end delay Dm

n,w.
In order to appropriately choose the path to be used by

every packet, we calculate the ratio λmn as the product of the
splitting ratio Ψm

n and the actual load Gmn .

λmn =
Ψm
n ·Gmn∑

j(Ψ
m
j ·Gmj )

. (9)

Replacing equation (2) in equation (9), λmn can be presented
as:

λmn =
Gmn − R̂mn∑
j(G

m
j − R̂mj )

. (10)

Ratio λmn is the normalized difference between the maxi-
mum rate at which mobile device m can send traffic and its
actual load. The intuition behind the ratio λmn is based on
the realization that in order to balance traffic load we should
transmit traffic on each path proportionally to the available
capacity Gmn − R̂mn .

The proposed algorithm DALBA runs in every mobile
device. It works as follows: At every TTI, for every flow,
it calculates the splitting ratio λmn , then it evaluates if there
exist enough available capacity among all the available paths to
receive all the packets of the flow (if not, packets of that flow
are discarded). if there are enough capacity it assigns packets
to paths according to the splitting ratio (first main step).

Having the path ratio decided, DALBA decides which
packets should be sent first (remember that it is important the
order in which packets are sent to avoid packet reordering).
While there are packets to be sent. DALBA selects the path
that has the smallest end-to-end delay and sends the first packet
in queue on that path (second main step). Notice that the end-
to-end Dm

n∗,w must be updated at every iteration inside the
while loop by considering that a packet has being assigned for
scheduling on path n∗ (scheduling delay). The load balancing
algorithm is described in Algorithm 1.

A. Complexity Analysis

It is worth noticing that flows are composed of packets.
Therefore, packets are the smallest balancing units used by
algorithm DALBA. The proposed algorithm allocates each
packet after performing a linear search on the path that
minimizes the end-to-end delay. Hence, the complexity to
allocate the first packet is O(N), the complexity to allocate
the second packet is O(N), and so on until all packets are
allocated. Consequently, the total complexity of the algorithm
is O(NP ). i.e. the algorithm has linear complexity in the
number of paths and in the number of packets, and thus could
be easily implemented in real-time.

V. SIMULATION SCENARIO AND RESULTS

In this section, we present the simulation settings used
to assess the performance of our load balancing algorithm
DALBA and then we analyze the experimental results.
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Fig. 3. Simulation setup: basic architecture for simulations.

Algorithm 1 DALBA
1: Every TTI
2: αpw,w,n ← 0,∀pw ∈ Pw,∀w ∈ Wm,∀n ∈ Nm
3: for every flow w ∈ Wm do
4: Calculate the ratio λmn according to (10) ∀n ∈ Nm
5: if ∃ n such that R̂mn < Gmn then
6: sPacketn ← |Pw| × λmn ,∀n ∈ Nm
7: countern ← 0, ∀n ∈ Nm
8: while Pw 6= ∅ do
9: Find path n∗ = arg minn{Dm

n,w}
10: if countern∗ < sPacketn∗ then
11: αpw,w,n∗ ← 1 (assign packet pw ∈ Pw to radio

node n∗)
12: countern∗ ← countern∗ + 1
13: Dm

n∗,w ← Update (scheduling delay)
14: Pw ← Pw \ {pw}
15: else
16: Dm

n∗,w ←∞
17: end if
18: end while
19: else
20: Discard packets of flow w
21: end if
22: end for

A. Evaluation environment

We evaluate DALBA using trace-driven simulations in
MATLAB. Our data set contains videos comprised of action,
comedy and drama movie trailers. The architecture for simu-
lations is depicted in Fig. 3.

1) Simulation setup: We consider an LTE wireless mobile
cellular system with 30 radio nodes and 100 mobile devices
in which each mobile device is simultaneously connected to
multiple radio nodes. We have two scenarios. In scenario 1, all
mobile device’s are connected to 3 radio nodes, and in scenario
2, 50% of the mobile device’s are connected to 2 radio nodes
and 50% are connected to 3 radio nodes. We show the general
simulation network topology in Fig. 4.

We assume that all radio nodes belong to the same network

operator, and that radio nodes have a perfect knowledge of
the maximum rates (channel capacity) a mobile device can
transmit on each path. These information is provided to each
mobile device by the radio nodes at least every δms. We also
assume that mobile device’s are able to estimate the end-to-end
delay at least every δms.

Our experiments assume on demand streaming H.264
videos. Ffmpeg software is adopted as the video codec tool
[30]. The movie trailers are encoded with variable bit rate
(VBR) using mp4 format at 24 fps (frames per second).
To ensure diversity on the movie trailers used we uniformly
choose them among 3 video categories (action, comedy and
drama). A GOP (group of pictures) consists of 12 frames
(IBBPBBPBBPBB). Input traffic on each mobile device is
composed of four video streams. The video frames are trans-
mitted to the destination using UDP packets. We further
assume that mobile devices are static and that the buffer size
at the destination is large enough to accommodate all the
arriving packets. Hence, packet loss could only be caused by
late packets.

In our simulations we use the concepts of decoding thresh-
old time and traffic load. The decoding threshold time is
defined as the maximum allowable time a packet can remain
in the buffer after the playout deadline. We use a decoding
threshold time of 500ms for a video on demand service that
buffers 500ms and then plays out the video. Traffic load is the
total traffic carried by the network and it is represented as a
percentage of the total network capacity.

In order to model the total multi-hop end-to-end delay of
any given path between a mobile device and the destination
we use the Pareto distribution. The Pareto distribution offers
a close approximation to the real end-to-end delay with low
complexity [31], [32]. Table I summarizes the simulation
parameters.

2) Compared load balancing schemes: There are a number
of proposed solutions for the load balancing problem. In this
paper we compare DALBA with the following three existing
load balancing models:
• Flowlet Aware Routing Engine (FLARE) [14] groups

packets into flowlets and uses these flowlets as the
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TABLE I
SIMULATION PARAMETERS

Parameter value
Simulation time 100s
Radio nodes 30
Mobile devices 100
Mobile device location uniform distribution
Mobile device speed static
Paths per mobile device (scenario 1) 3
Paths per mobile device (scenario 2) 2 (50%), 3 (50%)
Flows per mobile device 4
Traffic type UDP
Delay difference between paths 5ms
Delay variance 1ms2

Average video rate per flow 1.6Mbps
Frames per second 24
Group of pictures (GOP) 12 frames (IBBP..BBP)
Video category action, comedy, drama
δ 500ms
γ 0.001

path 1

path 2

path 3

Fig. 4. Simulation network topology: 30 radio nodes, 100 mobile devices
uniformly distributed.

balancing unit. The round trip delay is checked every
500ms.

• Sub-Packet based Multipath Load Distribution
(SPMLD) [22] minimizes the end-to-end delay solving
a constrained optimization problem. The predominant
parameters C1, C2 and C3 are set to 1.2, -0.17 and -
0.005 respectively.

• Load balancing algorithm (QBALAN) [18] subdivides
flows into two groups, short-term and long-term, and uses
these groups to minimize the splitting error and packet
reordering. The round trip delay is checked every 500ms
for the short-term load balancing algorithm, and every
7000ms for the long-term load balancing algorithm.

3) Evaluation metrics:
• Splitting error (SE) measures the fluctuation of the

desired load with respect to the actual load in each path.
The smaller the value is, the more accurate load balancing
we have. We can calculate the splitting error SE as:

SE =
1

|M|
∑
m∈M

1

|Nm|
∑
n∈N

|Km
n − R̂mn |
Km
n

, (11)

where the desired load Km
n is a system parameter that

represents the amount of traffic expected to be transmitted

by mobile m on path n such that it keeps the load at the
desired level and it is assumed to be known, e.g., if three
radio nodes are expected to receive the same amount of
traffic from mobile m then Km

n = 1
3

∑
n R̂

m
n .

• End-to-end delay (D) measures the time taken for a
packet to be transmitted across a network from source to
destination. It includes the transmission delay Dtx, the
propagation delay Dp, the processing delay Dpc and the
queuing delay Dq .

D = Dtx +Dp +Dpc +Dq. (12)

• Reorder Density (RD) [33], this metric measures the
amount of packet reordering in the arriving packet se-
quence. RD metric is defined as the distribution of
packet displacements. Negative displacements in the RD
distribution represent the number of positions by which
the received packet is early, while positive displacements
represent the lateness of the received packets.

• Mean displacement of packets (MD) [34]. When cal-
culating the mean of the reordering density RD, if all
packets are included, the mean becomes zero. Therefore,
the mean, when all packets are taken together, is not
useful. Instead we can consider the magnitude to define
a mean displacement MD:

MD =
+DT∑
i=−DT

|i|RD(i). (13)

• Reorder entropy (ER) [34]. Entropy is a concept that
is used to define the randomness or the disorder and
can be used as a convenient metric for a distribution’s
tendency to be concentrated or dispersed. As RD is a
discrete probability distribution, that of packet disorder,
we can define reorder entropy as:

ER = −
+DT∑
i=−DT

RD(i) lnRD(i), (14)

where the displacement threshold (DT ) is a threshold
on the displacement of packets that allows the metric to
classify a packet as lost or duplicate. If there is no packet
reordering, i.e., RD(0) = 1, the reorder entropy is equal
to zero. On the other hand, if the packet sequence has
the highest variance, packets are displaced uniformly with
equal probabilities. Then the upper bound for the reorder
entropy is ln(2DT + 1).

• Peak signal-to-noise ratio (PSNR) is a metric for
video quality that can be defined as the ratio between the
maximum possible value (power) of the original video
signal and the power of the distorting noise that affects
the quality of its representation at the receiver. This metric
is measured using Evalvid open source tool [35].

B. Simulation results

1) Splitting error: First, we show the percentage of splitting
error as a function of the traffic load for scenarios 1 and
2 in Fig. 5. The results indicate that DALBA accurately
splits traffic, managing to achieve the lowest splitting error
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in both scenarios. Contrary to SPMLD, as the traffic load
increases DALBA manages to maintain the splitting error
almost constant. This is because DALBA quickly adjusts the
splitting ratio such as to sent packets to the paths with smaller
load.
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Fig. 5. Average splitting error (SE) over Traffic load for scenarios 1 and 2.

2) Packet reordering: Fig. 6 shows the reordering density at
80% of the traffic load for scenario 1. Here DALBA has lower
packet reordering than SPMLD. DALBA keeps the packet
reordering below five packets which is the price to pay if we
want to reduce packet loss. Contrary to DALBA, QBALAN
and FLARE have lower packet reordering at the cost of higher
packet loss as we can observe in Fig. 9.
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Fig. 6. Reorder density at 80% traffic load for scenario 1.

In order to have a sense of the level of dispersion of packet
reordering we use the reordering entropy. Fig. 7 summarizes
the reorder entropy as a function of the traffic load for both
scenarios. According to Fig. 7 DALBA has lower reordering
than SPMLD but higher than QBALAN and FLARE. This
could be explained by the fact that DALBA tries to distribute
packets of the same flow over all the available paths, which
might cause packet reordering. Nevertheless, we also have to

analyse how deep the reordering is, in order to asses the real
packet reordering impact.
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Fig. 7. Reorder entropy ER over Traffic load for scenarios 1 and 2.

Another metric that allows us to analyze the packet reorder-
ing behaviour is the the mean displacement of packets shown
in Fig. 8 for scenario 1. In this figure DALBA, QBALAN and
FLARE have the lowest levels, DALBA handles to keep mean
displacement of packets below 5 packets even at high traffic
loads. We should remember that these metrics capture reorder-
ing at the packet level and it is not directly associated with the
decoding threshold time (maximum allowable time a packet
can remain in the buffer after the playout deadline). Therefore,
in order to determine the acceptable level of reordering we
must also verify its impact at the application level.
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Fig. 8. Mean displacement of packets over Traffic load for scenarios 1.

Fig. 9 shows that DALBA has the smallest packet loss
especially when the traffic load increases. This is due to the
fact that DALBA’s strategy is to deliver packets as fast as it
can, therefore meeting the decoding threshold time.

3) End-to-end delay: Fig. 10 shows that DALBA has su-
perior end-to-end delay performance as compared to the other
algorithms. This can be attributed to the ability of DALBA
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Fig. 9. Packet loss over Traffic load, non real-time (decoding threshold time
500ms) for scenarios 1 and 2.

to send packets to the paths that has smaller delay. QBALAN
and FLARE manage to have smaller packet reordering due to
its strategy of sending packets of the same flow by the same
path, which in turn increases the end-to-end delay. SPMLD
makes an effort to keep low delay but it struggles when the
traffic load increases.
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Fig. 10. End-to-end delay over Traffic load for scenarios 1 and 2.

Fig. 11 shows the end-to-end delay for scenario 1 for
the packets that meet the decoding threshold time of 500ms
(packets that arrive late are discarded). In this figure we can
see that DALBA achieves smaller end-to-end delay. When the
traffic load increases SPMLD has smaller end-to-end delay at
the cost of higher packet loss, as can be seen in Fig. 9. FLARE
and QBALAN reduce packet reordering by assigning packets
to the same path but this strategy generates congestion and
therefore higher end-to-end delay and packet loss.

4) PSNR: Fig. 12 shows the average PSNR values over
different traffic loads for scenario 1. It can be noticed that
DALBA has better PSNR performance. We can also notice
that the PSNR pattern is almost the opposite to that of packet
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Fig. 11. End-to-end delay over Traffic load, non real-time (decoding threshold
time 500ms) for scenario 1.

loss (see Fig. 9). Larger end-to-end delay leads to more packet
loss and that degrades the quality of the video. It is worth
mentioning that DALBA’s good PSNR performance holds
true for larger values of delay variance and delay differences
between paths.
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Fig. 12. PSNR over Traffic load, non real-time (decoding threshold time
500ms) for scenario 1.

DALBA outperforms the other algorithms by delivering
more video frames within the decoding threshold time. We can
see this especially when the traffic load increases forcing the
system to efficiently use all the available paths. We also plot
the PSNR distribution for scenario 1 for the case of a decoding
threshold time of 500ms at 80% traffic load in Fig. 13 and the
PSNR standard deviation as a function of the traffic load in
Fig. 14. In both figures we can observe that DALBA achieves
higher PSNR values (Fig. 13) with smaller variations (Fig. 14)
while the other compared algorithms struggle to maintain its
performance at high traffic loads.
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Fig. 13. PSNR distribution at 80% traffic load (decoding threshold time
500ms) for scenario 1.
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500ms) for scenario 1.

VI. CONCLUSIONS

In this paper, we propose DALBA a multi-path load bal-
ancing method for heterogeneous wireless uplink systems that
deals with the problem of how to distribute traffic without
causing excessive packet reordering, while keeping the split-
ting error and the end-to-end delay as small as possible.
DALBA is a sub-optimal heuristic solution specifically tested
in the context of UDP multimedia applications.

In order to analyze DALBA’s performance, we conduct ex-
tensive simulations in MATLAB using H.264 video streaming.
Simulation results demonstrate that: (1) DALBA accurately
splits traffic while reducing the average packet loss and the
average end-to-end delay; (2) DALBA is robust to different
traffic loads. It exhibits superior PSNR performance in high
traffic load conditions; (3) DALBA outperforms previous algo-
rithms in total end-to-end delay and reduces packet reordering.
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