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Asymptotically Optimal Power Allocation for
Energy Harvesting Communication Networks

Nikola Zlatanov,Member, IEEERobert Schobefrellow,

Abstract—For a general energy harvesting (EH) communica-
tion network, i.e., a network where the nodes generate their
transmit power through EH, we derive the asymptotically opimal
online power allocation solution which optimizes a generalitility
function when the number of transmit time slots, N, and the
battery capacities of the EH nodes,Bmax, Satisfy N — oo and
Bmax — 0. The considered family of utility functions is general
enough to include the most important performance measures
in communication theory such as the average data rate, outag
probability, average bit error probability, and average signal-
to-noise ratio. The proposed power allocation solution is ery
simple. Namely, the asymptotically optimal power allocain for
the EH network is identical to the optimal power allocation
for an equivalent non-EH network whose nodes have infinite
energy available but their average transmit power is constined
to be equal to the average harvested power and/or the maximum
average transmit power of the corresponding nodes in the
EH network. Moreover, the maximum average performance
of a general EH network converges to the maximum average
performance of the corresponding equivalent non-EH netwok,
when N — oo and Bmax — oo. Although the proposed solution is
asymptotic in nature, it is applicable to EH systems transntiiing
in a large but finite number of time slots and having a battery
capacity much larger than the average harvested power andfo
the maximum average transmit power.

. INTRODUCTION
Energy harvesting (EH) transmitters collect

random

IEEE,and Zoran Hadzi-VelkovSenior Member, IEEE

is to obtain the optimabnline solution. Online solutions re-
quire only causal energy and channel state information)(CSI
therefore, they are feasible in practice. However, for dinit
numbers of transmit time slots, the optimal online solution
often cannot be computed even for simple communication
channels, such as the point-to-point channel. This is due to
the fact that computing the optimal online solution typigal
involves dynamic programing [8],.]9]. The computational
complexity of dynamic programing, even for the simple point
to-point channel, grows exponentially with the number of
transmit time slots, and therefore, cannot be computed even
for small-to-moderate numbers of codeworlds [8]. As a result
the second approach whose objective is to obtain the optimal
offlinesolution is often adopted in the literatute: [8], [9]. Offline
solutions require non-causal energy and CSl, therefoss; th
are not feasible in practice. Nevertheless, offline sohgimay

still serve as performance upper bounds for the performance
of any online solution.

In the literature, in general, the optimal offline solution
is studied for a specific system model, e.g., the point-to-
point channel, the broadcast channel, etc., and a specific
performance measure, most often the achievable data rate
[8]-[23] and seldom other performance measures such as the
outage probability[T24],[T125]. Hence, the proposed sohsio
and the framework for deriving these solutions are usually

amounts of energy and store them in their batteries. For this

purpose, several techniques for harvesting energy frorouar
renewable sources, such as pressure, motion, solar, ate,

been proposed, seé [2] [3]. [4], and references thereiimgJs
the stored harvested energy, EH transmitters send codewog{ﬁ
(or uncoded symbols) to their designated receivers. To this

end, the codewords’ powers have to be adapted to the randé)%esugamd for the point-to-point channel in [3]-[109r fthe
t

amounts of harvested energy and also to the quality of

channels between the EH transmitters and their designa
receivers, which may be time-varying due to fading. Excglle
overviews of recent advances in EH technology are provid

in [5], [6], [7].

In the literature, there are two approaches for solving t

EH power allocation problem. The aim of the first approac
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applicable to the specific considered system model and the
specific considered performance measure only, and cannot be
easily generalized to different system models and/or idiffe
rformance measures. For example, the optimal offline powe
ocation which maximizes the achievable data rate has bee

(raoadcast channel ib [L1]-[15], for the multiple-accesarutel

{%ﬂm][@] and for the relay channel in[19]-[23]. The age
probability for the point-to-point EH channel has been Bive

t8i8ated in [24] and[[25]. The above references make differen
assumptions about the battery capacities and the numbers of

rt]ransmit time slots, namely, they assume finite and/or it&fini

l])?a\ttery capacities and finite and/or infinite numbers ofgmait

time slots. On the other hand, in the cases where optimai@nli
solutions are provided, the solutions are based on dynamic
programing and thus, can not be computed even for small-to-
moderate numbers of transmit time slots, see for exarhple [8]
or they are derived for infinite numbers of transmit time slot
and infinite battery capacities and are applicable to a fipeci
model and specific performance measure only, see for example

Hence, as seen from the discussion above, optimal online
solutionsfor a general EH networkwvhich maximize some
average performance measure, such as the average data rate,
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the outage probability, the average bit error probabidibyd the equal length, each codewﬂrctpans one time slot, and the
average signal-to-noise ratio (SNR), are not known. Magila power allocation has to be performed in a slot-by-slot (i.e.
by this, the objective of this paper is to develop a framewododeword-by-codeword) manner. Furthermore, the number of
for obtaining the optimal online power allocation solutiortransmit time slots,/V, satisfiesN — oco. We note that all
which maximizes some predefined utility function ojeneral of the assumptions and definitions that we introduce for the
EH communication networkrhe admissible utility functions EH transmitter in the point-to-point EH system are alsodsali
are general enough to include the most important average the individual EH transmitters in the more complex EH
performance measures in communication theory, includimgtworks considered in Sections Il and IV.

the average data rate, outage probability, average bitr erro

probability, and average SNR. The developed framework js pgint-to-Point EH System Model

asymptotic and holds when the number of transmit time slots

NV, and the battery capacity?n., at each EH node in the mounts of energy in each time slot and stores them in its
network are infinite. Based on the developed framework 158 gy o ;
battery. It uses the energy stored in its battery to transmit

optimal-online solution for a general EH network with %odewords to a receiver. Let the capacity of the batter
general utility function is relatively easy to obtain. Ndg¢he ' pacity Y

optimal online power allocation for the EH network is given deeno:jed b%’BFF]“’ be un{'m]!tEd\',ée"B.‘l‘wgl - th h(i)ld;' Lett
the optimal online power allocation for an equivalent ndd-E () denote the amount of povieavailable in the battery a

Do . he end of time sloti. Let the amount of harvested power
network where each node has infinite available energy, under

the constraint that each node in the non-EH network emplo hsalt IS addEd o the battery sFor_age n t!me sloe denoteo_l
the same average transmit power as the corresponding ngﬁepi“(l)' we assume thab, (1) 'S a stationary and ergodic
in the EH network. As a consequence, the maximum averarg‘]’lgdom process with averagg, given by

performance of the EH network converges to the maximum _ 1 &

average performance of the corresponding equivalent non- ~ Fin = lim — ZRn(i) = E{Pu (i)}, (1)

EH network, asN — oo and By.x — oo. Hence, the EH i=1

network suffers no average performance loss compared to thigere £{-} denotes expectation, and the converges of the
equivalent non-EH network. Therefore, in the asymptotgeca mean in[(1) is almost surely.

instead of finding the optimal power allocation for the EH In order to formulate the optimal power allocation solution
network, it is sufficient to find the optimal power allocatiorin the following, we introduce the desired amount of power
for the corresponding equivalent non-EH network and applilgat the EH transmitter wants to extract from the battery in
it to the EH network. time slot:, denoted byP; (i), which satisfie$) < Py(i) < oo,

The practical value of the developed framework is that ¥ti. Note that, in contrast to a non-EH system, in an EH system,
gives an average performance upper bound for any onlifi¢ desired amount of power that we want to extract from the
power allocation in general EH networks with finité and/or battery in time sloti and the actual amount of power that
Buax. Furthermore, in practice, the proposed online solutict&n be extracted from the battery in time slomay not be
is applicable to EH networks transmitting in a large but énitidentical. In particular, we may desire more power than what
number of time slots and having nodes with battery capaciti currently available in the battery. L€t,.(i) denote the
much larger than their average harvested powers and/or @séual amount of power extracted from the battery in time slo

'We consider an EH transmitter which harvests random

maximum average transmit powers. i and used for transmission of thieh codeword. Then, the
In order to introduce the proposed framework for generiglation betweer?; (i) and Fou(i) is given by
EH networks step-by-step, we first present a corresponding Pyt (i) = min{B(i — 1), Py(i)}, )

framework for the point-to-point EH system in Section II.
Then, we generalize the framework to the broadcast ah@., the power extracted from the battery at time sipt
multiple-access EH networks in Section lIl. Finally, in SecFout(7), is limited by the desired amount of power that the
tion IV, we further generalize the framework to general EfH transmitter wants to extract from the battef (i), and
networks. In Section V, we illustrate the applicability ofhe amount of power stored in the battery at the end of the
the developed framework through numerical examples, aREgvious time slotB(i — 1). Obviously, Pou (i) < Pa(i), Vi,
Section VI concludes the paper. always holds. Considering the harvested powey(i), and
the extracted powerl,,(i), the amount of power stored in
the battery at the end of time slots given by

II. THE POINT-TO-POINT EH SYSTEM B(i) = B(i — 1) 4+ P (i) — Pous (7). (3)

Since P, (i) is a stationary and ergodic random process, and

In the following, we consider the point-to-point EH comys 4 result of the law of conservation of flow in the batterg, th
munication system and formulate the corresponding power
allocation problem. Then, we define an equivalent point-to-lFor the case when one symbol spans one time slot and the pbogatian
point non-EH system which differs from the EH system Onmas to be eerformed in a”symbol-"by-symbol manner, we willaep the word
. . .. codeword” by the word "symbol”.
in the energy available for transmission of the codewords. F 2, this paper, we adopt the normalized energy unit Joulespeond. As

both systems, the transmission time is divided into slots efresult, we use the terms "energy” and "power” interchahtyea



time average off,, (i) converges to a finiteinumber, which holds for
we call the average transmit power, denotedy;, given by 1N 1N
B 1 N . ]\}inoo N Z Pout,l(i) S ngnoo N Z Pout,?(i)- (9)
Poyy = lim N Z Pout (Z) =1 i=1
Nmeo VA Remark 1:Given the above properties of the utility function
1N U(Pout (7)), valid utility functions include the data rate of
= lim —Zmin{B(i— 1), Pa(i)}. (4) the i-th codeword, the average SNR of tligh codeword
i=1 at the receiver, the outage probability of thwh codeword,
Note thatP,,; depends orP;, (i) and Py (i), Vi. On the other and the symbol (bit) error probability of theth symbol (bit)
hand, the average desired power that the EH transmitterswal@ uncoded transmission. Hence, our definitiorUdf,. (7))

to extract from the battery, denoted 1, is given by includes the most important performance metrics in commu-
N nication theory.
- . 1 ) Remark 2:For simplicity of notation, we have assumed that
Pi=1 — P, 5 _ S L ' . .
4= VBN ; a(@), ©®) U is maximized. However, similar results can be obtained if

o ... U needs to be minimized.
where we assume that tii& (i), i, are such that the limitin - consjdering how we have modeled the powers in the EH
@ holds. Note that,; < Fy as a result ofl(4). system, the desired powef (i), Vi, are the only variables

In communication systems, typigally constraints are imyiih a degree of freedom, sind®, (i) is a function ofPy, (5)
posed on the transmit poweF,, (i) and/or the average ang p, (4, for j = 1,...,i. Given a limit on the average

transmit powerP,,.. Considering these constraints, Bf,, transmit power, By, we want to devise an optimal power

denote the upper limit on the average transmit polRgE for  giocation strategy that maximizes the average utilityction

the EH transmitter such thau, < Piim has to hold. Note 7 nore precisely, we want to determine the optimal desired

that if there are no constraints imposed tht(i) and Py, powersPy(i) € P, Vi, whereP is the domain ofPy(i) given

then .Him can be set Fthm = 0. We now introduce the by 0 < Py(i) < oo, which produce a correspondirfg. (i),

consm_ielrgd class of u_t|.I|ty funcpons. , Vi, such thatP,,; < Py, holds and the average utility function
Definition 1: The utility function, denoted by/ (i), is @ss0- 7 js maximized. We state this rigorously in the following

ciated with thei-th codeword. It is a predefined function thaty, 5ximization problem:

measures some desired quality of thin codeword. Further-

more, the consideret! (i) have the following properties. l\}ﬁgi_%glgzgﬁ Jim * 2L, UG)
. ) dal? sV o0

1. U(i) depends on the transmit pow&%.¢(i). To empha-  Subject to: C1: Poui(i) = min{B(i — 1), Pa(i)}

size thi; de_pe_nglence we use th.e notaﬁdﬂ?out(i)). C2: P,y < P (10)
2. U(Pout (7)) s finite for finite Pou (i), .., [U (Pou (1)) < C3 : Optional constraints o (i)

oo for Pou(i) < oc. C4: B(i) = B(i — 1) + P (i) — Pous(i),
3. Thetime average @f (P, (7)) exists, it has a finite value .

denoted by(7, and is given by where we assume tha?, (i) is known causally at the EH

transmitter. More precisely, the amount of harvested power
. . 1 & . during thei-th time slot is revealed at the EH transmitter at the
U= ngnoo N Z U (Pous (1))- 6) end of thei-th time slot. Furthermore, C3 represents optional
=t constraints onPq(4), if any. For example, C3 may constrain
4. If we add a negligible amount of powefi) > 0 to  P,(i) to be constant for all time slots, or not to exceed some
Pout (i), Vi, where lim L 52N e(d) = 0 holds, thenlT7  upper limit, or to be zero in certain time slots. We assume tha

satisfies the constraints orPy(i), Vi, if they exist, are such that they
N allow Py = Py, to be achievable. Otherwise, B; = B, is
U= lim 1 Z U(Pous (i) + €(4)) not achievable, then instead 6%, in (IJ) we can introduce
N—oo N pt another upper limit on the average transmit power, denoged b

L& Biim,new, Which is the maximum possibl&; allowed by C3.

= lim — Z U(Pout (7)), (7) Then,Py = Pim new is achievable and we just need to replace
N=oo N = Pim in C3 With Binn newd.

i_e_’ addmg zero average power cannot have a nor_]_RenJark 3:Note that there is a difference betWE@ﬁl and

negligible effect onlJ. Piin. Py is a design parameter of the communication system
5. The maximum ofl cannot decrease if the averagéhat the designer can choose and optimize such that the
transmit Ig()we|’j5out increases. More precise|y’ qptlmal power allocation is obtained. On the other hand,
N P, is a constraint of the communication system that the
max  lim 1 Z U(Poues (i) system de§|g.ner cannot mfluence.. Instead, the systemrmaesg
Pout.1 (i) N—oo N P has to optimize the power allocation such that the constrain

Pt < Pum is satisfied.

N
. 1 .
< Pmtaﬁi) ngnoo N Z U(Pout,2(i)) (8) 3We note that the assumption th& = P, is achievable will be used
oue i=1 for all individual EH transmitters considered in this paper



Our objective is to solve[{10), i.e., to obtain the desiredptimization problem. In other words, instead of solving th
powersP;, (i) € P, Vi, which produce transmit powef3,,; (i), EH optimization problem in[{10), one only needs to solve the
Vi, that maximize the average utility functidi and satisfy non-EH optimization problem ifi{11) and apply the solution i
all of the corresponding constraints. To this end, we iniaed the EH system. This is the subject of the following subsectio
a non-EH communication system having infinite energy avail-
able for transmission of the codewords that is equivaletti¢o
EH system. This non-EH system is defined in the followin
subsection.

C. Asymptotically Optimal Power Allocation for the Poiot-t
Boint EH System

Before providing the solution of the EH optimization prob-
lem in (Z0), we introduce the following definition.

B. Equivalent Point-to-Point non-EH System Definition 2: When we say thaP,.(i) = Ps(i) holds for

The equivalent point-to-point non-EH system is identical tpractically all time slotswe mean that it holds for alV. — oo
the EH system, defined in SectibnIl-A, but with the followingime slots except for a negligible fraction of them, dendigd
two differences. First, the non-EH system has inffhjtewer A, which satisfies]\;@m A/N = 0.
available for the transmission of each of its codewords, anduseful lemma.
secondly, the upper limit on its average transmit power is Lemma 1:In the point-to-point EH system, (i), Vi, are
Piim non—ru. We will show that if Py, non—en IS appropri- chosen such that they satisfy the following constraints
ately adjusted, the EH system and the non-EH system become
equivalent in terms of maximum average performance, cf. C1: 0 < Pa(i) < oo, Vi, (12a)
Theorem 1, whenV — oco. As a result of the infinite power 1 X _ L
available in the non-EH system, any desired poWefi) ¢ P C2: lim > Pa(i) = Pa = min{ Pim, P}, (12b)
can be provided and therefore the transmit power of each i=1
codeword, Py (i), is identical to the desired power, i.e.then P, (i) = P4(i) will hold for practically all time slots
Poui (i) = Pa(i), Vi, holds. This is the fundamental difference. Moreover, when the constraints in_{12) hold, the events for
between an EH and a non-EH system since, contrary tonmich P, (i) # Pa(i) holds have negligible contribution to
non-EH system, in an EH system not every desired powgie average performanc, when N — oo and By.x — 00,
Py4(i) € P can be provided by the power supply (i.e., batterygnd therefore these events can be neglected. Thereby, by
and therefore the transmit power of th¢h codeword is given choosing the values of?;(i), Vi, freely, as long as the

by @). constraints in [(12) hold, we actually choose the values of
For the equivalent non-EH system, the aim is again B, (i) freely for practically all time slots.
maximize the average utility function, given an upper limit  Proof: Please refer to Appendix]A. [

on the average transmit power. However, since in this caseUsing, Lemmdll, we now provide the asymptotically opti-
Pa(i) = Pout(7), Vi, the maximization problem is given by mal power allocation for the point-to-point EH system in the

following theorem.
Maximize : lim + Zfil U(i) g

Py(i)€P Vi N—oo Theorem 1:The solution of the non-EH optimization
Subject to: Cl: Pou(i) = Pa(i) (11) problem in A1) with Pim non—rr S€t @S Pimnon—EH =
C2 :Py < Pimnon—EH min{ P, Pn} is also the solution to the EH optimization
C3 : Optional constraints oty (7), problem in [ID). As a result, the maximum average per-

) , . _ . formance of a point-to-point EH systerh], is identical to
where U(i), Vi, and C3 are as in[{10). The optimizationne maximum average performance of its equivalent non-EH
problem in [(11) is the conventional power allocation proble system With P non g = min{ Bim, P}
for a conventional (non-EH) point-to-point communication”  pr ot |n the optimization problem i {10), we add the
system, and has been solved in the literature for many differ ¢, syaint in [I2h). As a result, we obtain a new optimizatio
utility functions, e.g.,[[27],[[28]. roblem for the point-to-point EH system where the con-

Remark 4:Note that the optimization problems i0{10) anQ,ints in [IP) are satisfied. Now, according to Lenmima 1,
(IT) may be non-concave and difficult to solve in general. gince the constraints i {12) hold%. (i) = Pu(i) holds

In the following, we provide the framework for solvirig {10) practically always. Hence, we can write constraint CII0) (10
In particular, we show that, foN — oo and Bumax — 00, a5 p, (i) = Py(i) and constraint C2 in[{10) a®,., =
the EH optimization problem mECL(_)) becomgs identical tg _ min{ Py, Pim }. Consequently, constraints C4 in the
the non-EH optimization problem irf_{L1), iimnon-EH EH optimization problem in[{10) becomes unnecessary, and
in (L1) is appropriately adjusted. Therefore, the optimiz&nerefore the optimization problem ii{10) becomes idantic
average performance of the EH system becomes identicak$one optimization problem in[{11) WittPim non_rn =
the optimized average performance of the equivalent non'%in{Pin,an}. This completes the proof of THeore& 1m
system with adjusteim non—rn. As a result, the solution of  Thagrem[1L gives a very simple solution to the power
the non-EH optimization problem is also the solution of th€ E 5 5cation problem for the point-to-point EH system when

4 _ . o _ N — oo and By.x — oc. It states that, instead of solving
The assumption of the availability of infinite amounts of ovis needed

for mathematical convenience. In practice, the power abl in non-EH the power allocation problem for the p0|r_1t-t0-p0|nt EH Sys-
systems is limited as well, of course. tem, we should solve the power allocation problem for its



equivalent point-to-point non-EH system WifPi, non—rx = With Pimnon—rn = P, and Py(i) being constant/i. The
min{ P, Py }. Then, the derived solution fdP;(i) obtained solution to this non-EH problem is straightforward and give
for the equivalent non-EH system is also the solution for th®y P;(i) = P,,, Vi, which, according to Theorefd 1, is also
point-to-point EH system. Moreover, with this solution fothe solution of the considered EH problem [n](10). Hence,
Pa(i), both the EH and non-EH systems achieve the sartiee output power for thé-th codeword in the EH system is
maximum average performandé. The convergence of the P, (i) = min{B(i — 1), Py(i)} = min{B(i — 1), P,,}.
maximum average performandé, of the point-to-point EH  Example 2:For the second example, IEt(i) represent the
system to the maximum average performance of its equivalemaximum information rate of théth codeword. To underline
non-EH system is a result aP,.+(i) = P4(i) holding for the generality of the proposed framework, we consider now an
practically all time slots. example that accounts for power amplifier inefficiencyl [29],
Remark 5:An interesting consequence arising from The[30]. In particular, we model the "transmit” povﬁefor the
orem[1 is that the asymptotically optimal power allocatioirth codeword as [30]
for the EH system requires only knowledge of the average N T
harvested poweP,, and does not need any causal or noncausal Pou(?) = &Pous (i) + Po, (15)
knowledge ofP,, (i), Vi, i.e., any additional knowledge wouldwherePZ . (i) is the actual transmit power of theh codeword
not increasd’. We note that since?, (i) is a stationary and ande > 1 is a constant which accounts for the inefficiency
ergodic random process, its medh,, can be estimated from of the power amplifier. For example, if = 5, then5 Watts
its samples. For example, an estimate of the mean harvegiggl consumed in the power amplifier and have to be drawn
power in time sloti, denoted byPx (i), can be obtained as from the battery for every Watt of power radiated in the RF,
which results in a power efficiency df/e = 1/5 = 20%. The
P4 (i) =

PS(i—1)+ l_Pin(i). (13) power that is not radiated is dissipated as heat in the power
! _ amplifier [30]. FurthermoreP- > 0 is the static circuit power
Using the above recursive equatioR; (i) approaches’., consumption of the transmitter device electronics such as
i.e., P (i) = P, @si — oo. mixers, filters, digital-to-analog converters, and is ipeledent
In the following, we present several examples for thgf the actual transmitted powd?”,, (i). Hence,U (i) is given

applicability of the proposed framework for the point-tonpt by
EH system.

1—1

i

U (i) = logy (1 + Pay(1)7(i))

D. Examples for Power Allocation in Point-to-Point EH Sys- = log, (1 + E(Pout(i) — Pc)’W(i)) . (16)
tems with Fading €

In this subsection, we illustrate the application of thwhere (z)* = max{0,z}. Given U(i), U is the maximal
proposed framework, for an EH system with fading. To thigverage data rate that the EH transmitter can transmit to the
end, we consider a point-to-point EH system that operategseiver. For this example, we do not impose any additional
over a slow time-continuous fading channel with complexonstraints onFq (i) and assumé?;, > P. According to
valued additive white Gaussian noise (AWGN) having unitheorentl, the optimal power allocation for this EH system
variance. For this system, let the square of the magnitug@n be found by solving the non-EH optimization problem
of the fading gain in the-th time slot be denoted by(i). in (Ld) with Py non-rn = Ba. To this end, we follow the
Furthermore, we assume that the average power harvestedpproach in[[27] (where = 1 and Pc = 0 was assumed)
the EH transmitter is?,,. In the following, we consider two and obtain the solution to the non-EH optimization problem
examples with different utility function&’ (7). in (I1) as

Example 1:For the first examplelU (i) is the outage _ Po+e(1/X=1/7(1), if (i) > A
indicator for thei-th codeword, which is given by Fa(i) = { 0, it (i) < A, (17)
N 1 if logy (14 Pou(i)7(4)) < Ro where X is found as the solution taZ{P;(i)} = P.
U(i) = . S (14 _ : /
0 if logy(1 + Pout(i)y(2)) = Ro, According to Theorernl1, the optimal desired power of the non-

i.e., the value ofU(i) indicates whether or not an outageEH system inl(Il7) is also the desired power for the EH system.
occurs when the EH transmitter transmits a codeword witheNCe, Fout (i) is given by Pou (i) = min{B(i — 1), Pa(i)},
a fixed data rateR,. Hence,U represents the fraction of WherePa(i)} is given in [IT). _ _
codewords received in outage, or in other words, the outagé\“!me”cal results for Examples 1 and 2 are provided in
probability of a codeword. ection V.

We would like to minimizel/. Hence, Remark 2 applies and
the maximization in[{10) has to be replaced by a minimization

Furthermore, for this example, we impose a constraint on ) )
Pa(i). Namely, Py(i) can take any value but has to be In the following, we generalize the framework developed

constant for all time slots. MoreoveR;,, > P,, is assumed. for the point-to-point EH channel to the broadcast (point-
According to Theorerfll1, in order to find the optiméi (i) to-multipoint) and the multiple-access (multipoint-topt)
which -maximizesU., we have to solve the non.-E_H_pro_bIem iN 5y this case,P,us (i) is actually the power drawn from the battery and
(I1) with the maximization replaced by a minimization, andonsumed for the transmission of tixh codeword.

IIl. THE BROADCAST AND MULTIPLE-ACCESSEH
NETWORKS



EH networks. Thereby, we show that the maximum averag®,, < P In the following, we introduce the utility function

performances of the broadcast and multiple-access EH neftthe broadcast network which is a multivariate versionhef t

works converge to the maximum average performance of thatility function of the point-to-point system.

equivalent broadcast and multiple-access non-EH networksLet U(i) denote the utility function of the broadcast

respectively. network in thei-th time slot. The utility functionU(7)
is now associated with all\/ codewords transmitted in
A. The Broadcast EH Network the i-th time slot, and, similar to the point-to-point case,

) ) o it measures some desired quality of the codewords trans-
Let us assume a single EH transmitter transmittingfo itted in the i-th time slot. LetU(i) be a function of

receiving nodes (receivers). In each time slot, the EH trang| s transmit pOWersPou (i), k = 1,..,M. We for-
. . . A out, ’ - PR} .

mitter extracts power from its battery and uses it to rafSmy, 5|1 express the dependence of the utility function on the
codewords to each of the receivers. Let the transmit POWEf ransmit powers a/(Pout.1 (1), Pout.2(1)s ey Pout.1s (i)

. . . . out, s £ out, s +o+y L out, .
qf the codeword transmmed'to tﬁfeth receiver in thez-th For simplicity of presentation, we writd/(i) instead of
time slot be deno_ted bﬁ’outjk(z)ﬁ. Without loss of g(_anerahty, U(Pouo1 (i), Pout2(i), o, Powear(i)). We assume that the
we assume that in each time slot the EH transmitter extragi¢,erties ofU/ (i) as a function of an individual transmit
power from the battery in the following predefined sequéntig . orp wx (i), Yk =1, ..., M, are as outlined in Definitidd 1

out, ’ — Ly ey ] .

manner. In each time slot, the transmitter first extracts tlﬁ-ﬁven U(i), Vi, the average utility functio? can be found
power for the codeword transmitted to the first receivermheusing [6). Based o, we introduce now the power allocation
from the leftover power in the battery it extracts the POW&Srohlem for the broadcast EH network.
for the codeword transmitted to the second receiver, and SQ-; the broadcast EH network given a limit on the average
on until from the leftover power in its battery it extract®th y5smit power, P, we wish to determine the optimal de-

. . 1mm
power for the codeword transmltted to tH\z{j-th receiver. gjred powersPy (i), Vi, k, which produce the corresponding
Let Py (i) € P denote the degred ‘trans.mlt power for th?’out,k(i). Vi, k, such thatP,.; < P holds and the average
codeword to thek-th receiver in thei-th time slot. Then, ity function I is maximized. We define this rigorously in

Pous, k(i) 1s given by the following maximization problem foN — oo
Pai(i), if Bi—1)>Y%_ Py Maximize : lim + SN Ui
Pout,k(i) = d’%(z)’ ! (2_1 ) - ZJ:l djj_ (18) Pdws,()'f)lg%,zvek,i Ngnoo N 27’:1 U(Z)
B(i—1) = >75_; Pout,j, otherwise Subject to :
where B(7) is the amount of power in the battery of the EH Cl: Py i (i) = Py (i), if Bli—1)> 2521 Py
transmitter in the-th time slot and is given by P out, kR = B(i—1)— Z;?;ll P,ut.j, Otherwise
M C2: pout S plim
B(i) = B(i — 1) + Pun(i) — ZPout,k(i)- (19) C3 : Optional constraints ot (1)
k=1 C4:B(i) = B(i — 1) + Pu(i) = Spry Ptk (),
Here, P, (i) is the amount of power harvested in ththe time (23)

slot. The total transmit power and the desired total trahsmihere P, (i) is known causally at the EH transmitter as

power of the EH transmitter in time slotdenoted byP,.:(i) explained for the point-to-point EH channel.

and Py4(7), respectively, are given by On the other hand, for the equivalent non-EH broadcast
network, the non-EH transmitter can supply any desired powe

M M
Poui(i) = Z Pouti(i), Pali) = Zpd.’k(i). (20) thus Poye k(i) = Pak(i), Vi, k. Therefore, maximizing the av-
k=1 k=1

erage utility functionlJ, for the equivalent non-EH broadcast

Hence, the average transmit power and the average des.’PSHNO”‘ has the following form fofV' — oo

power of the EH transmitter, denoted B, and P4, respec- JMa(x)ig%Z\Ek:' i LSV UG
tively, are given by ARLIET T _ L :
Subject to: C1: Ifout,k(_l) = Py (i) (24)
5 . 1 N . . 1 M . C2: Pd S Plim,non—EH
Pout = J\}gnoo N Z Pout(i) = J\}gnoo N Z Z Pout,k (1) C3 : Optional constraints oy 4 (i),
=1 1=1 k=1

(21) WhereU (i), Vi, and C3 are the same as in]23). We now
N N M present the solution of (23) in the following theorem.
5 . 1 - . 1 . Theorem 2:The solution of the non-EH optimization prob-
Pi=1 — P, =1 — P, . (22 o I i)
A=A N ; a(?) NS N ;; a.k(i). (22) lem in (24) with Py non—gn = min{ Py, Py} is also the
] , _ solution to the EH optimization problem ia(23). As a result,
Using Py (i), the average harvested powk¥,, is given by[ll). the maximum average performance of an EH broadcast net-

Now, let P;,, denote the upper limit on the average transmifori {7, is identical to the maximum average performance of
power F,y. Then, the average transmit power must satisfyg equivalent non-EH broadcast network Wi, non_ri =

) ) — min{ Py, Py}
6|f the same codeword is transmitted to more than one regeiven, in {Plim, Fin }

terms of transmit power, these receivers can be merged sitwyte equivalent Proof: Ple?-se refer to Appenle] B. n
receiver. Next, we consider the multiple-access EH network.



B. The Multiple-Access EH Network following optimization problem

The multiple-access EH network is comprised /af EH ;\/[aximiz&; Nlim + vazl U(i)

transmitters transmitting to a single receiving node (ke 4k (DEP.VhL N300 . .
; . . . %ubject to: Cl: Poutk(i) = Pa(i) (29)
Here, we impose one practical constraint by assuming tha
: C2: Pak < Piimnon—EH,k

the harvested energy from one EH transmitter cannot be (3 : Optional constraints o, 4 (i)
transferred to another EH transmitter. In each time slathea s 4R
EH transmitter extracts power from its battery and uses it where U(i), Vi, and C3 are the same as 0 }28). We now
transmit a codeword to the receiver. Let the transmit poweharacterize the solution df (28).
of the codeword transmitted by thieth EH transmitter in ~ Theorem 3:The solution of the non-EH optimization prob-
the i-th time slot be denoted by, 1 (i). Let Py k(i) € P lem in (29) with Pim non—gn,x = min{ Pim k, Pk} iS also
denote the desired power that theh EH transmitter wants the solution to the EH optimization problem i {28). As a
to extract from its battery in theth time slot. ThenP,,. () result, the maximum average performance of an EH multiple-

and Py 1 () are related by access network[/, is identical to the maximum average
performance of its equivalent non-EH multiple-access netw
Pout,k(i) - mln{Bk(Z - 1)7 Pd,k(i)}, (25) with plim,non—EH,k = min{Plim,ka pin,k}-

Proof: Please see AppendiX C. [ |
where By, (i) is the amount of power in the battery of theth In the following, we present examples for power allocation
EH transmitter in the-th time slot and is given by in the multiple-access EH network.

By (i) = Bi(i = 1) + P k(i) — Pout k() (26) . Example for Power Allocation in Broadcast EH Networks

N . Example 3:We assume a broadcast EH network comprised
Here,P,, () is the harvested power at tiketh EH transmitter b . . np
g of an EH transmitter and two receivers, where the receivers a

in the i-th time slot. For thek-th EH transmitter, the averageimpaired by complex-valued AWGN with unit variance. We

g:zzgg Eower, gﬁg?;e:a?/%r“gk’etﬁ:rsgstfge:ﬁ:'rreddeﬂggzr’ ssume that the channel gains from the EH transmitter to the
Yok 9 P : Wo receivers are fixed and denoted ¥, k=1,2. Let the

Pin i, are given by average power harvested by the EH transmittePpe where
L P]_im > P, holds. Our goal is to obtain the capacity region of
Pop = lim — ZPa,k(i), a € {out,d,in}. (27) this EH n_etwork using the propqsed frame_work.
N—oo N = Assumingvy; < 72, the maximum achievable rates for
receivers 1 and 2 in time slat denoted byR; (i) and Ra(i),
Furthermore, each EH transmitter imposes an upper limit og@spectively, are given by [31]
the average transmit power, which for theh EH transmitter P (i)
is denoted byPy, 1. Thus, Pout r < Pim,x has to hold. Ry (i) = log, <1 + Lﬁ) (30)
Similar to the broadcast EH network, the utility function of , P"“t’Q,(z)% 1
the multiple-access EH network in theth time slot, U (i), Ry(i) = logy (1 + Pour,2(1)72) - (31)

depends on allPsu (i), k = 1,...,M, and, as a function The rates[{30) and{B1) are achieved in the following manner
of any individual Pout (i), has the properties laid out in[31]. In time sloti, the EH transmitter transmits a super-
Definition[1. imposed codeword (i) comprised of two codewordX’ (i)

For the multiple-access EH network, given a limit on thand X, (i) as X (i) = X1 (i) + X2(i). The codewordsX, (i)
average transmit power of each EH transmittBy, ., We and X, (i) containn — oo symbols, where each symbol is
wish to determine the optimal desired powets, (i), Vi, k, generated independently from a zero-mean complex-valued
which produce the corresponding,.. (i), Vi, k, such that Gaussian distribution with variance,.; (i) and Poy; 2 (i),
Pout.k < Pimk, Yk, holds, and the average utility functionrespectively. On the other hand, in time slpteceivers 1 and
U is maximized. This leads to the following maximizatiorp receive codewords; (i) andY>(i), respectively, given by

problem

Yi(i) = v Xi(@) + v Xa(i) + Ni(d) (32)
Maximize : lim + Zfil U(i) Ya(i) = /72 X1(i) + /72X2(i) + Na(i), (33)
Pa i (1)€P Vk,i N—o0
Subject to: where Ny (i) and N»(i) are the unit-variance complex-valued
Cl: Pou,k(i) = min{ By, (i — 1), Pa x (i)} (28) AWGNSs at receivers 1 and 2, respectively. The decoding at the
C2: Poutk < Plim,k receivers is performed as follows. Receiver 1 decode§)
C3 : Optional constraints oy 4 (i) by consideringXs (i) as interference. Since in this case the
C4: Bi(i) = Bi(i — 1) + Pink (1) — Pout (), resulting channel is a complex-valued AWGN channel with

SNR Pout,1(1)v1/ (Pout,2(2)y1 + 1), the decoding ofX;(4)
where P, 1 (i) is known causally only at thé-th EH trans- at receiver 1 is successful if the rate &f (i) is smaller
mitter. On the other hand, for the equivalent non-EH mugtipl than or equal toR (i), see [31]. Similarly, receiver 2 also
access network, sincE, x(i) = Pq (i), Vk,i, we have the decodesX; (i) by consideringX»(i) as interference. Since,



in this case, the resulting channel is a complex-valued AWGNll occur in almost all time slot, we obtainR; and R, as
channel with SNRP,t 1(7)v2/ (Pout,2(i)y2+ 1), the decoding

N —
) i ) i 5 1 Pin

of X (i) is successful if the rate (%X)l( 1) is smaller_ than or R = lim — ZlogQ (1 " liny1 )
equal to R3(i) = log, (1 + %) Now, since the N—oo N (1—a)Pny +1
rate of X;(z) is R1(¢), and since fory; < 2, R1(i) < Rs(i) aPam
holds, receiver 2 can decodg (i) successfully. Once receiver =log, {1+ (1 — )Py + 1 (39)
2 has decoded( (i), it subtractsy, X; (¢) from the received
codewordY; () and thereby obtains a new received codeword, R, — Jim — Z logy (1+ (1 — @) Puye)
denoted byY; (i), a N—oo N

=log, (1+ (1 —a)Pu2) (40)

Y5 (i) = Ya(i) — 72 X1(i) = 72 X2(i) + Na(i). (34)
which is identical to the points on the boundary of the capaci
Since [3%) is a complex-valued AWGN channel with SNRegion of the complex-valued AWGN non-EH broadcast net-
Pout,2(i)72, receiver 2 can decod&, (i) successfully if the work for average prower constraift,, see [31]. Now, since
rate of X5 (i) is smaller than or equal t6 (B1). an EH broadcast network cannot have a better performance
Now, what are the optimal values foP,, :(i) and than its equivalent non-EH broadcast network, it followatth
P,ui.2(i), Vi, which maximize the rate region? This is inves{39) and[(4D) indeed define the capacity region of the complex

tigated in the following. valued AWGN EH broadcast network.
Let us define the weighted sum rdtei) = aR1 (i) + (1 — Numerical results for this example are provided in Sec-
a)Ry (), with weighta, 0 < o < 1. Then, tion M
IR IV. THEG EHN
T i - . THE GENERAL ETWORK
U= lim Z U (i) (35) | _ |
i=1 In this section, we extend the framework developed in the
) 1 , previous sections further and derive the asymptoticaltjnog
=a lim — Z Bi(i) +(1-a J\}ﬁnoo N Z Ry(i power allocation for a general EH network.

is the weighted sum rate achieved duriNg— oo time slots.
By maximizing U for a fixed a, we obtain one point on
the boundary of the rate region, séel[31]. Then, by varyingWe consider a network comprised 8f EH transmitters.
0 < a < 1, we can obtain all pomts on the boundarfor thek-th EH transmitterk = 1, ..., M, in thei-th time slot,
of the rate region. Now, to maximiz&, we insert [35) Wwe denote the harvested power, the actual transmit poweer, th
into (Z3) and thereby obtain the EH optimization problenflesired transmit power, and the amount of stored power in the
To solve this optimization problem, we use Theorem 2 af@ttery byPi, x(i), Pout,x(i), Pax(i), and By (i), respectively.
thereby transform an EH optimization problem into the norfFach EH transmitter uses the harvested power to transmit to

EH optimization problem in(24) with/ replaced by[(35) and its designated receiving nodes. We collect the indices ef th
P non—gn Set t0 Pim non_rn = P. The solution of the receiving nodes of thé-th EH transmitter in seRy. Then,

A. Asymptotically Optimal Power Allocation

resulting non-EH optimization problem is given By [31] in the i-th time slot, we decompose the transmit power of the
k-th EH node P, (i), into |Ry| transmit powers as
Py1(i) = aPy and Py 2(i) = (1 — )Py, Yi. (36) Pk Z o 41)
As a result of Theoremhl2[ (86) is also the solution to the JER
EH optimization problem in[{23). According to this solutlon\,\,herepOut x—;(i) is the transmit power of the codeword sent
Pout,1(i) and Pou 2 (i) are given by from the k-th EH transmitter to itsj-th receivef in the i-th

time slot. Similarly, in thei-th time slot, we decompose the
(37) desired transmit power of the-th EH transmitter,Py 4 (i),
into |Ry| desired transmit powers as

Py (i Z Py (i (42)
JERK

. faPy, if B(i—1)>aPy,
Pou1(7) = {B(z’ — 1), otherwise
 {(1—a)Py, if B(—1)> P,
Pout,2(i) = {B(i —1) = P, (i), otherwise (38)
To show that indeed with the power allocation ih](37)

and [3B) the capacny region |s ach|eved we insBri (3%herePd k—;(i) € P is the desired transmit power for the
and [3B) into R1 = limyoee 2 3V L Ri(i) and Ry = codeword sent from the-th EH transmitter to itg-th receiver
o N = -

iy oo & N " Ro(i), where R, and R, are the rates for in the i-th time slot. Using[(4l1) and_(42), we write the average

receivers 1 and 2, respectively, achieved dumtvig- oo time ; , , _
lots. N tilizi L qn hich stat th tfﬁ . If the same codeword is transmitted to more than one recetven, in
slots. Now, utiizing Lemma ll, wnich states that fin =  terms of transmit power, these receivers can be merged sitwke equivalent

Pa 1+ Py holds, Py 1(i) = aPy andPoy 2(i) = (1—a) Py, receiver.



transmit power and the average desired transmit power of the delay between nodésandj does not change with tirfle

k-th EH transmitter as

_ |
Pout,k - ngnoo T Zl Pout,k(z)
1 N
= Jim > Z Pout ks (1) (43)
i=1 jER

and

_ 1Y 1

Puw = Jim 7 Do Panli) = i, 503 3 Pascsi)
1= i= b

(44)

respectively. The average harvested power of thd EH
transmitter is given by

Rn,k = lim
N—o00

N
% Z Pi k(1) = E{Pin,k () }. (45)
i=1

Now, we define the utility function for the general network,
U(i), to be a function ofP,, x—;(i — Ax—;), VE, j. Using
R, defined previously, we construct the following vector of
powers

Pout,k(i) = [Pout,k—ﬂ (2 - Ak—)l)a Pout,k—>2(i - Ak—>2)7

....7P0ut_’kﬂ‘Rk‘(i_Ak*}|7?,k|)]' (48)

Using vectorsP,, x (i), for & = 1,...,M, we express the
dependence o/ (i) on Py k—; (i — Ak—j), Yk, J, af

U(i) = U(Pout,1 (1), Pout,2(1), ..., Pout, a1 ().

We note thal’(¢) as a function of any individuaP, x—; (i —
Aj_;) has the properties outlined for the point-to-point case
in Definition [I. AdoptingU (i) in (@9), the average utility
function U is given by [6).

For the general EH network, given a limit on the average
transmit power of each EH transmitté_?lim,k, our objective is
to determine the optimal desired powd?s . ; (i — Ax—;),

(49)

Let Piy,x denote the upper limit on the average transmitk, j,i, which produce the corresponding transmit powers

power of thek-th EH transmitter. ThenPout x < Bimx has
to be satisfied.

Pout k(i — Apj), such thatP,, x < Pim,x hold Vi and
the average utility functior/ is maximized. We define this

Similar to our model for the broadcast EH network imigorously in the following maximization problem

Section Ill, and without loss of generality, we assume that i

: ) - Lo Maximize :  lim LN U(4)
each time slot thé-th EH transmitter extracts power from its, °™Gcp Gy 55 v oo N 4=i=1

e (

battery in the following predefined sequential manner. Behe Subject to :

time slot, thek-th EH transmitter first extracts the power for
transmission of the codeword intended for the first recejivigy
node inRy, then, from the leftover power in the battery, the
k-th EH transmitter extracts the power for transmission ef tlaj2
codeword intended for the second receiving nod&jn and
so on until, from the leftover power in its battery, it extic

: Pout,k—>j (2) =

Py—j(i), if Bp(i—1)> > Pa g
IER 1<)
By(i —1) — > Pous,k—1, Otherwise
lER,I<]

: pout,k S I:)lim.,k
C3:
C4:

Optional constraints oty —,; (%)
By (i) = Bi(i — 1) + Pin k(1) = D jen,, Pout,k—j(1),

power for transmission of the codeword intended for|Reg|-
th receiving node ifRy. Then, P, 1 ; (i) is given by

Pak—j(1), if Br(i—1) > 30, 1<; Pak—i
Bi(i—1) — ZleRk,Kj Pt k-1, Otherwise
(46)

Pout,k—)j (Z) = {

where By (i) is the amount of power stored in the battery of

the k-th EH transmitter at the-th time slot and is given by

B(i) = Bi(i = 1) + P k(i) = > Poutks; ().
JERK

(47)

In a communication network comprised of multiple node
codewords may arrive at the intended receiver with a cert
delay from the moment of transmission if multiple hops are in
volved. For example, a codeword originating from transenitt
k in time slot/ may pass through several hops before arrivin

at the intended receiver in time slgtwhere: > [. In order to
model this delay, in the following, for th&th time slot, we
develop a generalized utility functiof(7), which may be a
function of the transmit powers in time slots priorito

Let U(i) denote the utility function in the-th time slot. In
order to generalize the utility functiod (i), we introduce a
delay A,_,; assigned to the pair of the-th EH transmitting
node and thej-th receiving node. The delay\,_,; is a
constant integer number satisfyilg< A;_,; < N, Vi, i.e,,

(50)

where P, 1 (i) is known causally at thé-th EH transmitter
only. On the other hand, since for the equivalent non-EH
system Py k(i) = Par—;(4), Vi, k,j, the optimization
problem is given by

Maximize :  lim &SN U(i
e AN 2 U0
Subject to: C1l: Eoutykﬁji(i) = dekﬁj(l') (51)

C2: Pak < Piimnon—EH,k
C3 : Optional constraints oy 5, ;(7),

%.\’/hereU(i), Vi, and C3 are the same as [n](50). We are now
ar'é‘ady to provide the framework for solving {50).

Theorem 4:The solution of the non-EH optimization prob-
lem in E’) with P’lim,nonfEH,k = min{Him,kan,k} is
so the solution to the EH optimization problem [n](50).

8We note that a similar mathematical framework could be aped for
time-varying delays\y, _, ;. However, this would make the presentation much
more involved. Hence, for simplicity, we assumyg,_, ; to be constant/i.

9For simplicity of presentation, we have assumed tiét) depends only
on the transmit power of nodeto nodej in one time instantyk, ;. However,
the proposed framework can also be extend to the case Wiigndepends
on the transmit powers of nodeto nodej in multiple time slots, as would
be the case if, for example, an automatic repeat request JAfR§ocol was
employed. To this end, defining a corresponding equivalentEH network
is required.
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As a result, the maximum average performance of a geln=1,...,(M —1)/2, Py r—k+1(i) i given by
eral EH network,U, is identical to the maximum average - .
performance of its equivalent general non-EH network with ;?“k 1]:8: gsgr:ia:r?dog\?:rk
Plim,non—EH,k = min{Plim,ka Pin,k}- dek%]ﬁ»l(i) = (l)n,k for even: and oddk
Proof: Please see Appendixl D. [ 0 for odd and even

and fork = (M —1)/2+1,.... M — 1, Pg x—1+1(7) is given

(54)

B. Example for General EH Network by
_ _ 2P for oddi and oddk
In th_e fqllowmg, we present an example for online power _ 2Py . for eveni and evenk
allocation in a general EH network. P k—k+1(1) = 0 for eveni and oddk  ©)
Example 4:In this example, we consider a multi-hop 0 for oddi and everk.

amplify-and-forward (AF) relay network comprised of one EH di h nfl4. the desired . .
transmitter source) — 2 AF half-duplex EH relays, and aAccording to Theorenil4, the desired transmit powers in

receiver. For simplicity, we assume théat is an odd number. (59) and [SF) are also the solution to the EH optimization

We numerate the nodes with numbers such that the soup&gble_m ED) He_nce, the transr_nﬁ powers of thﬂh, EH
node is node 1, the destination node is nadeand theM — 2 ngde In ,thel'th time SIOt, are given bypoutvkﬁk“(l) -
relays are indexed from 2 td/ — 1. The network operates in min{By(i — 1), Par—n+1(0)}, Where Py 41 (i) for k =
slow time-continuous fading and the complex-valued AWGH (M —1)/2 andk = (M —1)/2+1,..., M —1are given
at each receiver has unit variance. In thtéh time slot, the by (54) and [55), respectlvgly. . .
square of the fading gain of the channel from theh EH Nur_nencal _results for this example are provided in the
node to thek+1)-th EH node is denoted by, ;11 () where following section.
k=1,..,M—1. We assume that all nodes have full CSI. The
transmission from the source via the relays to the destinasi V. NUMERICAL EXAMPLES
carried out in the following manner. In odd (even) time slots In the following, we discuss the applicability of the devel-
the k-th node, wheré: is an odd (even) number, transmits twped framework, and, for the examples introduced in Sestion
the (k + 1)-th node. When a relay transmits in time siptt 1l - IV, we provide numerical results for different numbers
transmits a scaled version of the codeword received in tinoé time slots N and/or battery capacities,,... For all of
slot i — 1. Let U(i) represent the data rate received at thihe examples, we assume that the channels are Rayleigh
destination at time slot. Then,U (i) is given by fading with unit variance. Furthermore, we assume that the
power harvested by the EH transmitters is an exponentially
UG) = {1og2(1 + SNR (7)) if i > M —1 andi is even  distributed random variable with meaR,. All figures are
0 otherwise, obtained via Monte-Carlo simulation and in all figurgs in
(52) dB is expressed with respect to the unit variance AWGN.

where the equivalent SNR at the destination, SNR, is

i A. Applicability of the Developed Framework
given by [32, Eq. (17)]

In practical EH systems each EH node transmits in a finite
M1 number of time slotgV and has a finite battery capaciBy, ..
SNR, (i) = < H (1+ In this case, for the proposed solution to be applicable,
has to be sufficiently large. The numerical examples in the
-1 following subsections will illustrate what "sufficienthyaitge”
1 >_ 1] . means in this context. In terms &%,,...., the proposed solution
Pout,m—sm1(i—M+ 14+m)ym—m1 (i—M+1+m) is applicable in two cases. The first case is when the maximum
(53) capacity of the battery3,,., is much larger than the average
harvested powel,,, i.e., whenB,,., > P, holds. This is
Hence,U is the average data rate. L@tm,C be the average intuitive, since if By.x > P,, then the battery is practically
harvested power of thé-th EH node, and IetPlimJC > never fully filled. Hence, the finiteness &, has no effect.
Py, for k = 1,...,(M — 1)/2 and an,k < Pk, for The second case is when the maximum capacity of the battery
k= (M-1)/2+1,..,M — 1. Furthermore, we imposeis much larger than the upper limit on the average transmit
the constraints thaP, .1 (i) iS either zero or assumes apower, i.e., whenB,,., > P, holds. In this case, either
constant value identicali for which it is not zero. Then, we P, < Pji,, of Py, > Py, holds. If P, > Py, then the battery
use Theorerl4 to solvé (50). Thereby, we solve the non-H$ialmost always completely full any desired power can be
optimization problem[{31) by settin&lim,mn_EHJC = Pin,k, accounted for, hence, the framework holds. WhereaB,,i
for k = 1,..,(M — 1)/2 and Pimnon-euk = DBPimk, Pim then P, < Piy, < Bmax and the battery is practically
for (M — 1)/2 + 1,...,M — 1 and insert the constraintnever fully filled, hence, the finiteness &%,,.. has no effect.
on Py xk+1(2). The solution to this non-EH optimization For example, in today’s mobile phones the maximum capacity
problem is then straightforward and given as follows. Faf the battery is much larger than the average transmit power

m=1
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Fig. 1. Outage probability for the point-to-point EH and tegquivalent Fig. 2. Average rates for the point-to-point EH and the eajeint non-EH
non-EH systems for differenlVand Bmax = 200P;,. systems for differentV and Bmax = 200P;,.

of a codeword. This means thdl... is much larger than . _ 1 4nqp, = 0 is assumed. Fig. 2 shows that even for finite

the upper limit on the average transmit powe.. Hence, x ang finite B, the loss in rate of the point-to-point EH
this corresponds to the second case and independent of tem is small compared to the non-EH system.¥Fer 102,
large the average harvested power is, the proposed soi8tioQs 4 performance upper bound, we also show the average rate
applicable in terms 0By, ~ obtained with the offline solution froni|[8]. We note that the
Furthermore, the results derived in this paper for an iinipgine solution, however, needs noncausal knowledge of the
battery capacity constitute performance upper boundsh®@r t,5ested powers and the fading gains in&ll= 102 time
case when the battery capacity is finite. Such performanggis |n contrast, our proposed solution, although naiirg
upper bounds are very useful. In particular, in practiceall$ o finite N, is an online solution and requires only causal
heuristic online power allocation solutions are adoptee ttu knowledge of the fading gain in the current time slot, the
practical constrgints such as low complexity and/or lack %(/erage harvested power, and the average fading gain. The
CSI. However, in order to evaluate how good the proposggimal online solution forV = 10> would result in a curve
heuristic solutions are, a benchmark performance is needggp is petween the curve obtained with the optimal offline
for comparison. The proposed asymptotically optimal powgpytion from [8] and the curve obtained with our proposed
allocation scheme can serve as such a benchmark. solution. However, the optimal online solution for finidé is
based on dynamic programing and its exponentially increasi
B. Numerical Results for Example 1 computational complexity becomes prohibitive f§r= 102.

In Fig.[D, we plot the outage probabilit§], of the point- !N Fig.[3, we plot the average data raté, of a point-to-
to-point EH system, discussed in Example 1 in Section II, f@0int EH system for = 5 and Pc = —25 dB. We plotU
Bunax = 2002, and different\V, and compare it to the outagefor fixed N = 10* and differentB,,., and compare it to
probability of the non-EH system with an average transniffe average data rate of the non-EH system with an average
power P, and infinite V. From Fig.[l, we observe that everffansmit power?, and infinite V. The figure shows that, for
for N = 102, the loss in outage probability performance of€ adoptedV, even with B,.x = 20, the loss in rate of
the proposed online solution is relatively small (less tisan the point-to-point EH system is small compared to the non-
dB in the entire considered range &f,) compared to the EH system. We note that in the figure, all rates are zero for
performance of the non-EH system. This performance lofs < —25dB asPc = —25dB.
becomes almost negligible foy = 10*. Hence, for the point-
to-point EH system the proposed online solution, although
sub-optimal for finite N, yields a high performance at lowp, Numerical Results for Example 3
complexity even for smallV.

In Fig. [4, we plot the rate region of the broadcast EH
network with two receivers, cf. Example 3 in Section Ill, for
_ different V, and compare it to the capacity region of the non-

In Fig.[d, we show the average data ratg, of the point- EH proadcast network with an average transmit povgr
to-point EH system discus§ed in Example 2 in Section I, fgrgy this example, we set; = 1, o = 10, and 2, = 10, cf.
differentN' and Bmax = 200F;,, and compare it to the averagezxample 3 in Section I11. The figure shows that the difference
data rate of the equivalent non-EH system with averag@uwveen the rate region of the broadcast EH network with
transmit powetP,, and infinit€d V. An ideal transmitter with N = 102 and the capacity region of the non-EH broadcast

10 _ network is relatively small and becomes almost negligibie f

Note that also the non-EH system achieves a lower averageralat for 5 . .
finite N than for N — oo, i.e., even for the non-EH systefii — oo has to N = 10°. Hence, indeed a8/ — oo, the rate region of the
be assumed for the power allocation [0](17) to be optimal. broadcast EH network becomes the capacity region.

C. Numerical Results for Example 2
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Fig. 3. Average rates for the point-to-point EH system ardetjuivalent non-
EH systems for different battery capacif§max, and N = 10%. A realistic
transmitter model is adopted with power efficiency= 20% and constant
circuit power consumptiorPc = —25 dB.
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Fig. 4. Comparison between the rate region of the broadceshéwork
for different N, 71 = 1, v2 = 10, and P, = 10, and the capacity region of
the non-EH broadcast network with an average transmit pawer= 10.

E. Numerical Results for Example 4

In Fig.[8, we plot the average data raté, of the multihop

12
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Fig. 5. Average rate for multihop relay EH network and egleinamultihop
non-EH network for differentV, Bmax = 200P;,,, and different numbers of
relays.

VI. CONCLUSION

We have shown that the maximum average performance of
an EH network, utilizing optimal online power allocatiome
verges to the maximum average performance of an equivalent
non-EH network with appropriately chosen average transmit
power when the number of transmit time slofg, and the
battery capacities at each EH nod®,,.., satisfy N — oo
and By,.x — co. We have derived the asymptotically optimal
online power allocation which for a general EH network
optimizes a general utility function fav — oo and By,ax —
oco. The considered family of utility functions is general
enough to include the most important performance measures
in communication theory such as the ergodic data rate, eutag
probability, average bit error probability, and averaggnai-
to-noise ratio. The optimal online power allocation sauti
is obtained by solving the power allocation problem of an
equivalent non-EH network with nodes having infinite energy
available for the transmission of their codewords. Inténgsy,

relay EH network, considered in Example 4 in Section I\{he optimal solution only requires knowledge of the average

for Bmax = 200P,, different N, and different numbers

harvested energy but not of the amount of harvested energy

of relays, and compare it to the average data rate of the past, present, or future time slots. Although asymptotic

equivalent non-EH relay network with infinitd". We assume
that P = Pn/2, fork = (M —1)/2+1,.... M — 1.
Furthermore, we assume that the distance between source
destination is fixed, and that the relays are equidistaptygesd

in nature, the proposed solution is applicable to EH systems
transmitting in a large but finite nhumber of time slots and

l#dng nodes with battery capacities much larger than the
average harvested power and/or the maximum average tiansmi

on the line between the source and destination. Hence, if wéwer.

assume a path loss model with a path loss exponent equal

to two, and assume that the fading gains squared have a unit APPENDIX
mean, then, fol/ — 1 relays between source and destinationy  proof of Lemmall

the fading gains squared have a rpéaﬁ. Note that each relay
has an average harvested poweliRf. The figure shows that,

We divide the proof in two parts. In Parts | and I, we
consider the cases whep is set toPy = P < P, and

for fixed NV, as the number of relays increases, the performange = -

loss of the proposed power allocation solution also in@gas

1 = P < Piim, respectively.
1) Part | (P4 = PBim < P,): Taking the summation

compared to the performance of the non-EH network. How-im % vazl(') of both sides of[(3), we obtain

ever, asN increases this performance loss becomes negligi
as highlighted in Fig[]5 fortNV = 10 and 15 relays. Hence,
even if the utility functionU (i) has a relatively complicated

form, as is the case in this example, the performance of the
proposed online solution for the general EH network is almos

identical to the performance of the equivalent non-EH netwo
even for moderatéV.

cxdee]

1 & 1 &
lim — > B(i)= lim —» B(i—1)
i=1 =1

N—oo N 4 N—oo N 4

N N
.1 ) .1 .
+ Jim Z} P (i) = lim = Z} Pout(i),  (56)
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which can be written equivalently as On the other hand, sincg;(i) andU(3), Vi, are finite, and
sincej is finite, we have

ngnoo_ZB _ngnoo_ZBz_l ln_ 0ut-(57)

RS Z Pale ©3)
Now, sincePy < P, and since due td4F,., < Py holds,
we haveP,.. < P, which means tha?, — Pyt = € >
0. Replacing this in the right hand side ¢f157), and writing ngnoo N me{B Fa(i)} =0 (64)
SN B(i) = XN, B(i — 1) + B(N), where B(0) = 0, we
obtain the foIIowing
i 0 - @
Am o ZB (i—1)— Am 2} B(i-1) From [63){65), we obtain the following
1 1 J
1' —B(N) =e. 58 P — lim — i P i
+ lim —B(N)=e (58) Pow = Jim ;mln{B(z 1), Py(i)}
The two sums in[(38) cancel each other out, and we obtain N
the following identity for Py = By, < Py : 1 N
g 1aenily 1orfa = £ + Jim Z Pa(i) = Py. (66)
lim B(N)= lim Ne= occ. (59) =i+l
N—o00 N —oc0 1 N
Hence, whenP;y = Py, < P, holds, for any time slotV — U= th — U )+ Jim ~ Z 0
oo, (B9) holds. This is intuitive, since if in each time slot, on el TN T
average, more energy is stored in an infinite storage battery 1
than what is extracted from the battery, then, afier— oo = Jim < Z U(i), (67)
time slots, there must be infinite energy in the battery. We no N imimn
use [59) for proving the following proposition. i.e., P,w = Py and only the codewords after theth slot

Proposition 1: When Py = Py, < P, there must be
some time slot, denoted by, after which for any: > j
the eventP,.(i) = min{B(i — 1),P4(i)} = B — 1)
does not occur, and foi > j, only the eventP,,;(i) =
min{B(i — 1), P4(¢)} = Pa(¢) occurs. Moreover; must
satisfy

contribute to the average utility function, the contrilonti
of the other codewords is negligible. Since for > j,
P,u(i) = Pa(i) holds always, we obtain that only the
codewords for whichP,,:(i) = P4(i) holds contribute to
the average utility functio/ and the other codewords have
negligible contributions td/. This completes the proof of Part
] l.

A =0 (60) " 2y part il (By = P < Bu): If Py = Py, the following
Proof of Proposition 1:\We prove Proposition 1 by contradic-must hold
tion. Hence, we assume that we cannot find a time gslote- _
fined in Proposition 1, sincein{B(j—1), P4(j)} = B(j—1) FPouw = ngnoo ~ me{B i—1),Pa(i)}
occurred for some largg for which J\}i_r)nooj/N # 0 holds.
However, if Nli_r}nooj/N # 0 holds, thenj — oo must hold. lim — Zpd _ P, (68)
Consequently, if — co andmin{B(j—1), P4(5)} = B(j—1) N—oo N
occurred for thatj, then due to[(39) we would get the
following identity

.lim min{B(j — 1), Pa(j)} = .lim B(j—1)=o00. (61)

We prove the above claim by contradiction. Assume Pat
P, holds, however[(88) does not hold and

N
— 1
Pyt = lim — Y min{B(i — 1), Pa(i)}
However, since the powd?,(j) is finite, the expression in the " Nsx N ;

left hand side of[{61) must also satisfy

lim min{B(j ~ 1), Pa(j)} < lim Pa(j) < o0, (62) < ngnoo—ZPd = P (69)

J o0
which is a contradiction td (61), i.e., we obtain that fors co  holds instead. However, sinde,.. < P, holds, according to
both [61) and[{62) have to hold, which is impossible. As the proof in Part |,P,,, has to be given by[(66). Thereby,
result, Proposition 1 must be true. we obtain a contradiction that both {66) ahd](69) must hold.

Now if Proposition 1 is true, then the number of time slats Due to this contradiction[{69) cannot hold ahd](68) mustihol

for which P, (i) # Pa(i) holds, satisfiedimy_,.o A/N = instead. This concludes the proof &6f{68).
0, and the number of time slots for which,,(i) = Pa(7) Now, there are only two cases for whi¢h168) can hold. The
holds satisfiedimy_, (N — A)/N = 1. Thereby,P,+(i) = first case is when the number of slots for whiéh,(i) =
P4(7) holds practically always. This concludes the proof thaB(i — 1) holds, denoted by\, is negligible compared to the
P,ut(i) = Pa(i) holds practically always. number of slots for whichP,.:(i) = P4(i) holds, i.e.,A is
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such thatimy ., A/N = 0 holds. As a result, the codewordsP, (i) = Py4(i), Vi. Then, we can writd/y and U
for which P, (i) = B(i — 1) occurs have negligible effect on

the average utility functiod/ compared to the codewords for 7. — lim — Z U(Py(i
which P, (i) = P4(i) occurs. This can be proved as follows. N—oo N
Put all time slots for which P, (i) = B(i—1) occurs into set . 1 , . 1 .
7 and the rest of time slots for whicR,, (i) = Pa(i) occurs = ]\}E)noo N Z U(Fa(2)) + J\}l_r)noo N Z U(Pa(i)) (75)
into setZ . Then, letUpnax = max;ez U(7). Since Upayx IS = i€
finite it follows that the contribution of the codewords with 1 & )
powersP,,:(i) = B(i — 1) to the average utility function is U= ngnoo N Z U(Pout (7))
=1
1 1
tim + Y U6 < Jim 5 U = Jim 5D UMBG-1)+ lim %> U(Pa(i).
N—oco N N—oco N i€l ieT
i€L i€L (76)
. A
B ngnoo N~ Umax = 0. (70) Now, using [7B), we can obtaif, (i) for i € Z as Py(i) =

B(i — 1) + €(i). Inserting this into[(715) we can obtaliy; as
The second case is when the number of slots for whic_h

P,ut(i) = B(i — 1) holds, A, is not negligible compared to Ud =

the number of slots for whictP,. (i) = P4(i) holds, i.e.,A U(B(i — 1) I 1 U(P:(i

is such thatimy_,., A/N > 0 holds. Nevertheless, we can N—)oo N Z Y +e@) + Ngnoo N Z (Pa(7))

prove whenP,, (i) = B(i—1) occurs, the difference bgnNeen(

B(i — 1) and P4(i) must be so small that its effect di is @ Jim — ZU (t—1))+ lim — ZU (Pa(t

Fo . P = N—oo N N—oo N

negligible. As a result of this negligible effect dn, we can s ieZ

assume thaP,,:(i) = B(i — 1) = Py4(i) holds for practically (77)

all time slots. This is proven in the following. where (a) follows from the fourth property of/ given in

Since [68) holds, using the sefsandZ, we can rewrite Definition[d.

@9) as Hence, also for the second part whéq = P,, < B
holds, we can conclude th#t,,:(i¢) = P4(¢) holds for practi-

Z Bli—1) cally all time slots. This completes the proof of Lempia 1.

i—

i€l

]JEHOO—ZPd -,
B. Proof of Theorerhl2

+ ngnoo ~ Z Pa(i (71) Following the same procedure as for the proofs in Appendix
iel [Al with P4 adjusted toPy = min{ P, P}, we obtain that
P,ut(i) = P4(i) holds for practically all time slots when
Substracting the right hands side bf|(71) from both sides af . ~. Now, for each time slot for which P, ¢(i) = Pa(i)
(73), we obtain that holds, Pouix(i) = Pix(i), Vk, also holds. Therefore, it
follows that P,y k(i) = Par(i), Vk, holds for practically
) 1 ) ) all time slots whenN — oo. Consequently, following the
ngnoo N Z (Pa(i) = B(i—1)) =0 (72)  method in the proof of Theorel 1, we can writel(23)[ad (24)
= with appropriately adjusteiy, non—rn = min{ Piy, Py} as
explained in Theorer] 2.

N

must hold. Now, since foi € Z, Py(i) > B(i — 1) holds, we
can conclude tha{’(72) can hold if and only if in almost aII

time slotsi € Z, the difference betweeR, (i) and B(i — 1) C- Proof of Theoreril3
is negligible. Or, more precisely, fare Z, the average of the In this proof, set.A comprises the indices of the nodes
difference with Py x < P and setA comprises the indices of the
nodes wnhth > Pm x. We first prove that for the nodes
(i) = Py(i)—B(i—1) >0, ieT, (73) k € A, the number of time slots for whicR,us, (i ) # Pa k(i)

holds is negligible compared to the number of time slots
with Pous (1) = Pax(i). To this end, we use the proof in

satisfies ! ko e
AppendixA, where it is shown that an individual nokles A,
X after some finite number of time slofs, transmits with power
lim —Ze(i) =0. (74)  Pouwrk(i) = Pax(i), Vi > jix, wherelimy o jx/N =
Nooo N i€l Now, let j = maxy{jx}. Then,limy_ o j/N = 0 holds.
Furthermore, after thig-th time slot, all of the nodeg € A
In the following, we prove that the events in whié€l,. (i) = transmit with powerP,, (i) = Pax(i), Vi > j, i.e., these

B(i—1) occurs have negligible effect ar. To this end, let nodes transmit with poweP,; (i) = Py (i) for practically
us defineUy as the average utility function obtained whenmll time slots. This completes the proof for the nodes in the



set set4. Now, we are only left to prove that for the nodesi3]
k € A, the number of time slots in whicR, x (i) # Pax (i)
holds is negligible compared to the number of time slots WI'[|'P4]
Poutx(i) = Pax(i). To this end, for each node € A, let
us create a sefy, in which we put the time slots for which
Pout, k(1) # Pa (i) holds. Furthermore, let us create the Bet
in which we put the time slotsfor which Py 1 (7) # Pa k(%)

(5]

holds for at least one of the nodés= A, i.e., T is the union [6]
of all Z for k € A. Thereby, the cardinality of is upper
bounded by the sum of the cardinalites®f, Vk € A, i.e., [7]

the cardinality ofZ, denoted byA, is upper bounded as

A=IT] <> Tl (78)

ke A 8]

According to the proof in AppendixdA, ifPyx = P
holds, for any individual nod&, Poy:,x(i) = Pa(i) hold for
practically all time slots. Hence, let us ad(ﬁ;_,k = Pm_,k,
vk € A. Now, since|Z| is the number of time slots in which
Pout. k(i) # Pa (i) holds for nodek € A, according to the
proof in AppendiX(A,|Z;| satisfies

lim |Zy|/N =0 ,Vk € A.
N —o00

El

[10]

[11]
(79)

Now, combining [7B) and{79) we find that the cardinality of‘?!
7 satisfies

i < i = 0.
€

(80) 3]

when |A| < oo. Therefore, the cumulative effect of[14]
Pout k(i) # Pax(i) on U from the nodes in4d and A is
negligible sincelimy_,~(j + A)/N = 0 holds. Therefore,
following the method in the proof of Theorel 1, we caifi5]
write (28) as [(2P) with appropriately adjust€®i., non—En
as explained in Theorefd 3. This completes the proof.

[16]

D. Proof of Theoreril4

The proof for the general EH network is identical to tha”]
of the multiple-access EH network given in Appendix C,
however, the power®,, (i) and Py ;. (i) now have different [18]
meanings and are given b/ {41) aridl(42), respectively. In
particular, Py 1 (2) and Py (i) now are the total transmit
and the total desired powers in time slobf the k-th EH [19]
transmit node to all receiving nodes. Hence, by following th
same procedure as for the proof in Apperﬂ]x C, we can proyg,
that, if for the nodes: € A for which th E < Pm & holds
and the nodeg € A for which th > Pm + holds, Pd kIS
set toPd L= th . and Pd L= Pln k., respectively, we obtain
thatPout,k( ) = Par(4) holds for practically all time slots. As
a result,Poys k—; (1) = Pax—;(7) also holdsvi, k, j. Hence,
TheorenT# follows.

[21]

[22]

[23]
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