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#### Abstract

In this paper, we derive exact symbol error probability (SEP) expressions for orthogonal frequency-division multiplexing (OFDM) based on discrete fractional Fourier transform (DFrFT) when symbol timing offset (STO) and carrier frequency offset (CFO) are present together. Closed form expressions are derived for binary phase shift keying, quadrature phase shift keying, and 16-ary quadrature amplitude modulation in the case of transmission over a frequency selective Rayleigh fading channel. As it is well known, in OFDM the presence of CFO destroys the orthogonality between the sub-carriers, generating inter-carrier interference (ICI), while the presence of STO introduces intersymbol interference, between successive symbols, and phase rotations in frequency domain, within the same symbol. It is well recognized that an OFDM system based on DFrFT is more robust to ICI introduced by CFO than that based on discrete Fourier transform (DFT). Motivated by this, the combined effect of CFO and STO on the SEP of a DFrFT-based OFDM system is analyzed. Our results show that the DFrFT-based OFDM system outperforms that based on the DFT for different values of the DFrFT "angle parameter." Monte Carlo simulations are used to demonstrate the correctness of the derived analytical expressions.
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## I. Introduction

IN the recent years discrete fractional Fourier transform (DFrFT) has been proposed in many fields of digital signal processing as a practical means of performing time-frequency analysis [1], [2]. In the context of wireless communications, the use of DFrFT was proposed in place of discrete Fourier transform (DFT) as multi-carrier modulation technique for orthogonal frequency-division multiplexing (OFDM). The advantages of DFrFT over DFT in OFDM systems for transmission over doubly selective channels, i.e., channels that are selective both in time and in frequency, were originally delineated in [3].

As is well known, the main advantages of OFDM are channel estimation, low-complexity equalization, efficient hardware implementation, and easy realization of MIMO transmission.

[^0]Due to all these supportive properties, the DFT-based OFDM system has been adopted by many standards, such as wireless IEEE $802.11 \mathrm{a} / \mathrm{g} / \mathrm{n}$, local area networks, i.e., wireless metropoli$\tan$ area networks, i.e., IEEE802.16a, terrestrial digital video broadcasting systems, and wireless cellular networks, i.e., 4th generation (4G) Long Term Evolution and 5th generation (5G) New Radio (NR) [4]-[7]. Concerning with 5G-NR, different variants of OFDM, i.e., DFT-spread OFDM, filtered OFDM, and windowed-OFDM, will play a key role in the scenarios categorized in the 2020 time frame by International Telecommunication Union, which are defined by the following three main groups [4]: i) enhanced mobile broadband (eMBB) [8]; ii) massive machine type communication (mMTC) [9]; iii) ultrareliable and low latency communications (URLLC)[10]. Also, many advanced technologies have been introduced to meet the different requirements arising from the three groups, such as, massive multiple input multiple output (MIMO) [11] and millimeter-wave (mmWave) communication [12].

Although OFDM has several advantages, it also presents some disadvantages that are mainly introduced by synchronization issues like high sensitivity to symbol timing offset (STO) and carrier frequency offset (CFO) [13]. CFO is due to either mismatching of transmitter and receiver oscillators frequencies or Doppler spread while STO is caused by the discrepancy between the current sampling phase and the optimal one. The presence of CFO destroys the orthogonality among sub-carriers, which generates inter-carrier interference (ICI) [14]. The presence of STO introduces phase rotations in frequency domain, within the same symbol, and intersymbol interference (ISI), between successive symbols [13].

There are many synchronization techniques available in the literature for estimating and compensating offsets in OFDM systems [15]. However, in the presence of oscillator drifts and timevarying Doppler shifts, residual CFO and STO are still present in the received signal after the application of synchronization algorithms. In order to improve the robustness to residual CFO, an OFDM system based on the use DFrFT was proposed by Martone in [3]. This system is analogous to the conventional OFDM one with the difference that DFT and inverse DFT (IDFT) are replaced by DFrFT and inverse DFrFT (IDFrFT), respectively. As observed by Martone, in case of a time-varying frequency selective fading channel the entire conceptual framework of frequency-domain channel partitioning, exploited by DFT-based OFDM, loses its optimality. To counteract this drawback, Martone proposed the use of the DFrFT in OFDM where orthogonal signal bases of chirp function with rate $\cot (\alpha)$, being $\alpha$ the 'angle parameter', are used in place of the orthogonal complex exponentials of DFT in the presence of Doppler
effect. The main advantage of using orthogonal chirp function consists in the control of the time-frequency partition of the channel. Here, as already observed in the existing literature, the same concept is used to mitigate the performance degradation introduced by the loss of orthogonality due to CFO. Moreover, concerning STO, it is here observed for the first time that DFrFT is also beneficial in terms of performance. This is demonstrated by quantifying its effect in an analytical expression of the term responsible for introducing ICI and ISI, which is part of novel contribution.

It is worth noting that the higher tolerance to CFO and STO of DFrFT-based OFDM systems is achieved without any increase in implementation complexity compared to efficient implementation of DFT, which is known as fast Fourier transform (FFT). However, in the literature several versions of DFrFT algorithms have been proposed [16]. The proposed versions belong to four different categories: eigenvector decomposition-based method [17], weighted summation-based method [18], linear combination-based method [19], and sampling-based method [20]. As shown in Table I of [16], the complexity mainly depends on the constraints set on the implementations of different DFrFT algorithms. By following [16], we observe that when the block of length $N$ is a power of 2 , the run time complexity of DFrFT computation is in the order of $O\left(N^{2}\right)$ for the eigenvector decomposition and the weighted summation-based methods. In contrast, the complexity of sampling and linear-based methods is in the order of $O\left(N \log _{2} N\right)$, which is the same as that of FFT. For the sampling-based method this complexity is achieved by means of the Pei's algorithm [21]. Concerning with the use of DFrFT algorithm in OFDM, the most important property that must be satisfied is the reversibility in the IDFrFT computation. For this reason, we focus on the closed-form type form of sampling-based method that ensures such a property [22]. Note that, a further reduction in the complexity of DFT can be achieved via a novel sub-linear algorithm, named sparse Fourier transform, developed by Haitham et al. [23]. When the input data have a large size with a sparse spectrum, this algorithm reduces the complexity of DFT to $O\left(\log _{2} N \cdot \sqrt{k N \log _{2} N}\right)$, where $k$ stands for the number of large coefficients in the frequency domain. Similarly, Liu et al. [22] proposed the sparse DFrFT to achieve fast computation. These recent results about the low complexity implementation of DFrFT are the main motivation towards hardware implementations as, for example, those described in [24].

An important measure to evaluate the robustness of DFrFT with respect to residual CFO and STO is represented by the error rate performance. Closed form expressions for the symbol error probability (SEP) of a DFrFT-based OFDM system for frequency selective fading channels in presence of CFO were derived by many authors [25]-[29]. In [25], an exact bit error probability (BEP) formula was derived for binary phase shift keying (BPSK) transmission over the Rayleigh fading channel. For the same modulation and channel model, the authors in [26] analyzed BEP for the weighted-type DFrFT impaired by CFO. Always considering BPSK, in [27] the exact BEP of the hyperbolic DFrFT was derived for transmission over the Rician fading channel. In [28], the authors extended the work of [25] to the case of quadrature phase shift keying (QPSK) and derived an exact SEP expression for frequency selective Rayleigh fading channel. Finally, the analysis done in [29] extended SEP performance evaluation to the transmission over a Nakagami- $m$ fading channel both for BPSK and for QPSK modulation formats.


Fig. 1. DFrFT-based OFDM system model.
However, since it happens that CFO and STO are present simultaneously, a more complete picture is obtained by analyzing the performance when their effect is considered together instead of dealing only with CFO.

The main contributions of this paper are:

1) Definition of a DFrFT-based OFDM system model for a generalized multipath channel that includes both CFO and STO effects.
2) Derivation of exact SEP expressions for a DFrFT-based OFDM system with simultaneous presence of CFO and STO. The analytical closed form expressions are given for BPSK, QPSK, and 16-QAM modulation formats in case of transmission over a frequency selective Rayleigh fading channel.
3) Derivation of the closed form expression of the optimal DFrFT angle parameter $\alpha$ as a function of CFO.
The remaining sections are organized as follows. Section II describes the DFrFT-based OFDM system model in presence of CFO and STO. In Section III the derivations of exact SEP analytical expressions for BPSK, QPSK, and 16-QAM are given in case of transmission over a frequency selective Rayleigh channel. Possible extension to the massive MIMO case is suggested in Section IV. In Section V the derivation of an optimal closed form expression for the DFrFT angle parameter is given. In order to confirm the analytical results obtained in Section III, a comparison with Monte Carlo simulations is reported in Section VI. Finally, conclusion is drawn in Section VII.

## II. System Model

Figure 1 reports the block diagram of the complex baseband equivalent model of the DFrFT-based OFDM system. The transmitter includes the encoder block and the serial-to-parallel (S/P) converter block whose role is that of splitting the high data rate stream into a number of $N$ lower data rate parallel streams. The IDFrFT is computed on a block of $N$ information symbols. To overcome the effect of ISI, a cyclic prefix (CP) is inserted between successive OFDM symbols that consists of $N_{C P}$ samples, such that the length of the CP is at least equal to the memory of the channel measured in sampling intervals. Under this condition, the linear convolution between the transmitted sequence and the channel is converted to a circular convolution. The cyclically extended sequence is first sent at the input of a continuous-time pulse shaping filter and then transmitted through a time-varying multi-path fading channel. At the receiving side, a white Gaussian noise is added to the continuous time received signal and the resulting signal is filtered through the receiving pulse shaping filter and sampled. The CP is then removed and the resulting samples are $\mathrm{S} / \mathrm{P}$ converted and sent
to the DFrFT block. The $N$ samples at the output of the DFrFT are equalized, again serialized, and finally decoded to produce an estimate of the originally transmitted data.

## A. Model of the Transmitted Signal

The input bit stream is encoded into symbols taken from a given set of complex constellation points. The resulting $N$ complex symbols $X(k), k=0,1,2, \ldots, N-1$, are fed into the IDFrFT block, whose $m$ th output sample is written as

$$
\begin{equation*}
x(m)=\sum_{k=0}^{N-1} X(k) F_{-\alpha}(m, k), m=0,1,2, \ldots, N-1, \tag{1}
\end{equation*}
$$

where $F_{-\alpha}(m, k)$ is the kernel defined as

$$
\begin{align*}
F_{-\alpha}(m, k)= & \sqrt{\frac{\sin \alpha+j \cos \alpha}{N}} \\
& e^{\frac{-j m^{2} T^{2} \cot (\alpha)}{2}} e^{\frac{-j k^{2} u^{2} \cot (\alpha)}{2}} e^{\frac{j 2 \pi m k}{N}} \tag{2}
\end{align*}
$$

being $u$ the sampling interval in the fractional Fourier domain and $T$ the sampling interval in the time domain. The two sampling intervals are related as $u \times T=\frac{2 \pi|\sin (\alpha)|}{N}$. The angle between the fractional Fourier domain and the time domain is $\alpha=a \times \frac{\pi}{2}$, with $0 \leq a \leq 1$, where $a$ is a real number comprised between 0 and 1 . For $\alpha=\pi / 2$, that is $a=1$, the DFrFT-based OFDM converts into DFT-based OFDM.

A CP of length $N_{C P}$ is appended at the beginning of the block of $N$ samples $x(m), m=0, \ldots, N-1$, given in (1). The resulting discrete-time sequence is then applied at the input of continuous-time baseband transmit filter with impulse response $g_{t x}(t)$ that, in the following, is assumed to be a square root raised cosine filter with unit energy. By following [30], when dealing with the presence of STO a suffix of length $N_{G}$ must be introduced in order to take into account of the effect, in each time instant $t$, of the $N_{G}$ symbols that precede and follow the actual one. Although in theory the length of $N_{G}$ for raised cosine impulse responses should be set to infinite, in a practical case we can assume for it a "finite" value, which depends on the considered roll-off parameter. The value of $N_{C P}$ must be chosen higher or equal to $L_{c h}-1$, where $L_{c h}$ is the length of the channel measured in sampling intervals. In general, one has $N_{C P} \geq N_{G}$. However, if it happens that $N_{C P} \leq N_{G}$ we must increase $N_{C P}$ to $N_{G}$. Therefore, we have $N_{C P}=\max \left(L_{c h}-\right.$ $\left.1, N_{G}\right)$. The resulting baseband complex equivalent expression of the the continuous-time OFDM signal is

$$
\begin{equation*}
s(t)=\sum_{m=-N_{C P}}^{N-1+N_{G}} \tilde{x}(m) g_{t x}(t-m T), \quad 0 \leq t<T_{s} \tag{3}
\end{equation*}
$$

where $T_{s}=N T$ is the OFDM symbol interval and

$$
\tilde{x}(m)= \begin{cases}x(N+m), & m=-N_{C P}, \ldots,-1  \tag{4}\\ x(m), & m=0, \ldots, N-1, \\ x(m-N-1), & m=N+1, \ldots, N+N_{G}\end{cases}
$$

## B. Channel Model

The $L$-path tapped delay line baseband equivalent channel model defined in [31] is here considered. According to this
model, the impulse response of the time-varying multi-path fading channel is defined as

$$
\begin{equation*}
h(t)=\sum_{l=0}^{L-1} h_{l}(t) \delta\left(t-\tau_{l} T\right) \tag{5}
\end{equation*}
$$

where $h_{l}(t)$ is the complex amplitude, or tap coefficient, at time $t$ of the $l$ th path associated with the propagation delay $\tau_{l} T$, with $\tau_{l}$ being a real positive number, and $\delta(t)$ is the delta Dirac function. For the coefficients of the channel, we consider a model, where $h_{l}(t), l=0,1,2, \ldots, L-1$, are independent and identically distributed complex random variables with Rayleigh distributed amplitude, uniform distributed phase in $[0,2 \pi)$, and average power $\sigma_{l}^{2}=1 / L$. Therefore, $\sigma_{0}^{2}+\sigma_{1}^{2}+\cdots+\sigma_{L-1}^{2}=1$. In the following, we consider the case where $\tau_{l}=l$, which implies having delays at integer multiples of $T$ and, therefore, it results in $L_{c h}=L$.

## C. Model of the Received Signal With CFO and STO

After transmission over the channel the received signal $r(t)$ is expressed as

$$
\begin{equation*}
r(t)=\sum_{l=0}^{L-1} h_{l}(t) s(t-l T)+w(t) \tag{6}
\end{equation*}
$$

where $w(t)$ represents the complex additive white Gaussian noise (AWGN) at the receiver with power spectral density $N_{0}$. The signal in (6) is filtered by the receiving filter $g_{r x}(t)$, which is matched to $g_{t x}(t)$, to give

$$
\begin{equation*}
u(t)=r(t) \circledast g_{r x}(t) \tag{7}
\end{equation*}
$$

where $\circledast$ denotes linear convolution. In case of perfect synchronization the only distortions are introduced by the multi-path channel and by the Gaussian noise. However, due to estimation errors, residual timing and frequency offsets exist. The continuous-time model of the received signal that includes their effects is

$$
\begin{equation*}
y(t)=e^{j 2 \pi \Delta f t} u(t-\Delta T) \tag{8}
\end{equation*}
$$

where $\Delta f$ and $\Delta T$ denotes residual CFO and STO, respectively.
The received signal is sampled at time instants $t=n T$. After removal of the CP , the resulting discrete-time signal model is

$$
\begin{array}{r}
y(n T)=e^{\frac{j 2 \pi \Delta \epsilon n}{N}} \sum_{l=0}^{L-1} h_{l}(n T) \sum_{m=-N_{C P}}^{N-1+N_{G}} \tilde{x}(m) \\
g(n T-m T-l T-\Delta T)+\tilde{w}(n T) \tag{9}
\end{array}
$$

where $\Delta \epsilon=\Delta f T_{s}$ is the residual CFO normalized to the subcarrier spacing $1 / T_{s}, \tilde{w}(n T)=w(n T-\Delta T)$ is the AWGN, and $g(t)=g_{t x}(t) \circledast g_{r x}(t)$, which is a raised cosine impulse response that satisfies the Nyquist condition for not having ISI such as

$$
\begin{equation*}
g(t)=\frac{\sin \frac{\pi t}{T}}{\frac{\pi t}{T}} \cdot \frac{\cos \frac{\pi \rho t}{T}}{1-\left(\frac{2 \rho t}{T}\right)^{2}} \tag{10}
\end{equation*}
$$

with $\rho$ denoting the roll-off factor [31]. By omitting $T$, the fractionally Fourier domain signal after the DFrFT block is

$$
\begin{equation*}
Y(q)=\sum_{n=0}^{N-1} y(n) F_{\alpha}(q, n), \tag{11}
\end{equation*}
$$

where $F_{\alpha}(q, n)$ is the kernel defined as

$$
\begin{equation*}
F_{\alpha}(q, n)=\sqrt{\frac{\sin \alpha-j \cos \alpha}{N}} e^{\frac{j n^{2} T^{2} \cot (\alpha)}{2}} e^{\frac{j q^{2} u^{2} \cot (\alpha)}{2}} e^{\frac{-j 2 \pi n q}{N}} \tag{12}
\end{equation*}
$$

Substituting the value of $y(n)$ given in (9) into (11) we get

$$
\begin{align*}
& Y(q)=\sum_{n=0}^{N-1}\left\{e^{\frac{j 2 \pi \Delta \epsilon n}{N}} \sum_{l=0}^{L-1} h_{l}(n) \sum_{m=-N_{C P}}^{N-1+N_{G}} \sum_{k=0}^{N-1} X(k)\right. \\
& \left.F_{-\alpha}(m, k) g(n-m-l-\Delta \theta)+\tilde{w}(n)\right\} F_{\alpha}(q, n) \tag{13}
\end{align*}
$$

where $\Delta \theta=\Delta T / T$ is the normalized residual fractional STO. By following [30], we apply the change of variable $n-m=$ $p+N_{C P}$ in (15) to get

$$
\begin{align*}
Y(q)=\sum_{n=0}^{N-1}\{ & e^{\frac{j 2 \pi \Delta \epsilon n}{N}} \sum_{k=0}^{N-1} X(k) \sum_{p=n}^{n-N+1-N_{G}-N_{C P}} \sum_{l=0}^{L-1} h_{l}(n) \\
& g\left(p+N_{C P}-l-\Delta \theta\right) F_{-\alpha}\left(\left(n-p-N_{C P}\right)_{N}, k\right) \\
& +\tilde{w}(n)\} F_{\alpha}(q, n) . \tag{14}
\end{align*}
$$

Also, by using the same approximation of [30], where $g(t) \approx 0$ is assumed for $|t| \geq N_{G} T$, we obtain

$$
\begin{align*}
& Y(q)=\sum_{n=0}^{N-1}\left\{e^{\frac{j 2 \pi \Delta \in n}{N}} \sum_{k=0}^{N-1} X(k) F_{-\alpha}(n, k) \sum_{l=0}^{L-1} h_{l}(n)\right. \\
& \left.\sum_{m=-N_{G}}^{N_{C P}} g(m-l-\Delta \theta) e^{-j \frac{2 \pi}{N} k m}+\tilde{w}(n)\right\} F_{\alpha}(q, n) . \tag{15}
\end{align*}
$$

In order to have a more compact notation, a matrix representation is adopted. Also, we make the assumption of block fading channel where the coefficients $h_{l}(n)$, with $l=0, \ldots, L-1$, remain constant for the entire duration of the OFDM symbol, i.e., $h_{l}(n)=h_{l}$. Let $\boldsymbol{X}=[X(0), X(1), \ldots, X(N-1)]^{T}$ be the $N \times 1$ vector of symbols applied at the input of the IDFrFT block to give the transmitted vector

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{F}_{-\alpha} \boldsymbol{X} \tag{16}
\end{equation*}
$$

where $\boldsymbol{F}_{-\alpha}$ is the $N \times N$ IDFrFT kernel matrix whose element $(m, k)$ is given in (2). Similarly, for $\tilde{x}(m), m=-N_{C P}, \ldots$, $N+N_{G}$, we define the vector

$$
\begin{equation*}
\tilde{\boldsymbol{x}}=\left[\boldsymbol{x}^{T}\left(N-N_{C P}+1: N\right) \boldsymbol{x}^{T} \boldsymbol{x}^{T}\left(1: N_{G}\right)\right] \tag{17}
\end{equation*}
$$

where $\boldsymbol{x}(n: m)$ denotes the elements of vector $\boldsymbol{x}$ from $n$ to $m$ given by

$$
\begin{equation*}
\boldsymbol{x}(n: m)=\boldsymbol{F}_{-\alpha}^{n: m, k}(n: m, k) \tag{18}
\end{equation*}
$$

being $\boldsymbol{F}_{-\alpha}^{n: m, k}$ the $(m-n) \times N$ matrix obtained by taking rows of $\boldsymbol{F}_{-\alpha}(n, k)$ from $n$ to $m$, with $m>n$. After some mathematical manipulation we can rewrite (18) as

$$
\begin{equation*}
\tilde{\boldsymbol{x}}=\tilde{\boldsymbol{F}}_{-\alpha} \boldsymbol{X} \tag{19}
\end{equation*}
$$

where $\tilde{\boldsymbol{F}}_{-\alpha}=\left[\tilde{\boldsymbol{F}}_{-\alpha}^{\left(N-N_{C P}-1: N, k\right)} \boldsymbol{F}_{-\alpha} \boldsymbol{F}_{-\alpha}^{\left(1: N_{G}, k\right)}\right]$. With the introduced matrix notation, (9) is rewritten as the column vector

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{D}(\Delta \epsilon) \sum_{l=0}^{L-1} h_{l} \boldsymbol{G}_{\boldsymbol{l}}(\Delta \theta) \tilde{\boldsymbol{x}}+\tilde{\boldsymbol{w}} \tag{20}
\end{equation*}
$$

where $\boldsymbol{D}(\Delta \epsilon)=\operatorname{diag}\left(1, e^{\frac{j 2 \pi \Delta \epsilon}{N}}, \ldots, e^{\frac{j 2 \pi \Delta \epsilon(N-1)}{N}}\right)$ is the residual CFO matrix, with $\operatorname{diag}(\cdot)$ denoting a diagonal matrix, $\tilde{\boldsymbol{w}}=$ $[\tilde{w}(0), \ldots, \tilde{w}(N-1)]^{T}$ is the noise vector, and $\boldsymbol{G}_{l}(\Delta \theta)$ is the time domain STO matrix. The received signal in the fractionally Fourier domain is written as

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{S}(\Delta \epsilon, \Delta \theta) \boldsymbol{H}_{d} \boldsymbol{X}+\tilde{\boldsymbol{W}} \tag{21}
\end{equation*}
$$

where $\boldsymbol{S}(\Delta \epsilon, \Delta \theta)=\boldsymbol{F}_{\alpha} \boldsymbol{D}(\Delta \epsilon) \boldsymbol{F}_{-\alpha} \tilde{\boldsymbol{G}}(\Delta \theta), \tilde{\boldsymbol{W}}=\boldsymbol{F}_{\alpha} \tilde{\boldsymbol{w}}$ is the noise vector, and $\tilde{\boldsymbol{G}}(\Delta \theta)$ is a diagonal matrix represented as

$$
\begin{aligned}
& \tilde{\boldsymbol{G}}(\Delta \theta)=\operatorname{diag}\left\{\sum_{m=-N_{C P}}^{N_{G}} g(m-\Delta \theta) e^{\frac{-j 2 \pi m 0}{N}}, \sum_{m=-N_{C P}}^{N_{G}}\right. \\
& \left.g(m-\Delta \theta) e^{\frac{-j 2 \pi m 1}{N}}, \ldots, \sum_{m=-N_{C P}}^{N_{G}} g(m-\Delta \theta) e^{\frac{-j 2 \pi m(N-1)}{N}}\right\} .
\end{aligned}
$$

In (21), $\boldsymbol{H}_{d}=\operatorname{diag}(\boldsymbol{\beta})$, with $\boldsymbol{\beta}=\boldsymbol{F}_{1: L} \boldsymbol{h}$, where $\boldsymbol{h}=[h(0)$, $\ldots, h(L-1)]^{T}$ is the time-domain vector of channel coefficients and $\boldsymbol{F}_{1: L}$ corresponds to the first $L$ columns of the $N \times N$ DFT matrix. The $k$ th sub-carrier of the received signal vector given in (21) is given in (22), shown at the bottom of this page, where $X(k)$ is the transmitted complex data symbol over the $k$ th sub-carrier, $\beta(k)$ is the channel frequency response for the $k$ th sub-carrier, $\tilde{w}(k)$ is the complex AWGN with zero mean and variance per dimension $\sigma^{2}=N_{0} / 2$, and

$$
\begin{align*}
S(l, k)= & \frac{1}{N} \sum_{n=0}^{N-1} e^{j \frac{2 \pi \Delta \epsilon n}{N}} \sum_{m=0}^{N-1} e^{-j \frac{\left(m^{2}-n^{2}\right) T^{2} \cot (\alpha)}{2}} \\
& e^{j \frac{\left(l^{2}-k^{2}\right) u^{2} \cot (\alpha)}{2}} e^{j \frac{2 \pi(m k-n l)}{N}} \cdot b(l+k), \tag{23}
\end{align*}
$$

where $b(n)=[\tilde{\boldsymbol{G}}(\Delta \theta)]_{n, n}$.

## III. Symbol Error Probability Analysis

In this section we present the exact SEP analysis of DFrFTbased OFDM system in presence of CFO and STO for BPSK, QPSK, and 16-QAM modulation formats when transmission takes place over a frequency selective Rayleigh fading channel.

$$
Y(k)=\underbrace{X(k) S(0, k) \beta(k)}_{\begin{array}{c}
\text { Desired signal }  \tag{22}\\
\text { on the } k \text { th sub-carrier }
\end{array}}+\underbrace{\sum_{R(k)}^{N-1} X(q) S\left(<q-k>_{N}, k\right) \beta(q)}_{\begin{array}{c}
\text { ICI and ISI terms } \\
\text { due to sub-carriers other than } k
\end{array}}+\tilde{w}(k), \quad k=0, \ldots, N-1
$$

## A. BPSK

In the case of BPSK modulation scheme, symbols are drawn from the set $\{ \pm 1\}$. As in [32], we evaluate the performance on the $k$ th sub-carrier when $X(k)=+1$. With this assumption the received signal on the $k$ th sub-carrier is expressed as

$$
\begin{equation*}
Y(k)=S(0, k) \beta(k)+\sum_{q=0, q \neq k}^{N-1} X(q) S(q, k) \beta(q)+\tilde{w}(k) \tag{24}
\end{equation*}
$$

The equalized signal on the $k$ th sub-carrier is given by

$$
\begin{align*}
& \beta^{*}(k) Y(k)=S(0, k)|\beta(k)|^{2} \\
& \quad+\sum_{q=0, q \neq k}^{N-1} X(q) S(q, k) \beta(q) \beta^{*}(k)+\tilde{w}(k) \beta^{*}(k), \tag{25}
\end{align*}
$$

where * denotes complex conjugation. It is worth noting that, when STO is also present, in contrast to the case of CFO only, each sub-carrier is characterized by a different SEP [30]. The SEP on the $k$ th sub-carrier is

$$
\begin{equation*}
P_{s}\left(\xi_{k}\right)=\int_{\boldsymbol{\beta}} P_{s}\left(\xi_{k} \mid \boldsymbol{\beta}\right) p_{\boldsymbol{B}}(\boldsymbol{\beta}) d \boldsymbol{\beta} \tag{26}
\end{equation*}
$$

where $P_{s}\left(\xi_{k} \mid \boldsymbol{\beta}\right)$ is the SEP conditioned to a given $\boldsymbol{\beta}$, this latter being described by the $N$-dimensional joint probability density function (PDF) $p_{\boldsymbol{B}}(\boldsymbol{\beta})$. Since the evaluation of the above multidimensional integral is difficult, a simplification can be obtained by using the following factorization

$$
\begin{equation*}
p_{\boldsymbol{B}}(\boldsymbol{\beta})=p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right) p_{\beta(k)}(\beta(k)) \tag{27}
\end{equation*}
$$

where $\boldsymbol{\beta}_{k}=[\boldsymbol{\beta}(0: k-1) \boldsymbol{\beta}(k+1: N-1)]^{T}, p_{\beta(k)}(\beta(k))$ is the one dimensional PDF of $\beta(k)$, and $p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right)$ is the conditional PDF of $\boldsymbol{\beta}_{k}$ given $\beta(k)$. By replacing (27) in (26) we obtain

$$
\begin{equation*}
P_{s}\left(\xi_{k}\right)=\int_{0}^{\infty} P_{s}\left(\xi_{k} \mid \beta(k)\right) p_{\beta(k)}(\beta(k)) d \beta(k) \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{s}\left(\xi_{k} \mid \beta(k)\right)=\int_{\boldsymbol{\beta}_{k}} P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right) p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right) d \boldsymbol{\beta}_{k} \tag{29}
\end{equation*}
$$

The expression of $P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)$ can be obtained by computing the conditional characteristic function (CHF) of the received signal approach described in [28]. The considered conditional CHF of the real part of the equalized received signal given $\beta(k), \boldsymbol{\beta}_{k}$, defined as $\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]$ in (25), is

$$
\begin{equation*}
\varphi_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(\omega)=E\left[e^{j w \Re\left[\beta^{*}(k) Y(k)\right]} \mid \beta(k), \boldsymbol{\beta}_{k}\right] \tag{30}
\end{equation*}
$$

where $\Re[\cdot]$ denotes the real part and $E[\cdot]$ denotes the statistical expectation. Substituting (25) in (30) and averaging over the AWGN we get

$$
\begin{align*}
& \varphi_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(\omega)=e^{j w \Re\left[S(0, k)|\beta(k)|^{2}\right]} \\
& \prod_{q=0, q \neq k}^{N-1} E\left[e^{j \omega \Re\left[X(k) S(q, k) \beta(q) \beta^{*}(k)\right]}\right] \cdot e^{-\frac{\omega^{2} \sigma_{\beta}^{2}}{2}}, \tag{31}
\end{align*}
$$

where $\sigma_{\beta}^{2}=|\beta(k)|^{2} \sigma^{2}$. By computing the average over all the possible combinations of symbols and by using the trigonomet-
ric identity given by [32, eq. (3)], from (31) we get

$$
\begin{align*}
& \varphi_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(\omega)=e^{j \omega \Re\left[S(0, k)|\beta(k)|^{2}\right]} \cdot e^{-\frac{\omega^{2} \sigma_{\beta}^{2}}{2}} \\
& \frac{1}{2^{N-1}} \sum_{q=0, q \neq k}^{2^{N-2}} e^{j \omega \Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]}+e^{-j \omega \Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]}, \tag{32}
\end{align*}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}(S(1, k), S(2, k), \ldots, S(N-1, k))$ and $\boldsymbol{e}_{q}$ is an $N \times 1$ vector corresponding to the binary codeword of the number $2^{N-1}-q$, in which zeros have been substituted with -1 s . After some straightforward mathematical passages, (32) can be rewritten as

$$
\begin{align*}
& \varphi_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(\omega)=\frac{1}{2^{N-1}} \cdot e^{-\frac{\omega^{2} \sigma_{\beta}^{2}}{2}} \\
& \sum_{q=0}^{2^{N-2}-1} e^{j \omega\left(\Re\left[S(0, k)|\beta(k)|^{2}\right]+\Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right)} \\
& +\sum_{q=0}^{2^{N-2}-1} e^{j \omega\left(\Re\left[S(0, k)|\beta(k)|^{2}\right]-\Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right)} . \tag{33}
\end{align*}
$$

It can be observed that (33) represents the CHF of a mixture of Gaussian densities [32]. Now, an error will occur only if $\Re\left[\beta^{*}(k) Y(k) \mid \beta(k) \boldsymbol{\beta}_{k}\right]<0$. The probability of this event can be computed as

$$
\begin{equation*}
P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)=\int_{-\infty}^{0} f_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(x) d x \tag{34}
\end{equation*}
$$

where $f_{\Re\left[\beta^{*}(k) Y(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}(\cdot)$ is the conditional PDF obtained from the inverse Fourier transform (IFT) of the conditional CHF given in (33). The solution of (34) gives the following expression of the resulting conditional SEP
$P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)=\frac{1}{2^{N-1}} \sum_{q=0}^{2^{N-2}-1}$
$Q\left(\frac{|\beta(k)|^{2} \Re[S(0, k)]+b_{q}^{k}}{\sigma_{\beta}}\right)+Q\left(\frac{|\beta(k)|^{2} \Re[S(0, k)]-b_{q}^{k}}{\sigma_{\beta}}\right)$,
where $b_{q}^{k}=\Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]$. The expression of $P_{s}\left(\xi_{k} \mid \beta(k)\right)$ can now be obtained by substituting (35) in (29) and averaging over the conditional Gaussian PDF $p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right)$, with mean $E\left[\boldsymbol{\beta}_{k} \mid \beta(k)\right]$ and covariance $C_{\boldsymbol{\beta}_{k} \mid \beta(k)}$ [32, eq. (27)]. The resulting expression is

$$
\begin{align*}
P_{s}\left(\xi_{k} \mid \beta(k)\right)= & \frac{1}{2^{N-1}} \sum_{q=0}^{2^{N-2}-1} Q\left(\frac{|\beta(k)|\left(\Re[S(0, k)]+z_{q}^{k}\right)}{\sigma \sqrt{1+\frac{a_{q}^{k}}{2 \sigma^{2}}}}\right) \\
& Q\left(\frac{|\beta(k)|\left(\Re[S(0, k)]-z_{q}^{k}\right)}{\sigma \sqrt{1+\frac{a_{q}^{k}}{2 \sigma^{2}}}}\right) \tag{36}
\end{align*}
$$

where $z_{q}^{k}$ and $a_{q}^{k}$ are related to the mean and to the variance of the conditional random variable $\left(b_{q}^{k} \mid \beta(k)\right)$ as [25]

$$
\begin{equation*}
z_{q}^{k}=\frac{E\left[b_{q}^{k} \mid \beta(k)\right]}{|\beta(k)|^{2}}=C_{\beta(k) \beta(k)}^{-1} \Re\left[\left(\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda}\right) C_{\boldsymbol{\beta}_{k} \beta(k)}\right] \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{q}^{k}=2 \frac{\operatorname{var}\left[b_{q}^{k} \mid \beta(k)\right]}{|\beta(k)|^{2}}=\left(\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda}\right) C_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda}\right)^{H} \tag{38}
\end{equation*}
$$

respectively. In (37) and (38) we have $C_{\boldsymbol{\beta}_{k} \beta(k)}=E\left[\boldsymbol{\beta}_{k} \beta^{*}(k)\right]$, $C_{\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right)}=C_{\boldsymbol{\beta}_{k} \boldsymbol{\beta}_{k}}-C_{\beta(k) \beta(k)}^{-1} C_{\boldsymbol{\beta}_{k} \beta(k)} C_{\boldsymbol{\beta}_{k} \beta(k)}^{H}, C_{\left(\boldsymbol{\beta}_{k} \boldsymbol{\beta}_{k}\right)}=$ $\boldsymbol{F}_{1: L} \boldsymbol{h} \boldsymbol{F}_{1: L}^{H}$, being $(\cdot)^{H}$ the Hermitian transpose conjugation. In order to calculate the overall SEP we first introduce the change of variable $\gamma_{k}=2|\beta(k)|^{2} / \sigma^{2}$, which allows us to express (36) as a function of the instantaneous signal-to-noise ratio (SNR) $\gamma_{k}$ on the $k$ th sub-carrier, and then we average (28) over all the sub-carriers as

$$
\begin{equation*}
P_{s}(\xi)=\frac{1}{N} \sum_{k=0}^{N-1} P_{s}\left(\xi_{k}\right)=\frac{1}{N} \sum_{k=0}^{N-1} \int_{0}^{\infty} P_{s}\left(\xi_{k} \mid \gamma_{k}\right) p_{\gamma_{k}}\left(\gamma_{k}\right) d \gamma_{k} \tag{39}
\end{equation*}
$$

where $p_{\gamma_{k}}\left(\gamma_{k}\right)=\bar{\gamma}_{k}^{-1} e^{\frac{\gamma_{k}}{\gamma_{k}}}$ is the PDF of Rayleigh fading with average $\operatorname{SNR} \bar{\gamma}_{k}=2 E\left[|\beta(k)|^{2}\right] / \sigma^{2}$.

In what follows we adopt the polar form definition given in [31] for the $Q$-function in (36). The overall SEP is computed by applying the moment generating function (MGF) approach in (39) as

$$
\begin{align*}
& P_{s}(\xi)=\frac{1}{\pi N 2^{N-1}} \sum_{q=0}^{2^{N-2}-1} \sum_{k=0}^{N-1} \int_{0}^{\frac{\pi}{2}} \\
& \{\underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{k}\left(\Re[S(0, k)]+z_{q}^{k}\right)^{2}}{\left(1+\frac{a_{q}^{k}}{2 \sigma^{2}}\right) \sin ^{2} \theta}\right) p_{\gamma_{k}}\left(\gamma_{k}\right) d \gamma_{k}}_{M_{\gamma_{k}}\left(s_{1}\right)} \\
& +\underbrace{\int_{\left.\gamma_{k}\right)}^{\infty}}_{M_{0}^{\infty} \exp \left(-\frac{\gamma_{k}\left(\Re[S(0, k)]-z_{q}^{k}\right)^{2}}{\left(1+\frac{a_{q}^{k}}{2 \sigma^{2}}\right) \sin ^{2} \theta}\right) p_{\gamma_{k}}\left(\gamma_{k}\right) d \gamma_{k}} \tag{40}
\end{align*}
$$

where $M_{\gamma_{k}}(s)$ is used to denote the scaled Laplace transform of $p_{\gamma_{k}}\left(\gamma_{k}\right)$, which is known as MGF. The analytical expression of the MGF for the Rayleigh distribution is given by

$$
\begin{equation*}
M_{\gamma_{k}}(s)=\left(1-s \bar{\gamma}_{k}\right)^{-1} \tag{41}
\end{equation*}
$$

The computation of $P_{s}(\xi)$ is done by using (1.8) and (5.6) of [31]. The resulting analytical expression is

$$
\begin{align*}
& P_{s}(\xi)=\frac{1}{2}-\frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} \\
& \left\{f_{1} \sqrt{\frac{\bar{\gamma}_{k} C_{\beta(k) \beta(k)}\left(\Re[S(0, k)]+z_{q}^{k}\right)^{2}}{1+\bar{\gamma}_{k}\left(C_{\beta(k) \beta(k)}\left(\Re[S(0, k)]+z_{q}^{k}\right)^{2}+a_{q}^{k}\right)}}\right. \\
& \left.+f_{2} \sqrt{\frac{\bar{\gamma}_{k} C_{\beta(k) \beta(k)}\left(\Re[S(0, k)]-z_{q}^{k}\right)^{2}}{1+\bar{\gamma}_{k}\left(C_{\beta(k) \beta(k)}\left(\Re[S(0, k)]-z_{q}^{k}\right)^{2}+a_{q}^{k}\right)}}\right\} \tag{42}
\end{align*}
$$

where $f_{1}=\operatorname{sgn}\left(\Re[S(0, k)]+z_{q}^{k}\right)$ and $f_{2}=\operatorname{sgn}(\Re[S(0, k)]-$ $\left.z_{q}^{k}\right)$, being $\operatorname{sgn}(\cdot)$ the signum function. By substituting $\alpha=\pi / 2$
in $S(l, k)$ and $C_{\beta(k) \beta(k)}=2 \sigma^{2}$, we get the final expression of SEP for BPSK OFDM system based on DFT given by (13) of [25]. This is conform to the fact that OFDM system based on DFrFT is a generalization of conventional OFDM system.

## B. QPSK

For QPSK modulation the symbols are drawn from the set $\{ \pm 1 \pm j\}$. Without loosing generality, as done in Section III-A, we make the assumption that the symbol transmitted on the $k$ th sub-carrier is $X(k)=1+j$. By following [28] we can write the conditional probability of correct decision as

$$
\begin{align*}
P_{c} & \left(\beta^{*}(k) Y(k) \in D_{1} \mid X(k)\right. \\
& \left.=1+j, \Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right]\right) \\
& =Q\left(-\frac{\Re\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right) Q\left(-\frac{\Im\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right), \tag{43}
\end{align*}
$$

where $\Im[\cdot]$ denotes the imaginary part. The probability of correct decision is obtained by averaging (43) over the joint two-dimensional (2D) PDF defined by the real and imaginary parts of $\beta^{*}(k) R(k) \mid X(k)=1+j$, which is given by IFT of the CHF as

$$
\begin{align*}
& \varphi_{\Re\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right], \Im\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}\left(\omega_{I}, \omega_{Q}\right) \\
& =e^{j|\beta(k)|^{2}\left(\omega_{I}(\Re[S(0, k)]-\Im[S(0, k)])+\omega_{Q}(\Im[S(0, k)]+\Re[S(0, k)])\right)} \\
& \prod_{q=0}^{N-1} \cos \left(\omega_{I} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]+\omega_{Q} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right) \\
& q \neq k \\
& \cos \left(\omega_{I} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]-\omega_{Q} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right) . \tag{44}
\end{align*}
$$

By following [28], the resulting 2D conditional PDF is

$$
\begin{align*}
& p\left(\Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right] \mid \beta(k), \boldsymbol{\beta}_{k}\right)=\frac{1}{2^{2 N-2}} \sum_{q=0}^{2^{N-2}-1} \\
& \sum_{n=0}^{2^{N-2}-1} \sum_{m=1}^{4} \delta\left[\Re\left(\beta^{*}(k) R(k)\right)-|\beta(k)|^{2}\left(D_{A}+\varphi_{q, n}[1, m]\right)\right] \\
& \delta\left[\Im\left(\beta^{*}(k) R(k)\right)-|\beta(k)|^{2}\left(D_{B}+\varphi_{q, n}[2, m]\right)\right] \tag{45}
\end{align*}
$$

where $D_{A}=\Re[S(0, k)]-\Im[S(0, k)], D_{B}=\Re[S(0, k)]+\Im$ $[S(0, k)]$ and $\varphi_{q, n}[r, c]$ is the entry $(r, c)$ of the $2 \times 4$ matrix $\boldsymbol{G}$ $=\left[\left(\boldsymbol{g}_{A}+\boldsymbol{g}_{B}\right)\left(-\boldsymbol{g}_{A}-\boldsymbol{g}_{B}\right)\left(\boldsymbol{g}_{A}-\boldsymbol{g}_{B}\right)\left(-\boldsymbol{g}_{A}+\boldsymbol{g}_{B}\right)\right]$ with

$$
\begin{aligned}
\boldsymbol{g}_{A} & =\left[\Re\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right. \\
\Im & \left.\left.\Im \beta^{*}(k) \boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right]^{T} \\
\boldsymbol{g}_{B}=\left[\Im\left[\beta^{*}(k) \boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right. & \left.-\Re\left[\beta^{*}(k) \boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{\beta}_{k}\right]\right]^{T}
\end{aligned}
$$

The expression of the conditional probability of correct decision $P_{c}\left(\beta^{*}(k) R(k) \in D_{1} \mid \beta(k), \boldsymbol{\beta}_{k}\right)$ is therefore obtained by averaging (43) over the 2D PDF in (45). The conditional SEP on the $k$ th sub-carrier is obtained by subtracting the corresponding conditional probability of correct decision from 1 as

$$
P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)=1-P_{c}\left(\beta^{*}(k) R(k) \in D_{1} \mid \beta(k), \boldsymbol{\beta}_{k}\right)
$$

$$
=1-\frac{1}{N 2^{2 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{m=1}^{4}
$$

$$
\begin{align*}
& Q\left(-\frac{|\beta(k)|^{2}\left(D_{A}+\varphi_{q, n}[1, m]\right)}{\sigma_{\beta}}\right) \\
& Q\left(-\frac{|\beta(k)|^{2}\left(D_{B}+\varphi_{q, n}[2, m]\right)}{\sigma_{\beta}}\right) \tag{46}
\end{align*}
$$

As seen in Section III-A, computing $P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)$ requires the solution of a multi-dimensional integral. Therefore, first we need to average $P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)$ over $p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right)$, then the expression of $P_{s}\left(\xi_{k} \mid \beta(k)\right)$ is obtained by using the mean $|\beta(k)|^{2} \vartheta_{q, n}[i, m]$ and variance $|\beta(k)|^{2} \nu_{q, n}[m] / 2$ of the conditional Gaussian random variable $\varphi_{q, n}[i, m] \mid \beta(k)$ as

$$
\begin{gather*}
P_{s}\left(\xi_{k} \mid \beta(k)\right)=1-\frac{1}{N 2^{2 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{m=1}^{4} \\
Q\left(-\frac{|\beta(k)|\left(D_{A}+\vartheta_{q, n}[1, m]\right)}{\sigma \sqrt{1+\frac{\nu_{q, n}[m]}{2 \sigma^{2}}}}\right) \\
Q\left(-\frac{|\beta(k)|\left(D_{B}+\vartheta_{q, n}[2, m]\right)}{\sigma \sqrt{1+\frac{\nu_{q, n}[m]}{2 \sigma^{2}}}}\right) \tag{47}
\end{gather*}
$$

where

- $\vartheta_{q, n}[i, m]$ is the entry $(i, m)$ of the $2 \times 4$ matrix $\boldsymbol{W}=$ $\left[\left(\boldsymbol{w}_{A}+\boldsymbol{w}_{B}\right)\left(-\boldsymbol{w}_{A}-\boldsymbol{w}_{B}\right)\left(\boldsymbol{w}_{A}-\boldsymbol{w}_{B}\right)\left(-\boldsymbol{w}_{A}+\boldsymbol{w}_{B}\right)\right]$ with

$$
\boldsymbol{w}_{A}=C_{\beta(k) \beta(k)}^{-1}\left[\Re\left[\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right] \Im\left[\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T}
$$

$$
\boldsymbol{w}_{B}=C_{\beta(k) \beta(k)}^{-1}\left[\Im\left[\boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]-\Re\left[\boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T}
$$

being $\boldsymbol{C}_{\boldsymbol{\beta}_{k} \mid \beta(k)}$ the channel auto-covariance matrix given in [25];

- $\nu_{q, n}[m]$ is the entry $m$ of the $1 \times 4$ vector $\boldsymbol{\nu}=\left[\begin{array}{ll}\nu_{1} & \nu_{2}\end{array}\right.$ $\left.\nu_{3} \quad \nu_{4}\right]$, where $\nu_{i}=\boldsymbol{\zeta}_{i}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)} \boldsymbol{\Lambda} \boldsymbol{\zeta}_{i}$ and $\boldsymbol{\zeta}_{1}=\boldsymbol{e}_{q}+\boldsymbol{e}_{n}$, $\boldsymbol{\zeta}_{2}=-\boldsymbol{e}_{q}-\boldsymbol{e}_{n}, \boldsymbol{\zeta}_{3}=\boldsymbol{e}_{q}-\boldsymbol{e}_{n}, \boldsymbol{\zeta}_{4}=-\boldsymbol{e}_{q}+\boldsymbol{e}_{n}$.
We convert the multiplication of the two $Q$-functions in (47) into the sum of two $Q$-functions, which is given in equation (4.8) of [31]. Then, we apply the polar form definition of the $Q$-function in (47) and, as done in Section III-A, introduce $\gamma_{k}$ to express the instantaneous SNR on $k$ th sub-carrier. Following (39), the resulting SEP is (48), shown at the bottom of this page.

The equation can be further simplified by using [31, eq. (1.8)] and, by using the MGF of Rayleigh fading given in (41), the resulting expression can be solved using (5.102) of [31]. After some mathematical passages, the SEP expression is given by

$$
\begin{align*}
& P_{s}(\xi)=\frac{3}{4}-\frac{1}{N 2^{2 N-1}} \sum_{k=0}^{N-1} \sum_{q=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{m=1}^{4} \\
& \sqrt{\frac{C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi_{q, n}^{2}[1, m]}{2+\bar{\gamma}_{k} \nu_{q, n}[m]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi^{2}{ }_{q, n}[1, m]}} \\
& \left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\sqrt{\frac{C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi_{q, n}^{2}[2, m]}{2+\bar{\gamma}_{k} \nu_{q, n}[m]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi^{2}{ }_{q, n}[1, m]}}\right\}\right) \\
& \left.+\sqrt{\frac{C_{\beta(k) \beta(k) \Psi_{q, n}^{2}[2, m]}^{2+\bar{\gamma}_{k}}}{2 \nu_{q, n}[m]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi^{2}{ }_{q, n}[2, m]}}\right) \\
& \left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\sqrt{\frac{C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi_{q, n}^{2}[1, m]}{2+\bar{\gamma}_{k} \nu_{q, n}[m]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k} \Psi^{2}{ }_{q, n}[2, m]}}\right\}\right), \tag{49}
\end{align*}
$$

where $\Psi_{q, n}[i, m]$ is the entry $(i, m)$ of the $2 \times 4$ matrix $\boldsymbol{\Phi}=\boldsymbol{D} \otimes \mathbf{1}_{1 \times 4}+\boldsymbol{W}$, in which $\otimes$ is the Kronecker product, $\mathbf{1}_{1 \times 4}$ is a $1 \times 4$ vectors of 1 s , and $\boldsymbol{D}=\left[D_{A} D_{B}\right]^{\mathrm{T}}$. Similarly, substituting $\alpha=\pi / 2$ in $S(l, k)$ and $C_{\beta(k) \beta(k)}=2 \sigma^{2}$ in (49) we get the SEP expression of QPSK for conventional OFDM system given by (16) of [14].

## C. 16-QAM

For 16-QAM symbols are drawn from the set $\{ \pm 1 \pm j, \pm 1 \pm$ $3 j, \pm 3 \pm j, \pm 3 \pm 3 j\}$. We assume that symbol $X(k)$ transmitted on the $k$ th sub-carrier takes a value in the subset $\{1+j, 1+3 j, 3+j, 3+3 j\}$, which corresponds to points in the first quadrant $D_{1}$ [33].

First we consider that the transmitted symbol is $X(k)=1+j$ and evaluates the probability that the equalized received signal lies in the region $D_{s 1}=\{a+b j \mid 2 \geq a \geq 0,2 \geq b \geq 0\}$ of the complex plane. Thus, the conditional probability of making a correct decision given $X(k)=1+j$ is

$$
\begin{aligned}
& P_{c, 1}\left(\beta^{*}(k) Y(k) \in D_{s 1} \mid X(k)\right. \\
& \left.\quad=1+j, \Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right]\right)
\end{aligned}
$$

$$
\begin{align*}
& P_{s}(\xi)=1-\frac{1}{2 \pi N 2^{N-2}} \sum_{k=0}^{N-1} \sum_{q=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{m=1}^{4}\{\int_{0}^{\frac{\pi}{2}-\tan ^{-1}\left(\frac{D_{B}+\vartheta_{q, n}[2, m]}{\left.D_{A}+\vartheta_{q, n} 1, m\right]}\right)} \underbrace{}_{M_{\gamma_{k}\left(s_{1}\right)}^{\infty} \exp \left(-\frac{\gamma_{k}\left(D_{A}+\vartheta_{q, n}[1, m]\right)^{2}}{\left(1+\frac{\nu_{q, n}[m]}{2 \sigma^{2}}\right) \sin ^{2} \theta}\right) p_{\gamma_{k}}\left(\gamma_{k}\right) d \gamma_{k}} \\
&+\int_{0}^{\tan ^{-1}\left(\frac{D_{B}+\vartheta_{q, n}[2, m]}{D_{A}+\vartheta_{q, n}[1, m]}\right)} \underbrace{\int_{\gamma_{k}\left(s_{2}\right)}^{\infty}}_{M_{0}^{\infty} \exp \left(-\frac{\gamma_{k}\left(D_{B}+\vartheta_{q, n}[2, m]\right)^{2}}{\left(1+\frac{\nu_{q, n}[m]}{2 \sigma^{2}}\right) \sin ^{2} \theta}\right) p_{\gamma_{k}}\left(\gamma_{k}\right) d \gamma_{k}}) \tag{48}
\end{align*}
$$

$$
\begin{align*}
& =\int_{0}^{2} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{\left(x-\Re\left[\beta^{*}(k) R(k)\right]\right)^{2}}{2 \sigma^{2}}} d x \int_{0}^{2} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{\left(y-\Im\left[\beta^{*}(k) R(k)\right]\right)^{2}}{2 \sigma^{2}}} d y \\
& =\left[Q\left(\frac{-\Re\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right)-Q\left(\frac{2-\Re\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right)\right] \\
& {\left[Q\left(\frac{-\Im\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right)-Q\left(\frac{2-\Im\left[\beta^{*}(k) R(k)\right]}{\sigma_{\beta}}\right)\right]} \tag{50}
\end{align*}
$$

The probability of correct decision is obtained by averaging (50) over the joint 2D PDF of $\beta^{*}(k) R(k)$ as

$$
\begin{align*}
& P_{c, 1 \operatorname{avg}}\left(\beta^{*}(k) Y(k) \in D_{s 1} \mid X(k)=1+j\right) \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_{c, 1}\left(\beta^{*}(k) Y(k) \in D_{s 1} \mid X(k)\right. \\
& \left.=1+j, \Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right]\right) \\
& \quad p\left(\Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right] \mid X(k)\right. \\
& =1+j) d \Re\left[\beta^{*}(k) R(k)\right] d \Im\left[\beta^{*}(k) R(k)\right], \tag{51}
\end{align*}
$$

where the expression of $p\left(\Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right] \mid X(k)\right.$ $=1+j$ ) is given in [34]. Following [28], after substituting the value of the equalized signal $\beta^{*}(k) R(k)$ and after some simplifications, the 2D-CHF can be written as
$\varphi_{\Re\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right], \Im\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}\left(\omega_{I}, \omega_{Q}\right)$
$=E\left[e^{j|\beta(k)|^{2}\left(\Omega^{T} \boldsymbol{S}_{a}(0, k) \Re[X(k)]-\Omega^{T} \boldsymbol{S}_{\boldsymbol{b}}(0, k) \Im[X(k)]\right)}\right]$
$\left.\prod_{\substack{q=0 \\ q \neq k}}^{N-1} E\left[e^{j\left(\beta^{*}(k) \beta(q) \Omega^{T}\right.} \boldsymbol{S}_{\boldsymbol{a}}(q, k) \Re[X(q)]-\beta^{*}(k) \beta(q) \Omega^{T} \boldsymbol{S}_{\boldsymbol{b}}(q, k) \Im[X(q)]\right)\right]$,
where $\Omega^{T}=\left[\omega_{I} \omega_{Q}\right], \boldsymbol{S}_{\boldsymbol{a}}(q, k)=[\Re[S(q, k)] \Im[S(q, k)]]^{T}$ and $\boldsymbol{S}_{\boldsymbol{b}}(q, k)=[\Im[S(q, k)]-\Re[S(q, k)]]^{T}$. By substituting the value of $X(k)=1+j$ in (52) and by expanding in terms of real and imaginary parts we get

$$
\begin{aligned}
& \varphi_{\Re\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right], \Im\left[\beta^{*}(k) R(k) \mid \beta(k), \boldsymbol{\beta}_{k}\right]}\left(\omega_{I}, \omega_{Q}\right) \\
& =E\left[e^{\left[j|\beta(k)|^{2}\left\{\omega_{I}\left(\Re[S(0, k)]-\Im[S(0, k)]+\omega_{Q}(\Im[S(0, k)]+\Re[S(0, k)])\right\}\right]\right.}\right]
\end{aligned}
$$

$\prod_{q=0}^{N-1} \cos \left(\omega_{I} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]+\omega_{Q} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right)$ $q \neq k$
$\cos \left(2 \omega_{I} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]+2 \omega_{Q} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right)$ $\cos \left(\omega_{I} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]-\omega_{Q} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right)$ $\cos \left(2 \omega_{I} \Im\left[S(q, k) \beta^{*}(k) \beta(q)\right]-2 \omega_{Q} \Re\left[S(q, k) \beta^{*}(k) \beta(q)\right]\right)$.

The resulting PDF, obtained by computing the IFT of (53), is

$$
\begin{aligned}
& p\left(\Re\left[\beta^{*}(k) R(k)\right], \Im\left[\beta^{*}(k) R(k)\right]\right) \\
& =\frac{1}{2^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-1} \sum_{m=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{f=1}^{16} \delta\left[\Re\left[\beta^{*}(k) \Re(k)\right]\right. \\
& \left.\quad-\left(|\beta(k)|^{2}\left(D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
\delta\left[\Im\left[\beta^{*}(k) R(k)\right]-\left(|\beta(k)|^{2}\left(D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)\right)\right] \tag{54}
\end{equation*}
$$

where $\zeta_{q, l, m, n}[p, q]$ is the entry of the $2 \times 16$ matrix of

$$
\begin{aligned}
\boldsymbol{G}= & {\left[\left(\boldsymbol{g}_{A}+\boldsymbol{g}_{B}+\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(\boldsymbol{g}_{A}+\boldsymbol{g}_{B}+\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right)\right.} \\
& \left(\boldsymbol{g}_{A}+\boldsymbol{g}_{B}-\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(\boldsymbol{g}_{A}+\boldsymbol{g}_{B}-\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left(-\boldsymbol{g}_{A}-\boldsymbol{g}_{B}+\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(-\boldsymbol{g}_{A}-\boldsymbol{g}_{B}+\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left(-\boldsymbol{g}_{A}-\boldsymbol{g}_{B}-\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(-\boldsymbol{g}_{A}-\boldsymbol{g}_{B}-\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left(\boldsymbol{g}_{A}-\boldsymbol{g}_{B}+\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(\boldsymbol{g}_{A}-\boldsymbol{g}_{B}+\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left(\boldsymbol{g}_{A}-\boldsymbol{g}_{B}-\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(\boldsymbol{g}_{A}-\boldsymbol{g}_{B}-\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left(-\boldsymbol{g}_{A}+\boldsymbol{g}_{B}+\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(-\boldsymbol{g}_{A}+\boldsymbol{g}_{B}+\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right) \\
& \left.\left(-\boldsymbol{g}_{A}+\boldsymbol{g}_{B}-\boldsymbol{g}_{C}+\boldsymbol{g}_{D}\right)\left(-\boldsymbol{g}_{A}+\boldsymbol{g}_{B}-\boldsymbol{g}_{C}-\boldsymbol{g}_{D}\right)\right]
\end{aligned}
$$

with

$$
\begin{aligned}
& \boldsymbol{g}_{A}=\left[\Re\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{q}^{T}\right] \quad \Im\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{q}^{T}\right]\right]^{T}, \\
& \boldsymbol{g}_{B}=\left[\begin{array}{ll}
\left.2 \Re\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{l}^{T}\right] \quad 2 \Im\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{l}^{T}\right]\right]^{T},
\end{array}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.P_{c, 1 \operatorname{avg}}\left(\beta^{*}(k) Y(k) \in D_{s 1} \mid \beta(k), \boldsymbol{\beta}_{k}\right)=\frac{1}{2^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-1} \sum_{m=0}^{2^{N-2}-12^{2^{N-2}-1}} \sum_{n=0}^{16} \sum_{f=1}^{\sigma_{\beta}}\right) \mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right)-\mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right)-\mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right)
\end{align*}
$$

$$
\begin{aligned}
\boldsymbol{g}_{C} & =\left[\Im\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{m}^{T}\right]-\Re\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{m}^{T}\right]\right]^{T} \\
\boldsymbol{g}_{D} & =\left[2 \Im\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{n}^{T}\right]-2 \Re\left[\beta^{*}(k) \boldsymbol{\Lambda} \boldsymbol{\beta}_{k} e_{n}^{T}\right]\right]^{T} .
\end{aligned}
$$

The PDF given in (54) is a function of $\boldsymbol{\beta}$ and, therefore, by substituting in (51), we get (55), shown at the bottom of the previous page. It is worth observing that in the above equation the dependence on $\left(\beta(k), \boldsymbol{\beta}_{k}\right)$ is implicit in $\boldsymbol{\zeta}_{q, l, m, n}[1, f]$ and $\boldsymbol{\zeta}_{q, l, m, n}[2, f]$.

When symbol $X(k)=1+3 j$ is considered, a correct decision is taken when the equalized received signal lies in the region $D_{s 2}=\{a+b j \mid 2 \geq a \geq 0, b \geq 2\}$. By repeating the same considerations done for symbol $X(k)=1+j$, it is possible to derive the expression of the probability of correct decision conditioned to the transmission of symbol $X(k)=1+3 j$ as

$$
\begin{align*}
& P_{c, 2 a v g}\left(\beta^{*}(k) Y(k) \in D_{s 2} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \\
&=\left.\frac{1}{2^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-12^{N-2}-1} \sum_{m=0}^{2^{N-2}-1} \sum_{n=0}^{16} \sum_{f=1}^{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \\
&-\mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \tag{56}
\end{align*}
$$

Similarly, for transmitted symbol $X(k)=3+j$, the correct decision lies in the region $D_{s 3}=\{a+b j \mid a \geq 2,2 \geq b \geq 0\}$

$$
\begin{align*}
& P_{c, 3 a v g}\left(\beta^{*}(k) Y(k) \in D_{s 3} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \\
&= \frac{1}{2^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-1} \sum_{m=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{f=1}^{16} \\
& \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \\
&- \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \tag{57}
\end{align*}
$$

Finally, for transmitted symbol $X(k)=3+3 j$, the correct decision lies in the region $D_{s 4}=\{a+b j \mid a \geq 2, b \geq 2\}$

$$
\begin{align*}
& P_{c, 4 a v g}\left(\beta^{*}(k) Y(k) \in D_{s 4} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \\
& \left.=\frac{1}{2^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-1} \sum_{m=0}^{2^{N-2}-12^{N-2}-1} \sum_{n=0}^{16} \sum_{f=1}^{\sigma_{\beta}}\right) \\
& \quad \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{A}+\boldsymbol{\zeta}_{q, l, m, n}[1, f]\right)}{\sigma_{\beta}}\right) \\
& \quad \mathrm{Q}\left(\frac{2-\left(|\beta(k)|^{2} D_{B}+\boldsymbol{\zeta}_{q, l, m, n}[2, f]\right)}{\sigma_{\beta}}\right) \tag{58}
\end{align*}
$$

By taking into account the symmetry of the $16-\mathrm{QAM}$ modulation, the average probability of correct decision is
$P_{c}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right)=\frac{1}{4} \sum_{z=1}^{4} P_{c, z a v g}\left(\beta^{*}(k) Y(k) \in D_{s z} \mid \beta(k), \boldsymbol{\beta}_{k}\right)$.
The analytical expression of the SEP given $\left(\beta(k), \boldsymbol{\beta}_{k}\right)$ is

$$
\begin{align*}
& P_{s}\left(\xi_{k} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \triangleq P_{s}\left(\beta^{*}(k) Y(k) \notin D_{s 1} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \\
& \quad=1-P_{c}\left(\beta^{*}(k) Y(k) \in D_{s 1} \mid \beta(k), \boldsymbol{\beta}_{k}\right) \tag{60}
\end{align*}
$$

By following (29), the analytical expression of $P_{s}\left(\xi_{k} \mid \beta(k)\right)$ given in (61), shown at the bottom of the next page, is obtained by averaging over the $\operatorname{pdf} p_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{\beta}_{k} \mid \beta(k)\right)$, which is described by using the conditional mean $|\beta(k)|^{2} \boldsymbol{\vartheta}_{q, l, m, n}[i, m] \mid \beta(k)$ and the conditional variance $|\beta(k)|^{2} \boldsymbol{\nu}_{q, l, m, n}[m] / 2 \mid \beta(k)$ of the conditional Gaussian random variable $\boldsymbol{\zeta}_{q, l, m, n}[i, f] \mid \beta(k), i=1,2$, where

- $\boldsymbol{\vartheta}_{q, l, m, n}[i, f]$ is the entry $(i, f)$ of the $2 \times 16$ matrix of $\boldsymbol{W}=$

$$
\begin{aligned}
& {\left[\left(\boldsymbol{w}_{A}+\boldsymbol{w}_{B}+\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(\boldsymbol{w}_{A}+\boldsymbol{w}_{B}+\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right)\right.} \\
& \left(\boldsymbol{w}_{A}+\boldsymbol{w}_{B}-\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(\boldsymbol{w}_{A}+\boldsymbol{w}_{B}-\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right) \\
& \left(-\boldsymbol{w}_{A}-\boldsymbol{w}_{B}+\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(-\boldsymbol{w}_{A}-\boldsymbol{w}_{B}+\boldsymbol{g}_{C}-\boldsymbol{w}_{D}\right) \\
& \left(-\boldsymbol{w}_{A}-\boldsymbol{w}_{B}-\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(-\boldsymbol{w}_{A}-\boldsymbol{w}_{B}-\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right) \\
& \left(\boldsymbol{w}_{A}-\boldsymbol{w}_{B}+\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(\boldsymbol{w}_{A}-\boldsymbol{w}_{B}+\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right) \\
& \left(\boldsymbol{w}_{A}-\boldsymbol{w}_{B}-\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(\boldsymbol{w}_{A}-\boldsymbol{w}_{B}-\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right) \\
& \left(-\boldsymbol{w}_{A}+\boldsymbol{w}_{B}+\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(-\boldsymbol{w}_{A}+\boldsymbol{w}_{B}+\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right) \\
& \left.\left(-\boldsymbol{w}_{A}+\boldsymbol{w}_{B}-\boldsymbol{w}_{C}+\boldsymbol{w}_{D}\right)\left(-\boldsymbol{w}_{A}+\boldsymbol{w}_{B}-\boldsymbol{w}_{C}-\boldsymbol{w}_{D}\right)\right],
\end{aligned}
$$

with

$$
\begin{aligned}
& \boldsymbol{w}_{A}=C_{\beta(k) \beta(k)}^{-1}\left[\Re\left[\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right] \Im\left[\boldsymbol{e}_{q}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T} \\
& \boldsymbol{w}_{B}=C_{\beta(k) \beta(k)}^{-1}\left[2 \Re\left[\boldsymbol{e}_{l}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right] 2 \Im\left[\boldsymbol{e}_{l}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T} \\
& \boldsymbol{w}_{C}=C_{\beta(k) \beta(k)}^{-1}\left[\Im\left[\boldsymbol{e}_{m}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]-\Re\left[\boldsymbol{e}_{m}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T} \\
& \boldsymbol{w}_{D}=C_{\beta(k) \beta(k)}^{-1}\left[2 \Im\left[\boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]-2 \Re\left[\boldsymbol{e}_{n}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)}\right]\right]^{T}
\end{aligned}
$$

being $\boldsymbol{C}_{\boldsymbol{\beta}_{k} \mid \beta(k)}$ the channel auto-covariance matrix given in [25];

- $\boldsymbol{\nu}_{q, l, m, n}[f]$ is the $f$ th element of the $1 \times 16$ vector $\boldsymbol{\nu}=$ $\left[\begin{array}{llll}\nu_{1} & \nu_{2} & \cdots & \nu_{16}\end{array}\right]$, where $\nu_{i}=\boldsymbol{\zeta}_{i}^{T} \boldsymbol{\Lambda} \boldsymbol{C}_{\boldsymbol{\beta}_{k} \beta(k)} \boldsymbol{\Lambda} \boldsymbol{\zeta}_{i}$ and $\boldsymbol{\zeta}_{1}=$ $\boldsymbol{e}_{q}+\boldsymbol{e}_{l}+\boldsymbol{e}_{m}+\boldsymbol{e}_{n}, \quad \boldsymbol{\zeta}_{2}=\boldsymbol{e}_{q}+\boldsymbol{e}_{l}+\boldsymbol{e}_{m}-\boldsymbol{e}_{n}, \quad \boldsymbol{\zeta}_{3}=\boldsymbol{e}_{q}$ $+e_{l}-e_{m}+e_{n}, \zeta_{4}=e_{q}+e_{l}-e_{m}-e_{n}, \quad \zeta_{5}=-e_{q}-$ $e_{l}+e_{m}+e_{n}, \quad \zeta_{6}=-e_{q}-e_{l}+e_{m}-e_{n}, \quad \zeta_{7}=-e_{q}-$ $e_{l}-e_{m}+e_{n}, \quad \zeta_{8}=-e_{q}-e_{l}-e_{m}-e_{n}, \quad \boldsymbol{\zeta}_{9}=e_{q}-$ $e_{l}+e_{m}+e_{n}, \quad \zeta_{10}=e_{q}-e_{l}+e_{m}-e_{n}, \quad \zeta_{11}=e_{q}-$ $e_{l}-e_{m}+e_{n}, \quad \zeta_{12}=e_{q}-e_{l}-e_{n}-e_{n}, \quad \zeta_{13}=-e_{q}+$ $\boldsymbol{e}_{l}+\boldsymbol{e}_{m}+\boldsymbol{e}_{n}, \boldsymbol{\zeta}_{14}=-\boldsymbol{e}_{q}+\boldsymbol{e}_{l}+\boldsymbol{e}_{m}+\boldsymbol{e}_{n}, \boldsymbol{\zeta}_{15}=-\boldsymbol{e}_{q}+$ $\boldsymbol{e}_{l}-\boldsymbol{e}_{m}+\boldsymbol{e}_{n}, \boldsymbol{\zeta}_{16}=-\boldsymbol{e}_{q}+\boldsymbol{e}_{l}-\boldsymbol{e}_{m}-\boldsymbol{e}_{n}$.
Following the same analysis developed in Section III-B, the computation of the SEP can be performed by replacing the polar form definition of the $Q$-function in (61) and by converting the multiplication of the two $Q$-functions into the sum of two $Q$ functions given in equation (4.8) of [31]. After that, by using (5.102) of [31], the expression of the resulting $P_{s}(\xi)$ is given in (62), shown at the bottom of the next page. Substituting $\alpha=\pi / 2$ in $S(l, k)$ and $C_{\beta(k) \beta(k)}=2 \sigma^{2}$ in (42) we get the SEP expression of 16-QAM for conventional OFDM system given by (51) of [35].


## IV. Extension to Massive MIMO

The analysis presented so far can be easily extended to the case of massive MIMO channel. To this aim, the channel model given in (5) must be modified to include also the spatial characteristic. In particular, by focusing on the case of a uniform planar array with $M$ antennas at the transmitter and a single antenna at the receiver, in [36] a 3D space-time channel model is proposed by associating a steering vector, defined by azimuthal and the elevation angle of departures (AoDs), to each multi-path
component. The resulting multipath channel model is

$$
\begin{equation*}
\mathbf{h}(t)=\sum_{l=0}^{L-1} h_{l}(t) \delta\left(t-\tau_{l} T\right) \mathbf{a}\left(\phi_{l}(t), \theta_{l}(t)\right) \tag{63}
\end{equation*}
$$

where $\mathbf{a}\left(\phi_{l}(t), \theta_{l}(t)\right)$ is the time-varying steering vector related to the $l$ th path defined as

$$
\begin{align*}
\mathbf{a}\left(\phi_{l}(t), \theta_{l}(t)\right)= & {\left[1, e^{j 2 \pi \frac{d}{\lambda} \sin \left(\theta_{l}(t)\right)}, \ldots, e^{j 2 \pi \frac{d}{\lambda}\left(M_{2}-1\right) \sin \left(\theta_{l}(t)\right)}\right] } \\
\otimes & \frac{1}{\sqrt{M}}\left[1, e^{j 2 \pi \frac{d}{\lambda} \cos \left(\theta_{l}(t)\right) \sin \left(\phi_{l}(t)\right)}\right. \\
& \left.\ldots, e^{j 2 \pi \frac{d}{\lambda}\left(M_{1}-1\right) \cos \left(\theta_{l}(t)\right) \sin \left(\phi_{l}(t)\right)}\right]^{T} \tag{64}
\end{align*}
$$

being $\otimes$ the Kronecker product, $\phi_{u, l}$ and $\theta_{u, l}$ the azimuthal and elevation AoD, respectively, $M_{1}$ and $M_{2}$ the number of horizontal and vertical antennas, respectively, and $M=M_{1} \times$ $M_{2}$. In general, as observed in [37], angle coherence time is higher compared to classical channel coherence time, which leads to slow variations in time of AoDs compared to those of complex amplitudes $h_{l}(t)$. Therefore, when the same block fading assumption done in Sec. II.C is made, the channel model given in (63) can be written as

$$
\begin{equation*}
\mathbf{h}(t)=\sum_{l=0}^{L-1} h_{l} \delta\left(t-\tau_{l} T\right) \mathbf{a}\left(\phi_{l}, \theta_{l}\right) \tag{65}
\end{equation*}
$$

By adopting the classical narrowband channel assumption, the above equation reduces to the same spatial channel vector

$$
\begin{align*}
& P_{s}\left(\xi_{k} \mid \beta(k)\right)=1-\frac{1}{42^{4 N-2}} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0} \sum_{m=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{f=1}^{16} \mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& \times \mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right)-\mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& -\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right)+\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right)+-\mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& -\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right)+-\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& \times \mathrm{Q}\left(\frac{-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right)-\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \\
& +-\mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{A}+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \mathrm{Q}\left(\frac{2-|\beta(k)|\left(D_{B}+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]\right)}{\sigma \sqrt{1+\frac{\boldsymbol{\nu}_{q, l, m, n}[f]}{2 \sigma^{2}}}}\right) \tag{61}
\end{align*}
$$

defined by [36, eq. (1)] giving rise to

$$
\begin{equation*}
\mathbf{h}=\sum_{l=0}^{L-1} h_{l} \mathbf{a}\left(\phi_{l}, \theta_{l}\right) . \tag{66}
\end{equation*}
$$

In massive MIMO, the spatial channel model defined in (66) is used by the transmitter to perform beamforming where the resulting channel is modeled as a scalar coefficient. This defines a frequency flat fading channel for which it is straightforward to analyze the performance in the presence of CFO and STO by using the analytical expressions derived in Section III.

Since this paper deals with the analysis of performance in presence of CFO and STO for transmission over a frequency selective channel, the SEP analysis for massive MIMO is left to future work. No simulation results are therefore reported in Section VI.

## V. Optimal DFrFT Angle Parameter

From Fig. 2 it is clearly visible that for a given $\Delta \epsilon$ the optimal value of the DFrFT angle parameter $\alpha$ is independent from the modulation scheme. The reason of this independence can be easily explained from (22), which gives the model of the


Fig. 2. Analytical and simulated SEP versus DFrFT angle parameter $\alpha$ at normalized CFO $\Delta \epsilon=0.1,0.2$ in case of 8 -point DFrFT-based OFDM for BPSK, QPSK, and 16-QAM and transmission over frequency selective Rayleigh fading channel with 2-taps equal power delay profile at $\bar{\gamma}_{k}=25 \mathrm{~dB}$.
received signal used to derive all the analytical expressions of the SEP. From such an equation we observe that the first term, which denotes the desired signal, and the second term, which

$$
\begin{aligned}
P_{s}(\xi)= & \frac{3}{4}-\frac{1}{4 N 2^{4 N-2}} \sum_{k=0}^{N-1} \sum_{q=0}^{2^{N-2}-1} \sum_{l=0}^{2^{N-2}-1} \sum_{m=0}^{2^{N-2}-1} \sum_{n=0}^{2^{N-2}-1} \sum_{k=0}^{N-1} \sum_{f=1}^{16} \mathrm{E}_{1}^{1}(0) \Psi_{0}^{1}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{1}(0) \Psi_{0}^{1}[2, f]\right\}\right)+\mathrm{E}_{2}^{1}(0) \Psi_{0}^{1}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{1}(0) \Psi_{0}^{1}[1, f]\right\}\right)-\mathrm{E}_{1}^{1}(0) \Psi_{0}^{1}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{1}(0) \Psi_{2}^{1}[2, f]\right\}\right)-\mathrm{E}_{2}^{1}(2) \Psi_{2}^{1}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{1}(2) \Psi_{0}^{1}[1, f]\right\}\right)-\mathrm{E}_{1}^{1}(2) \Psi_{2}^{1}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{1}(2) \Psi_{0}^{1}[2, f]\right\}\right)-\left(\mathrm{E}_{2}^{1}(0) \Psi_{0}^{1}[2, f]\right. \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{1}(0) \Psi_{2}^{1}[1, f]\right\}\right)+\mathrm{E}_{1}^{1}(2) \Psi_{2}^{1}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{1}(2) \Psi_{2}^{1}[2, f]\right\}\right)+\mathrm{E}_{2}^{1}(2) \Psi_{2}^{1}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{1}(2) \Psi_{2}^{1}[1, f]\right\}\right)+\mathrm{E}_{1}^{2}(0) \Psi_{0}^{2}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{2}(0) \Psi_{2}^{2}[2, f]\right\}\right)+\mathrm{E}_{2}^{2}(2) \Psi_{2}^{2}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{2}(a) \Psi_{0}^{2}[1, f]\right\}\right)+\mathrm{E}_{1}^{2}(2) \Psi_{2}^{2}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{2}(2) \Psi_{2}^{2}[2, f]\right\}\right)+\mathrm{E}_{2}^{2}(2) \Psi_{2}^{2}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{2}(2) \Psi_{2}^{2}[1, f]\right\}\right)+\mathrm{E}_{1}^{3}(2) \Psi_{2}^{3}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{3}(2) \Psi_{0}^{3}[2, f]\right\}\right)+\mathrm{E}_{2}^{3}(0) \Psi_{0}^{3}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{3}(0) \Psi_{2}^{3}[1, f]\right\}\right)-\mathrm{E}_{1}^{3}(2) \Psi_{2}^{3}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{3}(2) \Psi_{2}^{3}[2, f]\right\}\right)-\mathrm{E}_{2}^{3}(2) \Psi_{2}^{3}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{3}(2) \Psi_{2}^{3}[1, f]\right\}\right)+\mathrm{E}_{1}^{4}(2) \Psi_{2}^{4}[1, f]\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{1}^{4}(2) \Psi_{2}^{4}[2, f]\right\}\right)+\mathrm{E}_{2}^{4}(2) \Psi_{2}^{4}[2, f] \\
& \times\left(\frac{1}{2}+\frac{1}{\pi} \operatorname{atan}\left\{\mathrm{E}_{2}^{4}(2) \Psi_{2}^{4}[1, f]\right\}\right) .
\end{aligned}
$$

where $\mathrm{E}_{1}^{i}(a)=\sqrt{\frac{C_{\beta(q) \beta(k)} \bar{\gamma}_{k}}{5+\bar{\gamma}_{k} \nu_{q, l, m, n}[f]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k}\left(\Psi_{a}^{i}[1, f]\right)^{2}}}, \mathrm{E}_{2}^{i}(a)=\sqrt{\frac{C_{\beta(q) \beta(k)} \bar{\gamma}_{k}}{5+\bar{\gamma}_{k} \nu_{q, l, m, n}[f]+C_{\beta(k) \beta(k)} \bar{\gamma}_{k}\left(\Psi_{a}^{i}[2, f]\right)^{2}}}$, $\Psi_{a}^{i}[1, f]=\left[D^{i}(1)+\boldsymbol{\vartheta}_{q, l, m, n}[1, f]-a\right]$ and $\Psi_{a}^{i}[2, f]=\left[D^{i}(2)+\boldsymbol{\vartheta}_{q, l, m, n}[2, f]-a\right]$.
where $\boldsymbol{D}^{1}=[11], \boldsymbol{D}^{2}=[13], \boldsymbol{D}^{3}=[31]$ and $\boldsymbol{D}^{4}=[33]$
is responsible for the introduction of ICI and ISI, consist of a scaling of the symbols transmitted on different sub-carriers by $S(0, k)$ and $S(l, k)$, respectively, since this function includes the effect of $\alpha, \Delta \epsilon$ and $\Delta \theta$. Therefore, all the derived expressions of SEP given in (42), (49), and (62) have the same minimum for a given value of $\Delta \epsilon$. After having observed this, one can argue that a strategy to find an expression for the optimal value of $\alpha$ consists in taking the most manageable SEP expression and look for its minimization. Hence, in our approach, we consider the SEP expression for BPSK given in (42) with respect to $\alpha$. In order to minimize $P_{s}(\xi)$ given in (42), we proceed with the calculation of the partial derivative $\partial P_{s}(\xi) / \partial \alpha$ as reported in Appendix A. The result is given in (67) at the bottom of this page. The derivation of the closed form expression of the optimal $\alpha$ can be obtained by considering the following remarks:

Remark 1: Fig. 3 reports the SEP versus $\alpha$ at $\gamma_{k}=25 \mathrm{~dB}$ with $\Delta \theta=0$ for an 8-point DFrFT-based OFDM system in case of BPSK transmission over a multi-path Rayleigh fading channel having a number of channel coefficients $L=1, \ldots, 5$ with equal power delay profile when $\Delta \epsilon=0.1,0.2$. From Fig. 3 it can be observed that the optimal $\alpha$, for a fixed $\Delta \epsilon$, is independent of channel coefficients $L$, besides being independent of the modulation scheme. With the above observation, we can say that the optimal $\alpha$ is independent of the channel co-variance, meaning that it does not depend on $z_{q}^{k}$ and $a_{q}^{k}$ and on the respective partial derivatives $\partial z_{q}^{k} / \partial \alpha$ and $\partial a_{q}^{k} / \partial \alpha$ defined in Appendix VII. Hence, the two partial derivatives $\partial z_{q}^{k} / \partial \alpha$ and $\partial a_{q}^{k} / \partial \alpha$ are set to zero in (67), which can be therefore rewritten as (68), shown at the bottom of this page. The following variables $\tilde{C}=\sqrt{f_{+}(\alpha)}, \tilde{D}=$ $\sqrt{f_{-}(\alpha)}, Z=\bar{\gamma}_{k} a_{q}^{k}+1, G G=\sqrt{A \tilde{C}^{2} / 1+A \tilde{C}^{2}+\bar{\gamma}_{k} a_{q}^{k}}$ and $F F=\sqrt{A \tilde{D}^{2} / 1+A \tilde{D}^{2}+\bar{\gamma}_{k} a_{q}^{k}}$ have been introduced in (68).


Fig. 3. Analytical and simulated SEP versus DFrFT angle parameter $\alpha$ at $\Delta \epsilon=0.1,0.2$ for 8-point DFrFT-based OFDM in the case of BPSK transmission over frequency selective Rayleigh fading channel with different values of $L$ at $\bar{\gamma}_{k}=25 \mathrm{~dB}$.

Remark 2: From Remark 1, it descends that when $\partial z_{q}^{k} / \partial \alpha$ and $\partial a_{q}^{k} / \partial \alpha$ are equal to zero it happens that $\tilde{C}=\tilde{D}$ and, therefore, we have $Y Y=Z Z$ and $W W=X X$ in (68), which can be rewritten as

$$
\begin{equation*}
\frac{\partial P_{s}(\xi)}{\partial \alpha}=-\frac{2}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} Y Y-\frac{2}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} W W \tag{69}
\end{equation*}
$$

From (69) we observe that to have $\partial P_{s}(\xi) / \partial \alpha=0$ both the two terms at the RHS must be equal to zero individually:

- $\sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} Y Y=0$
- $\sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} W W=0$.

$$
\begin{align*}
& \frac{\partial P_{s}(\xi)}{\partial \alpha}=-\frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}} \sum_{k=0}^{N-1}\left\{\frac{\operatorname{sign}(\tilde{C})}{\sqrt{\frac{A \tilde{C}^{2}}{1+A \tilde{C}^{2}+\bar{\gamma}_{k} a_{q}^{k}}}} \frac{A Z \tilde{C}\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}+\frac{\partial z_{q}^{k}}{\partial \alpha}\right)-A \bar{\gamma}_{k} \tilde{C}^{2} \frac{\partial a_{q}^{k}}{\partial \alpha}}{\left(1+A \tilde{C}^{2}+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}+4 \sqrt{\frac{A \tilde{C}^{2}}{1+A \tilde{C}^{2}+\bar{\gamma}_{k} a_{q}^{k}}} \tilde{C} \delta(\tilde{C})\right. \\
& \times\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}+\frac{\partial z_{q}^{k}}{\partial \alpha}\right)+\frac{\operatorname{sign}(\tilde{D})}{\sqrt{\frac{A \tilde{D}^{2}}{1+A \tilde{D}^{2}+\bar{\gamma}_{k} a_{q}^{k}}}} \frac{A Z \tilde{D}\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}-\frac{\partial z_{q}^{k}}{\partial \alpha}\right)-A \bar{\gamma}_{k} \tilde{D}^{2} \frac{\partial a_{q}^{k}}{\partial \alpha}}{\left(1+A \tilde{D}^{2}+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}} \\
& \left.+4 \sqrt{\frac{A \tilde{D}^{2}}{1+A \tilde{D}^{2}+\bar{\gamma}_{k} a_{q}^{k}}} \tilde{D} \delta(\tilde{D})\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}-\frac{\partial z_{q}^{k}}{\partial \alpha}\right)\right\}  \tag{67}\\
& \frac{\partial P_{s}(\xi)}{\partial \alpha}=\frac{-1}{N 2^{N}} \sum_{q=1}^{2^{N-2}} \sum_{k=0}^{N-1}\{\underbrace{\frac{\operatorname{sign}(\tilde{C}) A Z \tilde{C}\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}\right)}{G G\left(1+A \tilde{C}^{2}+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}}_{Y Y}+\underbrace{4 G G \tilde{C} \delta(\tilde{C})\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}\right)}_{W W}+\underbrace{\frac{\operatorname{sign}(\tilde{D}) A Z \tilde{D}\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}\right)}{F F\left(1+A \tilde{D}^{2}+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}}_{Z Z} \\
& +\underbrace{4 F F \tilde{D} \delta(\tilde{D})\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}\right)}_{X X}\} \tag{68}
\end{align*}
$$



Fig. 4. Comparison of SEP versus $\alpha$ for different values of $N$ in the case of BPSK transmission over a 2-taps Rayleigh fading channel with equal power delay profile, $\Delta \epsilon=0.1$, and $\bar{\gamma}_{k}=25 \mathrm{~dB}$.

Based on both above points, this condition can be satisfied only when $\partial S(0, k) / \partial \alpha=0$.

Remark 3: In Fig. 4, we plotted the SEP versus $\alpha$ at $\bar{\gamma}_{k}=$ 25 dB for different values of $N$ in case of BPSK transmission over an equal power delay profile frequency selective Rayleigh fading channel with 2 taps when $\Delta \epsilon=0.1$ and $\Delta \theta=0$. From the figure it is clearly visible that the optimal $\alpha$ for fixed $\Delta \epsilon$ is a function of $N$. By using Remarks 1,2, and 3 and following the derivation reported in the Appendix, it is now possible to compute the optimal $\alpha$ expression by setting $\partial S(0, k) / \partial \alpha=0$. After some mathematical manipulations and after substituting $\Delta \theta=0$, the final closed form expression of the optimal $\alpha$ is given by

$$
\begin{equation*}
\alpha_{o p t}=10\left|\operatorname{arcCoth}\left(2 \cdot \log \left(-\exp \left(\frac{j(\Delta \epsilon)^{a} \pi}{b}\right)\right)\right)\right| \tag{70}
\end{equation*}
$$

where $a=0.7 N^{0.3664}$ and $b=-25.22 N^{-0.5943}+14.62$. Finally, to confirm that the derived optimal expression for $\alpha$ gives a minimum, we computed the second partial derivative and evaluated its sign. The expression of the second order partial derivative is not reported due to the lack of space. By replacing the optimal value of $\alpha$ for different $\Delta \epsilon$ we got a positive sign, thus confirming that a minimum of SEP was achieved. The optimal $\alpha$ as a function of $\Delta \epsilon$ is reported in Fig. 7. From the results reported in the figure it is confirmed that the derived closed form expression of the optimal $\alpha$ matches with the one we are getting from the SEP performance given in Fig. 2

## VI. Theoretical and Simulation Results

In order to verify the correctness of the analysis done in Section III, SEP results obtained from Monte Carlo (MC) simulations, marked as $(\times)$, are compared with those given in equations (42), (49), and (62) by considering the roll-off $\rho=0.1$. For this roll-off we verified experimentally that $N_{G}=4$ is enough for taking into account the samples that precede and follow the actual one in a particular time instant $t$. First of all, the impact of the DFrFT angle parameter $\alpha$ is numerically evaluated to find its optimal value that minimizes the SEP for different values of the normalized CFO $\Delta \epsilon$ versus $\bar{\gamma}_{k}$ with $\Delta \theta=0$. The analytical and MC simulation results, obtained for $\Delta \epsilon=0.1,0.2$ at


Fig. 5. Comparison of SEP versus $\bar{\gamma}_{k}$ for 8 -point DFT- and DFrFT-based OFDM in case of BPSK modulation and transmission over an equal power delay 2-taps frequency selective Rayleigh fading channel at $\alpha=1.59$.


Fig. 6. Comparison of SEP versus $\bar{\gamma}_{k}$ between an 8-point DFT- and DFrFTbased OFDM system for QPSK in the case of the transmission over frequency selective Rayleigh fading channel with 2-taps of equal power delay profile at $\Delta \epsilon=0.1,0.2$ and at $\Delta \theta=0$ by considering the $\alpha=1.59$.
$\bar{\gamma}_{k}=25 \mathrm{~dB}$ with $N=8$ in case frequency selective Rayleigh fading channel with $L=2$ are shown in Fig. 2. From Fig. 2 it is clearly visible that the optimal value of $\alpha$ is independent of the modulation order for a given value of $\Delta \epsilon$. The optimal value of the angle parameter $\alpha_{o p t}$ depends only on the normalized carrier frequency offset $\Delta \epsilon$. From the figures it can be observed that simulation results confirm the derived analytical expressions. The choice of $\bar{\gamma}_{k}=25 \mathrm{~dB}$ represents a value that is about in the middle of the range of SNR values considered for measuring SEP performance, as it will be shown in Figs. 5, 6, and 8. However, the SEP performance is analyzed by considering $\alpha=1.59$ for both the two values of the CFO, $\Delta \epsilon=0.1,0.2$, and the STO $\Delta \theta=0$. Obviously, in the results presented in this section $\alpha=\pi / 2$ converts to the DFT-based OFDM. In Fig. 5 the SEP performance analysis is done in the case of BPSK modulation scheme for the DFrFT-based OFDM system with two different values of CFO, i.e., $\Delta \epsilon=0.1,0.2$. The analytical expression of the SEP given in (42) is confirmed by MC simulation in the case of transmission over the Rayleigh


Fig. 7. Optimal DFrFT angle parameter versus $\Delta \epsilon$ for BPSK modulation DFrFT-based OFDM.


Fig. 8. Comparison of SEP versus $\bar{\gamma}_{k}$ between 8-point DFT- and DFrFTbased OFDM for 16-QAM modulation scheme transmission over frequency selective Rayleigh fading channel of 2-taps with equal power delay profile at $\Delta \epsilon=0.1,0.2$ and $\Delta \theta=0$ by considering $\alpha=1.59$.
fading channel with $L=2$. Moreover, by substituting $\alpha=\pi / 2$, the proposed expression given in (42) converts into the DFTbased OFDM and at $\alpha=1.59$ is the same for both the values of CFO, $\Delta \epsilon=0.1,0.2$. Similarly, Figs. 6 and 8 report the SEP performance for QPSK and 16-QAM, respectively, considering the same parameters used above. As it can be observed from Figs. 5, 6 , and 8 , the performance of the DFrFT-based OFDM system with $\alpha=1.59$ overcomes that of the DFT-based one and simulation results perfectly match analytical ones for different values of $\Delta \epsilon$ and $\Delta \theta=0$. Furthermore, the analysis of the STO effect on SEP performance for DFrFT-based OFDM system using the same value of the DFrFT angle parameter $\alpha=1.59$ and for $\alpha=\pi / 2$ at $\bar{\gamma}_{k}=25 \mathrm{~dB}$ is given in Figs. 9, 10, and 11. In Fig. 9 the SEP performance obtained from the analytical expression given in (42), which holds for BPSK, is plotted for different values of the CFO, $\Delta \epsilon=0.15,0.18,0.2$. From Fig. 9, it is clearly visible that DFrFT-based OFDM system for $\alpha=1.59$ is more robust to STO than that based on DFT. Moreover, it can be observed that DFrFT-based OFDM is more robust to STO as well


Fig. 9. Comparison of SEP versus $\Delta \theta$ between 8 -point DFT- and DFrFTbased OFDM BPSK in the case of transmission over frequency selective Rayleigh fading channel with 2-taps of equal power delay profile at $\Delta \epsilon=0.15$, 0.18 , and 0.2 and $\bar{\gamma}_{k}=25 \mathrm{~dB}$ for DFrFT angle parameter $\alpha=1.59$.


Fig. 10. Comparison of SEP versus $\Delta \theta$ between 8-point DFT- and DFrFTbased OFDM for QPSK transmission over frequency selective Rayleigh fading channel of 2-taps with equal power delay profile at normalized CFOs $\Delta \epsilon=0.15,0.18$, and 0.2 and $\bar{\gamma}_{k}=25 \mathrm{~dB}$ for DFrFT angle parameter $\alpha=1.59$.
as to CFO as compared to DFT-based OFDM. Similarly, Figs. 10 and 11 show the SEP performance of QPSK and 16-QAM, respectively, for the same values of CFO considered above. As it can be observed from Figs. 9, 10, and 11, by increasing the values of $\Delta \theta$ the SEP performance degrades significantly, the rate of degradation of DFrFT being larger as compared to that of DFT. This is because we fixed the values of the DFrFT angle parameter to $\alpha=1.59$ and evaluated over the different $\Delta \theta$. By increasing the value of $\Delta \theta$ for fixed $\alpha$ the term $S(l, k)$, which is responsible for ICI and ISI in (23), increases. Due to the fixed value $\alpha=1.59$, the rate of the degradation in SEP performance in DFrFT is larger as compared to the one based on DFT. Our results show that DFrFT-based OFDM system guarantees more robustness that DFT-based OFDM system when the effect of CFO and STO are considered together by proper selection of the DFrFT angle value $\alpha$.


Fig. 11. Comparison of SEP versus $\Delta \theta$ between 8-point DFT- and DFrFT based OFDM for 16-QAM transmission over frequency selective Rayleigh fading channel of 2-taps with equal power delay profile at $\Delta \epsilon=0.15,0.18$ and 0.2 and at $\bar{\gamma}_{k}=25 \mathrm{~dB}$ for DFrFT angle parameter $\alpha=1.59$.


Fig. 12. Comparison of SEP versus $\bar{\gamma}_{k}$ between 8-point DFT- and DFrFT based OFDM for BPSK modulation techniques transmission over frequency selective Rayleigh fading channel with different number of channel coefficients $L$ at $\Delta \epsilon=0.1$ and $\Delta \theta=0$.

Figure 12 reports the SEP versus $\bar{\gamma}_{k}$ for different values of the multi-path Rayleigh fading channel coefficients $L$ in case of BPSK. In the figure, we compare the SEP performance for 8point DFrFT- and DFT-based OFDM system for different values of $L$ with equal power delay profile frequency selective Rayleigh fading channel when $\Delta \epsilon=0.1$ and $\Delta \theta=0$. From Fig. 12, it is clearly visible that the performance of the DFrFT-based OFDM system is always better than that of the DFT-based one for any value of $L$. Also, at $\alpha=\pi / 2$ and $\Delta \theta=0$ derived results have a perfect match with those given in literature when only CFO is present. With the same parameters of Fig. 12, in Fig. 13 a similar behavior of SEP versus $\bar{\gamma}_{k}$ is observed for QPSK. From the figure it can also be seen that at $\alpha=\pi / 2$ and $\Delta \theta=0$ there is a perfect match with the results shown in [14]. Finally, similar confirmation can be obtained for 16-QAM. The results for 16QAM are reported in Fig. 14, for which at $\alpha=\pi / 2$ and $\Delta \theta=0$ derived results there is a perfect agreement with those given in


Fig. 13. Comparison of SEP versus $\bar{\gamma}_{k}$ between 8 -point DFT- and DFrFT based OFDM for QPSK modulation techniques transmission over frequency selective Rayleigh fading channel with different number of channel coefficients $L$ at $\Delta \epsilon=0.1$ and $\Delta \theta=0$.


Fig. 14. Comparison of SEP versus $\bar{\gamma}_{k}$ between 8-point DFT and DFrFTbased OFDM 16-QAM transmission over frequency selective Rayleigh fading channel with different number of channel taps $L$ at $\Delta \epsilon=0.1$ and $\Delta \theta=0$.
[35]. Therefore, our results confirm the superiority of DFrFTbased OFDM compared to DFT-based OFDM when the optimal angle parameter is set for the given value of $\Delta \epsilon$.

The optimality of $\alpha$ is verified by drawing the SEP versus CFO in case of transmission over a 2-taps frequency selective Rayleigh fading channel. In Fig. 15, the SEP versus $\Delta \epsilon$ is reported by considering the fixed value of $\bar{\gamma}_{k}=25 \mathrm{~dB}$ and $\Delta \theta=0$ for an 8-point DFrFT-based OFDM system using BPSK at $\alpha=\pi / 2,1.584,1.591$, and1.61. The chosen values of $\alpha$ are the optimal ones for $\Delta \epsilon=0.1,0.2$, and 0.3 , respectively. From Fig. 15 we observe that the best SEP performance is always better at the value of $\Delta \epsilon$ that defines $\alpha_{o p t}$ and that as we move away from both the two sides of these optimal values the performance degrades. With the same parameters given in Fig. 15, Fig. 16 reports the SEP versus $\Delta \epsilon$ for QPSK. From Fig. 16 we can observe a similar behavior in the SEP performance. Finally, the same behavior is also observed for 16-QAM from the results shown in Fig. 17.


Fig. 15. Comparison of SEP versus $\Delta \epsilon$ between 8-point DFrFT-based OFDM for BPSK modulation techniques transmission over frequency selective Rayleigh fading channel with 2-taps for different $\alpha$ and at $\bar{\gamma}_{k}=25 \mathrm{~dB}$.


Fig. 16. Comparison of SEP versus $\Delta \epsilon$ between 8-point DFrFT-based OFDM for QPSK modulation techniques transmission over frequency selective Rayleigh fading channel with 2-taps for different $\alpha$ and at $\bar{\gamma}_{k}=25 \mathrm{~dB}$.

## VII. CONCLUSION

This article provides SEP analysis of DFrFT-based OFDM systems with CFO and STO in frequency selective Rayleigh fading channels. It is well known that DFrFT-based OFDM systems allow to improve the performance of the DFT-based one over doubly dispersive fading channels by properly choosing the optimal value of the DFrFT angle parameter $\alpha_{\text {opt }}$. In this paper we have focused on the derivation of exact SEP expressions for DFrFT-based OFDM system in case of BPSK, QPSK, and 16QAM modulation schemes for the frequency selective Rayleigh fading channel when STO and CFO are present at the same time. From the presented results, it came out for the first time that DFrFT based OFDM system is also more robust to STO $(\Delta \theta)$ as well as the CFO $(\Delta \epsilon)$ at $\alpha_{o p t}$. In order to get the confirmation of the $\alpha_{\text {opt }}$ for particular CFO values, we have also derived the closed form expression of the $\alpha_{o p t}$ as a function of the $\Delta \epsilon$. The correctness of the derived analytical expressions has been demonstrated by comparing them to SEP obtained by means of Monte Carlo simulations. Our results demonstrate that at optimal value of the angle parameter $\alpha_{o p t}$ the DFrFT-based OFDM system overcomes DFT-based OFDM one because the


Fig. 17. Comparison of SEP versus $\Delta \epsilon$ between 8-point DFrFT-based OFDM for 16-QAM in case of transmission over frequency selective Rayleigh fading channel with 2-taps with different $\alpha$ and at $\bar{\gamma}_{k}=25 \mathrm{~dB}$.
lower sensitive to the STO as well as the CFO. For $\alpha=\pi / 2$ DFrFT-based OFDM system converts to DFT-OFDM system. A possible extension of the given SEP analysis to the massive MIMO case has been also addressed. However, an in depth analytical study of this case is left to future work.

## Appendix A <br> DERIVATIVE OF SEP EXPression

The computation of $\partial P_{s}(\xi) / \partial \alpha$ is given in (71) and shown at the top of the next page, where $P=\frac{A f_{+}(\alpha)}{1+A f_{+}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}}, Q=$ $\frac{A f_{-}(\alpha)}{1+A f_{-}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}}$, with $f_{+}(\alpha)=\left(\Re[S(0, k)]+z_{q}^{k}\right)^{2}$ and $f_{-}(\alpha)$ $=\left(\Re[S(0, k)]-z_{q}^{k}\right)^{2} ; A=\bar{\gamma}_{k} C_{\beta(k) \beta(k)} ; \frac{\partial f_{+}(\alpha)}{\partial \alpha}=2(\Re[S(0, k)]$ $\left.+z_{q}^{k}\right)\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}+\frac{\partial z_{q}^{k}}{\partial \alpha}\right)$, and $\frac{\partial f_{-}(\alpha)}{\partial \alpha}=2\left(\Re[S(0, k)]-z_{q}^{k}\right)$ $\left(\frac{\partial \Re[S(0, k)]}{\partial \alpha}-\frac{\partial z_{q}^{k}}{\partial \alpha}\right)$. The individual terms appearing in the above equations are defined in (72), (73)-(75), shown at the top of the next page, (76), and (77). To compute $\partial P_{s}(\xi) / \partial \alpha$, we first need to compute the derivative of the several individual terms such as $S(l, k), z_{q}^{k}$ and the $a_{q}^{k}$ with respect to $\alpha$, where $z_{q}^{k}$ and $a_{q}^{k}$ are the mean and variance of conditional random variables $b_{q}^{k} \mid \beta(k)$, respectively given in (35). To this aim, we rewrite the expression of $S(l, k)$ given in (23) as

$$
\begin{align*}
S(l, k) & =\frac{b(l+k)}{N} \underbrace{e^{j \frac{\left(l^{2}-k^{2}\right) u^{2} \cot (\alpha)}{2}}}_{f_{4}(l, \alpha)} \\
& \underbrace{\sum_{n=0}^{N-1} e^{j \frac{2 \pi(\Delta \epsilon-l) n}{N}} e^{j \frac{n^{2} T^{2} \cot (\alpha)}{2}}}_{f_{5}(l, \alpha, \Delta \epsilon)} \\
& \underbrace{\sum_{m=0}^{N-1} e^{-j \frac{m^{2} T^{2} \cot (\alpha)}{2}} e^{j \frac{2 \pi m k}{N}}}_{f_{3}(\alpha)}, \text { for } l=0, \ldots, N-1, \tag{72}
\end{align*}
$$

By using $S(l, k)$, we can also write the term $S(0, k)$ by substituting $l=0$ given in (72). Therefore, we can also rewrite the

$$
\begin{align*}
& \frac{\partial P_{s}(\xi)}{\partial \alpha}=-\frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1} \frac{\partial}{\partial \alpha}\left\{f_{1} \sqrt{P}+f_{2} \sqrt{Q}\right\}=-\frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1}\left\{f_{1} \frac{\partial \sqrt{P}}{\partial \alpha}+\sqrt{P} \frac{\partial f_{1}}{\partial \alpha}+f_{2} \frac{\partial \sqrt{Q}}{\partial \alpha}+\sqrt{Q} \frac{\partial f_{2}}{\partial \alpha}\right\} \\
& =-\frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1}\left\{f_{1} \frac{1}{2 \sqrt{p}} \frac{A \frac{\partial f_{+}(\alpha)}{\partial \alpha}\left(1+A f_{+}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)-A f_{+}(\alpha) \frac{\partial}{\partial \alpha}\left(1+A f_{+}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)}{\left(1+A f_{+}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}+\sqrt{P} \frac{\partial}{\partial \alpha}\left(\operatorname{sign}\left(\sqrt{f_{+}(\alpha)}\right)\right)\right. \\
& \left.\quad+f_{2} \frac{1}{2 \sqrt{Q}} \frac{A \frac{\partial f_{-}(\alpha)}{\partial \alpha}\left(1+A f_{-}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)-A f_{-}(\alpha) \frac{\partial}{\partial \alpha}\left(1+A f_{-}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)}{\left(1+A f_{-}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}+\sqrt{Q} \frac{\partial}{\partial \alpha}\left(\operatorname{sign}\left(\sqrt{f_{-}(\alpha)}\right)\right)\right\} \\
& =- \\
& \quad \frac{1}{N 2^{N}} \sum_{q=1}^{2^{N-2}-1} \sum_{k=0}^{N-1}\left\{\frac{f_{1}}{2 \sqrt{p}} \frac{A \bar{\gamma}_{k}\left(a_{q}^{k} \frac{\partial f_{+}(\alpha)}{\partial \alpha}-f_{+}(\alpha) \frac{\partial a_{q}^{k}}{\partial \alpha}\right)+A \frac{\partial f_{+}(\alpha)}{\partial \alpha}}{\left(1+A f_{+}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}+\sqrt{P} \frac{\partial}{\partial \alpha}\left(\operatorname{sign}\left(\sqrt{f_{+}(\alpha)}\right)\right)\right.  \tag{71}\\
& \left.\quad+f_{2} \frac{1}{2 \sqrt{Q}} \frac{A \bar{\gamma}_{k}\left(a_{q}^{k} \frac{\partial f_{--}(\alpha)}{\partial \alpha}-f_{-}(\alpha) \frac{\partial a_{q}^{k}}{\partial \alpha}\right)+A \frac{\partial f_{-}(\alpha)}{\partial \alpha}}{\left(1+A f_{-}(\alpha)+\bar{\gamma}_{k} a_{q}^{k}\right)^{2}}+\sqrt{Q} \frac{\partial}{\partial \alpha}\left(\operatorname{sign}\left(\sqrt{f_{-}(\alpha)}\right)\right)\right\}
\end{align*}
$$

$$
\left.\begin{array}{rl}
\frac{\partial S(l, k)}{\partial \alpha}= & \frac{b(k)}{N} \frac{\partial}{\partial \alpha}\left(f_{4}(l, \alpha) \cdot f_{5}(l, \alpha, \Delta \epsilon) \cdot f_{3}(\alpha)\right) \\
= & \frac{b(k)}{N}\left(e^{j \frac{\left(l^{2}-k^{2}\right) u^{u^{2} \cot (\alpha)}}{2}} \cdot \sum_{n=0}^{N-1} e^{j \frac{2 \pi(\Delta \epsilon-l) n}{N}} e^{j^{n^{2} T^{2} \cot (\alpha)}} 2\right. \\
2
\end{array} \sum_{m=0}^{N-1} e^{j \frac{2 \pi m k}{N}}\left(\frac{j m^{2}}{2}\left(\cot (\alpha)^{2}+1\right) e^{-\frac{j m^{2} T^{2} \cot (\alpha)}{2}}\right)+e^{j \frac{\left(l^{2}-k^{2}\right)^{2} \cot (\alpha)}{2}}\right)
$$

expressions of $z_{q}^{k}$ and $a_{q}^{k}$ as

$$
z_{q}^{k}=C_{\beta(k) \beta(k)}^{-1} \Re\left[\left(e_{q}^{T} \operatorname{diag}(S(1, k), \ldots, S(N-1, k))\right)\right.
$$

$$
\begin{equation*}
\left.C_{\boldsymbol{\beta}_{k} \beta(k)}\right] \tag{73}
\end{equation*}
$$

and

$$
\begin{align*}
a_{q}^{k}= & \left(\boldsymbol{e}_{q}^{T} \operatorname{diag}(S(1, k), \ldots, S(N-1, k))\right) \\
& C_{\boldsymbol{\beta}_{k} \mid \beta(k)}\left(\boldsymbol{e}_{q}^{T} \operatorname{diag}(S(1, k), \ldots, S(N-1, k))\right)^{H} \tag{74}
\end{align*}
$$

The derivative of the individual terms $S(l, k), z_{q}^{k}$ and $a_{q}^{k}$ with respect to $\alpha$ are given in eqs. (75), (76) and (77) respectively, as

$$
\frac{\partial z_{q}^{k}}{\partial \alpha}=C_{\beta(k) \beta(k)}^{-1} \Re\left[\boldsymbol{e}_{q}^{T}\left[\begin{array}{lll}
\frac{\partial S(1, k)}{\partial \alpha} & & \\
& \ddots & \\
& & \frac{\partial S(N-1, k)}{\partial \alpha}
\end{array}\right] C_{\boldsymbol{\beta}_{k} \beta(k)}\right],
$$

(76) The result of $\partial S(l, k) / \partial \alpha$ is given in (75), for $l=0, \ldots N-1$.
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