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Automotive Radar Interference Mitigation

using Adaptive Noise Canceller
Feng Jin, Student Member, IEEE and Siyang Cao, Member, IEEE

Abstract—Interference among frequency modulated contin-
ues wave (FMCW) automotive radars can either increase the
noise floor, which occurs in the most cases, or generate a
ghost target in rare situations. To address the increment of
noise floor due to interference, we proposed a low calculation
cost method using adaptive noise canceller to increase the
signal-to-interference ratio (SIR). In a quadrature receiver,
the interference in the positive half of frequency spectrum is
correlated to that in the negative half of frequency spectrum,
while the beat frequencies from real targets are always present
in the positive frequency. Thus, we estimated the power of
the negative frequency as an indication of interference, and
fed the positive frequency and negative frequency components
into the primary and reference channel of an adaptive noise
canceller, respectively. The least mean square (LMS) algorithm
was used to solve for the optimum filter solution. As a result,
both the simulation and experiment showed a good interference
mitigation performance.

Index Terms—Radar Interference, Adaptive signal process-
ing, Automotive Radar.

I. INTRODUCTION

A
S people continue to seek safer and more comfortable

driving experiences, the advanced driver-assistance

systems (ADAS) and self-driving vehicle market is growing

largely recently. The mmWave automotive radar is one of

the key sensors in ADAS and self-driving system, due to

its wide coverage, high reliability, all-weather and all-day

capability of targets detection. As the frequency-modulated

continuous wave (FMCW) is relatively easier to generate, by

using voltage-controlled oscillator (VCO), and the frequency

band of received echoes is narrow after the stretch process-

ing, FMCW automotive radar is affordable to customers, and

is widely accessed in the current market. Typically, each car

is equipped with at least five automotive radar sensors for

the ADAS functions, such as adaptive cruise control (ACC),

blind spot detection (BSD) and cross traffic alert (CTA), to

name a few. As the number of automotive radars on the

road is increasing significantly, the interference among these

radars will be more severe.

The interference reduces the sensitivity of radar sensor or

could potentially generate a ghost target, which in turn may

cause missed or false detection. Hence, prior to 2012, an

European funding project, MOSARIM (MOre Safety for All

by Radar Interference Mitigation), had been conducted to
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investigate the possible interference mitigation methods for

automotive radars [1]. In this project, interference mitigation

methods were classified into six domains as followings: (i)

Polarization - In [2], the transmitting antenna was designed

in right hand circular polarized (RHCP) while the receiv-

ing antenna was in left hand circular polarized (LHCP).

Thus, interference from the aggressor radar’s transmitting

antenna would be suppressed by the victim radar’s receiving

antenna. At the same time, the real target echo was received

unhindered due to its polarization change to LHCP on

account of the boundary conditions of electromagnetic fields

on the surface of the target. (ii) Time domain - In [3]–

[5], the position of interference was found in the time

domain, and a window-based method was used to remove

the interference. In [6], an adaptive filtering method in a

phase modulated continuous wave (PMCW) radar system

was proposed to mitigate interference from FMCW radar. In

[7], the interference was removed by using morphological

component analysis (MCA). (iii) Frequency domain - In [8],

the interference was avoided by changing the transmitting

signal’s frequency band after detecting the interference’s

frequency band. In [9], the signal-to-noise ratio (SNR)

was improved by interpolating the beat frequency in the

short time Fourier transform (STFT) domain. (iv) Coding

techniques. In [10]–[12], the orthogonality property of ran-

dom coded chirp sequence leads to inherent interference

immunity. (v) Space domain - In [13]–[15], the adaptive

beamforming method was used to mitigate the interference

from side lobes. (vi) Strategic approach - In [16], a control

center was setup to receive location/speed information from

all the radars, and dispatch waveform parameters to each

one to avoid the interference among them.

As we can see, those methods which depend on compli-

cated antenna design, more antenna channels, higher ADC

sampling rate and a control center are not preferred to the

cost sensitive automotive market. Therefore, we are propos-

ing a new interference mitigation method using adaptive

filtering on the frequency domain, which works on the

current and mostly used FMCW radar sensors and does not

require costly hardware improvements.

The adaptive filtering method is widely used to retrieve

the target signals from additive interference since it was

first introduced by B. Widrow [17]. Currently, the adaptive

filtering on FMCW radar interference mitigation draws little

attention to the researchers and engineers. In Uhnder’s

patent [6], the adaptive line enhancer was introduced in
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their PMCW radar system to mitigate the interference from

FMCW radars. By using advanced line enhancer, the priori

assumption is that the interference is close to Gaussian white

noise, which means its delayed version is not correlated

to itself. This may be true for the interference caused

by FMCW radar in the PMCW radar system. However,

the interference among FMCW radars, which is the most

common case currently, does not adherent to this property.

Hence, the advanced line enhancer cannot be applied to

suppress interference among FMCW radars.

In this paper, we introduce the adaptive noise canceller

method to deal with the interference among FMCW auto-

motive radars. In the quadrature receiver, the interference in

the positive half of frequency spectrum ([0, π] normalized

frequency) is correlated to that in the negative half of

frequency spectrum ([−π, 0] normalized frequency), while

the real target echo is only present in the positive half of

frequency spectrum. After applying range-FFT (fast Fourier

transform on the fast time data), the positive half of FFT

([0, N /2-1], N is FFT size) and the negative half of FFT

([N /2, N -1], N is FFT size) are separated first. In addition,

the power of the negative half of FFT is estimated as an

indication of interference. Then the positive and negative

half of FFT are fed into the primary and reference channel

of the adaptive noise canceller, respectively. And the least

mean square (LMS) method is used to find the optimum

filter solution. Finally, this study found that the interference

could be suppressed significantly.

The organization of this paper is as follows. Section II

summarizes the background of FMCW automotive radar

and the adaptive filtering. Two types of interference among

FMCW automotive radars are discussed in section III. In

Section IV, the interference mitigation method using adap-

tive noise canceller is proposed. Both the Matlab simulation

and field experiment are conducted and discussed in section

V. Section VI concludes this paper.

II. BACKGROUND OF FMCW AUTOMOTIVE RADAR AND

ADAPTIVE NOISE CANCELLER

A. Concepts of FMCW Automotive Radar with Quadrature

Receiver

Prior to early 1970s, several European companies had

started to investigate radar technology for vehicles [18].

However, these discrete waveguide components were pricey

and bulky and made it unsuitable for automotive applica-

tions. After that, the industry tried to develop the radar

sensor into monolithic microwave integrated circuit (MMIC)

based on GaAs [19] and SiGe [20] process to shrink

the size and price of the components. In 2008, Infineon

introduced its first fully integrated MMIC which integrated

the VCO, frequency multiplier, power amplifier (PA), low

noise amplifier (LNA) and mixer together [21]. In 2017,

Texas Instruments (TI) introduced the most integrated au-

tomotive radar MMIC so far, which integrates not only the

size effective mmWave parts but also a signal processing

chain, like anti-aliasing filter (AAF), ADCs, DSP and ARM

processor, into a single chip [22]. At the same time the

quadrature mixer and complex baseband were implemented

in such a MMIC, which has more signal processing benefits

than the traditional single channel receiver [23]. Fig. 1 shows

the architecture of a typical FMCW automotive radar with

quadrature receiver.
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Fig. 1: Architecture of FMCW automotive radar with quadrature
receiver.

Due to the easy generation and simple processing, two

types of FMCW waveform are widely used in the current

automotive radar sensor, as shown in Fig. 2. After stretching

processing, the beat frequency with range-Doppler coupling

is obtained. Chirp sequence FMCW uses coherent Doppler

processing across all the chirps during one coherent process-

ing interval (CPI) to solve for the Doppler frequency fD.

For the triangular FMCW, as the beat frequency during up

chirp is fB1 = fR−fD and the beat frequency during down

chirp is fB2 = fR+fD, range and Doppler coupling can be

resolved. More variants of FMCW waveform can be found

in [24], [25].
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Fig. 2: FMCW waveforms, fR is the frequency difference due to
the range, fD is the frequency difference due to the Doppler effect,
and fB /fB1/fB2 is the beat frequency after stretching processing.
(a) Chirp sequence FMCW. (b) Triangular FMCW.

B. LMS based Adaptive Noise Canceller

Adaptive Filter
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ip[k] + e[k] ǫ[k]
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-
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wo
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Fig. 3: Architecture of the adaptive noise canceller.

The adaptive noise canceller was well studied and dis-

cussed in detail in [26]. As in Fig. 3, when the adaptive filter

outputs an optimum estimation of ip[k] from a reference



input in[k], the ip[k] can be cancelled from the primary

channel, which makes ǫ[k] become an optimum estima-

tion of e[k]. Here, ip[k] and in[k] are jointly wide-sense

stationary (WSS) stochastic processes with zero mean and

uncorrelated to e[k].
More concretely, at instant k,

ǫ = e+ ip − y = e+ ip −wo
T
in(k). (1)

where in(k) denotes L-by-1 input vector of the adaptive

filter, and y[k] denotes the output, L is the filter length and

wo is the L-by-1 tape-coefficient vector.

By applying statistical expectation on both sides, we have

E[ǫ2] = E[(e + ip − y)2]

= E[e2] + E[(ip − y)2 + 2E[e ∗ ip]− 2E[e ∗ y]

= E[e2] + E[(ip − y)2 + 2E[e]E[ip]− 2E[e]E[y]

= E[e2] + E[(ip − y)2]

= E[e2] + E{[ip −wo
T
in(k)]

2}.

(2)

Furthermore,

min{E[ǫ2]} = min{E[e2] + E[(ip − y)2]}

= E[e2] +min{E[(ip − y)2]}.
(3)

According to Eq. (1),

ǫ− e = ip − y. (4)

Thus,

min{E[(ǫ− e)2]} = min{E[(ip − y)2]}. (5)

According to Eq. (3) and (5), when min{E[ǫ2]} is

achieved, min{E[(ǫ−e)2} is achieved as well, which means

ǫ[k] is an estimation of e[k] in a minimum mean square error

(MMSE) sense. As a result, the goal is to find a optimum

solution wo to minimize E[ǫ2].
The LMS method [27] is a practical way to solve for

the minimum of E[ǫ2] by moving the filter taps w to

wo with a small step ∆w iteratively. Finally, the adaptive

noise canceller with LMS algorithm could be summarized

as followings:

Filter Output : y[k] = w
T [k]in[k], (6)

Est. Error : ǫ[k] = e[k] + ip[k]− y[k], (7)

Tap Updates : w(k + 1) = w(k) + ∆win[k]ǫ
∗[k]. (8)

where ∆w controls the convergence speed and stability of

the adaptive filter. To have a convergence result, ∆w should

satisfy

0 < ∆w <
2

input power
=

2
∑L−1

l=0
E{|in[k − l]|2}

. (9)

III. MUTUAL INTERFERENCE BETWEEN FMCW

AUTOMOTIVE RADARS WITH QUADRATURE RECEIVER

Mutual interference occurs when at least two vehicles

confront each other in the road scenario like Fig. 4. The

interference can be generally classified into two categories

based on whether the waveform used in the aggressor radar

is different from the waveform used in the victim radar.
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Fig. 4: Interference in a road scenario.

A. Two FMCW Automotive Radars with Different Parame-

ters

This is the most common case, considering the inter-

ference between the triangular FMCW and chirp sequence

FMCW, staggered PRFs used to solve for the velocity

ambiguity, long range or short range applications, etc. In

this scenario, the received interference by victim radar is

filtered by the AAF, mostly low pass filter (LPF), although

some real applications might require band pass filter (BPF)

to eliminate close range clutter to avoid ADC saturation.

This results in a linear frequency modulated (LFM) like

interference as shown in Fig. 5. When the frequency of

victim chirp is above the interfering chirp, it generates the

interference in the positive half of frequency. Otherwise, a

negative interference appears. On the other hand, because

the real target echo is always a time-delayed version of

the transmitting chirp, the beat frequency is always in

the positive half of frequency. As a result, the signal-to-

interference (SIR) is decreased, and the sensitivity of radar

sensor is reduced.
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Fig. 5: Interference scenario between two different FMCW auto-
motive radars. (a) Time-frequency plot. (b) Frequency domain.

Furthermore, considering the FFT data from the time

series point of view, the beat frequency is a non-stationary

process because it is always a single tone, which means

it changes sharply over FFT bins. On the other hand, the

interference appears as a WSS process due to its LFM-

like shape changing slowly over FFT bins. The chirp has

a zero mean in the time domain, and thus the FFT of

interference are also zero mean, according to Eq. (10). As

a result, the FFT of interference can be assumed as a zero

mean WSS process. And because the interference in the

positive and negative half of FFT results from the same

interfering source, it is reasonable to suggest that they are

correlated. At the same time, the analog AAF is real which

means its frequency response is symmetric, thus ideally

the interference in the negative half of FFT is conjugate

symmetric to that in the positive half of FFT.



Fig. 6: Experimental data of interference between two different
FMCWs. (a) Raw data (only real part) in the time domain. (b) The
magnitude of FFT of the raw data. (c) The real part of FFT. (d)
The image part of FFT. (e) Range-Doppler plot.

E{X [k]} = E{

N−1∑

n=0

x[n]e−j 2π

N
kn}

=

N−1∑

n=0

E{x[n]}e−j 2π

N
kn =

N−1∑

n=0

0 ∗ e−j 2π

N
kn = 0.

(10)

To summarize, we have several assumptions, as the fol-

lowings:

(i) The FFT of echoes from multiple targets is an non-

stationary complex random process.

(ii) The FFT of interference from multiple interfering

sources is a zero-mean WSS complex random process.

(iii) The FFT of echoes and the FFT of the interference are

uncorrelated.

(iv) The interference in negative and positive half of FFT

are correlated. Ideally, they are conjugate symmetric.

We conducted an experiment to collect radar data, in order

to verify the assumptions above. Extensive details of the

experiment has been present in Sec. V-B. In this experiment,

the victim radar was sweeping from 77 GHz to 77.75 GHz

over one chirp of 29.56 µs, and the aggressor radar was

sweeping from 77 GHz to 77.682 GHz over 72.31 µs. The

captured interference is shown in Fig. 6. From the spectrum

plot in Fig. 6 (b), the interference in the negative and positive

half of FFT exhibit the WSS property, and appear symmetric

to each other. Fig. 6 (c) and (d) show the zero mean property

appearance.

Fig. 7: Experimental data of ghost target scenario. (a) Raw data
(only real part) in the time domain. (b) The magnitude of FFT of
the raw data. (c) The real part of FFT. (d) The image part of FFT.
(e) Range-Doppler plot.

B. Two FMCW Automotive Radars with Identical Parame-

ters
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Fig. 8: Interference scenario of ghost target. (a) Time-frequency
plot. (b) Frequency domain.

As shown in Fig. 8, due to the random phase relationship

between the two radars, the ghost target occurs only when

the frequency difference between the interfering chirp and

victim chirp falls into AAF’s bandwidth. Thus the occurring

probability of ghost target can be expressed as:

PGhostTarget =
BWLPF

BW
. (11)

For the waveform configuration used in the experiment,

the receiver bandwidth BWLPF = 9 MHz and sweeping

bandwidth BW=750 MHz, then PGhostTarget=1.2%. The

probability can be even less for low range (low BWLPF )

high resolution (high BW ) application. Other researchers

gave the ghost target probability of less than 0.000665 in



[28] and of 10−3 in [29]. To resolve the velocity ambigu-

ity, staggered PRFs would be used, which leads to lower

possibility of two same chirps interfering each other in real

case.

In practice, due to the internal clock drifting and carrier

frequency offset [29], the phase between the interfering chirp

and victim chirp is randomly walking during one CPI. This

leads to the ghost target moves across range bins and has a

broad Doppler shift, as the target peak is expanded in both

range and Doppler dimension in the frequency domain. Fig.

7 shows the experimental data in which both the victim and

aggressor radar were sweeping from 77 GHz to 77.75 GHz

over 29.56 µs. In this case, we do not see the interference

exhibiting WSS, symmetric appearance and zero mean.

IV. PROPOSED INTERFERENCE MITIGATION METHOD

To deal with the interference represented in Fig. 5, which

is also the most commonly occurred scenario, we now pro-

pose a novel adaptive noise canceller (ANC) based interfer-

ence mitigation method by cancelling the interference in the

positive half of frequency using the correlated interference in

the negative half of frequency as a reference. The proposed

system is shown in Fig. 9.
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Channel +

−
Adaptive

IN2

IN1
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MUX

(Power>Threshold)
Select

ip + e

in
ǫ

y

Filter wo

Fig. 9: Proposed interference mitigation scheme using adaptive
noise canceller.

As in Fig. 9, e[k] denotes the beat frequencies due to the

real target echo, ip[k] and in[k] denotes the interference in

the positive and negative half of FFT respectively, where k
is FFT bin. According to the discussion and assumptions in

Sec. III-A, e[k] is a non-stationary process and uncorrelated

to the zero-mean WSS processes ip[k] and in[k]. Meanwhile,

ip[k] and in[k] are correlated, and ideally they are conjugate

symmetric. Thus, the LMS based ANC method discussed in

Sec. II-B can be used to mitigate the interference ip[k] in

the positive half of FFT.

After range-FFT processing (fast time FFT), the Power of

in[k] is estimated to identify the existence of interference,

when the estimated Power is greater than a Threshold.

If there is no interference, the ANC will be bypassed

to save computational resources. Otherwise, the ANC is

activated, and the estimated Power is used to update the

adaptive filtering step size ∆w according to Eq. (9). Finally,

Algorithm 1 lists the detailed computing procedure.

V. SIMULATION AND EXPERIMENT RESULT OF THE

PROPOSED METHOD

In this section, we conducted (i) a simulation on Matlab
and (ii) a field experiment with a TI mmWave board

Algorithm 1: Interference Mitigation using Adaptive

Noise Canceller (ANC)

Input: IN, radar raw data (M×N , N fast time samples

per chirp, M number of chirps per CPI). T ,

interference power threshold. L, filter length. γ,

fraction of the upper bond of step size ∆w.

Output: OUT M × (N/2) filtered range-FFT data

1 for i = 1 to M do

2 y = FFT(IN(i, :), N ); // Apply range-FFT

3 pri = y(0:N /2-1); // Positive FFT

// Conjugate symmetry of negative FFT

4 ref = conjugate(flip(y(N /2:N -1)));

// Interference power

5 P =
∑N/2−1

n=0
{|ref(n)|2};

6 if P > T then // Apply ANC

7 wo = (1, 0, ..., 0)T ; // Filter taps L× 1

8 fi = (0, 0, ..., 0)T ; // Filter input N × 1

9 ǫ = (0, ..., 0)T ; // Est. error N × 1

10 ∆w = 2

γ∗P ; // Set Step size

11 for j = 1 to N do

12 fi=[ref(j) fi(1:L-1)]; // Filter input

13 fo = wo
T ∗ fi; // Filter output

14 ǫ(j) = pri(j)− fo; // Est. error

15 wo = wo +∆w ∗ fi ∗ ǫ
∗; // Tap update

16 end

17 OUT(i, :) = ǫ;
18 else // Bypass ANC

19 OUT(i, :) = pri;
20 end

21 end

AWR1243BOOST, to investigate the effectiveness of the

proposed mitigation method for the interference among

FMCW automotive radars.

A. Matlab Simulation

In this simulation, the victim radar was configured as a

typical long range radar (LRR) with the starting frequency

of 76 GHz [30] and 300 MHz sweeping bandwidth of

0.5 meters range resolution (∆R = c
2BW , c is the speed

of light). The receiver LNA gain was set to 40 dB, a

linear-phase FIR LPF was emulated to the AAF with the

passband frequency of 10 MHz and the stopband frequency

of 20 MHz, which leads to 256 meters unambiguous range

( 2Run

c µ ≤ BWLPF ). After that, the signal was subjected to

a 40 MHz ADC. The static target #1 was set at 40 meters,

and the target #2 with distance of 100 meters had three times

normalized RCS of target #1’s for better demonstration, in

case that its SIR was too low to be visible. There were three

different sources of interference as listed in Table I. As seen

from the short time Fourier transform (STFT) of received

signal in Fig. 10, the beat frequencies were significantly

impaired by the interference. And the interference appears

like LFM signals, when plotted in the time domain.



TABLE I: Simulation Configuration. fc, start frequency. BW ,
sweeping bandwidth. T , chirp duration. µ, chirp rate. fs, ADC
sampling rate. BWLPF , receiver bandwidth. N , fast time FFT
size. d, distance. σ, normalized RCS.

Item Para Value Unit Item Para Value Unit

fc 76 GHz fc 76 GHz
BW 300 MHz Inf1 T 10 us
T 51.2 us µ 30 MHz/us

FM-
CW

µ 5.86 MHz/us d 10 meter

fs 40 MHz fc 76 GHz
BWLPF 10 MHz Inf2 T 8 us

N 2048 µ 37.5 MHz/us
d 35 meter d 20 meter

T1 σ 1 dBsm fc 76.1 GHz
d 100 meter Inf3 µ 0 MHz/us

T2 σ 4 dBsm d 30 meter

Fig. 10: The simulated received signal. (a) The STFT of received
signal before the mixer. (b) The STFT of received signal after the
mixer. (c) The time domain of received signal (only real part).

In Fig. 11, the target #1 was visible, however the target #2

was completely buried in the interference. Meanwhile, there

was no beat frequencies, just interference in the negative

FFT. The estimated negative interference power was about

P = 22 dB. A typical constant false alarm rate (CFAR)

window with 20 reference cell and 6 guard cells was referred

to calculate the SIR. With a large ∆w as seen in Fig. 11 (c),

both the two targets’ SIR increased significantly compared

to the original one, as shown in Fig. 11 (a). However,

there were some side lobes alongside the target, which may

result in false target detection. This is because of a large

step size ∆w, that resulted in the final filter solution to

deviate from the optimum Wiener filter after finite number

of iterations. When ∆w was decreased as shown in Fig.

11 (c), the side lobes disappeared, albeit at a lesser SIR

improvement. Continuing to decrease as shown in Fig. 11

(c), the SIR improvement dropped furthermore such that the

target #2 was almost lost for detection. Therefore, with an

ideal medium step size ∆w= 2

100∗P , the side lobe effect was

eliminated, and the SIR of target #1 and #2 was increased

by 6.89 dB and 6.18 dB, respectively.

Fig. 11: The simulation using the proposed method for different
adaptive filtering step size ∆w. (a) The positive half of FFT
of received signal. SIR1 = 12.42 dB, SIR2 = 3.71 dB. (b) The
conjugate symmetry of negative FFT of received signal. (c) The
result with ∆w = 2

50∗P
. SIR1 = 20.40 dB, SIR2 = 14.40 dB. (d)

The result with ∆w = 2

100∗P
. SIR1 = 19.31 dB, SIR2 = 9.89 dB. (e)

The result with ∆w = 2

150∗P
. SIR1 = 19.14 dB, SIR2 = 7.13 dB.

B. Field Experiment

In the field experiment, we adopted the TI

AWR1243BOOST mmWave radar development board

[31] for data capture. Fig. 12 shows the experiment setup in

a parking lot. The victim radar was configured as a typical

short range radar (SRR) with a maximum unambiguous

range of 46 meters and range resolution of 0.2 meters. One

white car was driving back and forth to act as a moving

target. And the aggressor radar with a 1

3
chirp rate of

that of the victim radar was set as the interfering source.

The radar configuration set for the experiments are listed

in Table II. Note that the sweeping bandwidth BW was

calculated by N
fs
µ, not Tµ. This is to account for the delay

in ADC capture starting time with respect to the chirp

beginning time. To have a significant interference power,

we put the aggressor radar in front of the victim radar at a

distance of 2 meters. The captured data was saved to disk

and processed on Matlab.

TABLE II: Experiment Configuration. fc, start frequency. BW ,
sweeping bandwidth. T , chirp duration. µ, chirp rate. fs, ADC
sampling rate. BWLPF , receiver bandwidth. N , number of fast
time samples. M , number of chirps per CPI.

Parameter Victim Radar Aggressor Radar Unit

fc 77 77 GHz

BW 750 682 MHz

T 29.56 72.31 us

µ 29.306 9.994 MHz/us

fs 20 15 MHz

BWLPF 9 6.75 MHz

N 512 1024

M 128 128



Fig. 12: Field experiment setup.

Fig. 13: Data process of one chirp in the field experiment. (a) The
10th chirp (without interference, only real part) in the time domain.
(b) The 50th chirp (with interference, only real part) in the time
domain. (c) The positive half of FFT of 10th chirp, SIR=10.52 dB.
(d) The positive half of FFT of 50th chirp, SIR=2.95 dB. (e) The
conjugate symmetry of negative FFT of the 10th chirp. (f) The
conjugate symmetry of negative FFT of the 50th chirp. (g) The
output of proposed method on the 50th chirp, SIR=10.55 dB.

With the collected experiment data, the proposed method

was first applied on one chirp to check the effectiveness

of the proposed methodology. The results are shown in

Fig. 13. There were 128 chirps per CPI in the experiment,

however we observed that the interference was not present

in all the chirps in a CPI. This is due to the fact that the

phase relationships between these two radars may cause the

interference to be out of the victim radar’s receiver passband.

As we can see in Fig. 13 (a), there was no interference,

but only echoes and static clutter returns in the 10th chirp.

However, the interference was observed to be present in

the 50th chirp. As a result, in the positive half of FFT

plot, the SIR of target at about 15 meters in the 10th

chirp was much higher than the same target in the 50th

chirp. Meanwhile, there was no target but only noise and/or

interference in the negative half of FFT of both chirps.

Upon studying the negative FFT in 10th chirp, the estimated

thermal noise floor was found to be ≈ -16.1 dB, while the

noise floor increased to about 4.8 dB due to the presence of

interference in the 50th chirp. Thus, the interference power

Threshold was set as -6 dB. It is noted that the thermal

noise floor in the negative half of FFT does not change as it

is determined by the receiver itself, and there are no targets

in the negative half of FFT as we previously discussed in

Sec. III-A, therefore the interference power threshold setting

can be fixed and only varies for different hardware.

As stated in Algorithm 1, because the noise power in the

negative FFT was less than the Threshold, the ANC was

bypassed for the 10th chirp. On the other hand, the ANC

with filter length L of 8, and a step size ∆w of 2

30∗P was

applied for the 50th chirp data. Consequently, the target was

now clearly visible in Fig. 13 (g), with an increased SIR of

7.6 dB compared to Fig. 13 (d) under a CFAR window with

20 reference cells and 6 guard cells.

Fig. 14: Data process of one CPI in the field experiment. (a) Range-
Doppler of raw data without interference, SIR = 32.82 dB. (b)
Range-Doppler of raw data with interference, SIR = 15 dB. (c)
The proposed method output of raw data in (b), SIR = 28.2 dB.

Furthermore, the Doppler-FFT was applied on the filtered

range-FFT data. Fig. 14 (c) showed the final range-Doppler

map, with 13.2 dB increased SIR (under CFAR window

of 20 reference cells and 6 guard cells in both the range

and Doppler dimension) compared to Fig. 14 (b) without

the proposed method. However, the close range interference

was not effectively mitigated in Fig. 14 (c), as the adaptive

filter was still adapting to converge to the optimum solution

in the beginning. As a comparison, Fig. 14 (a) showed the

range-Doppler map of a similar target when the aggressor

radar was off.

VI. CONCLUSION

To address the increased noise floor due to the interference

from the aggressor radar, we proposed a novel interference

mitigation method based on adaptive noise canceller, which

takes the positive and negative half of FFT as the input

of its primary and reference channel, respectively. In a

Matlab simulation, this method showed a very good SIR



improvement about 6 dB with a proper adaptive filtering

step size. As we found, the step size is a trade-off between

the increased SIR and side lobes. And in an experiment

for a moving vehicle at about 15 meters, this method

could achieve 7.6 dB SIR increment in range-FFT data and

13.2 dB in range-Doppler map albeit the performance was

limited in the very close range.
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