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Tensor Communication Waveform Design With
Semi-Blind Receiver in the MIMO System

Zheng Dou , Member, IEEE, Chunmei Li, Chao Li, Xiao Gao, and Lin Qi

Abstract—A flexible mathematical framework for adaptive wire-
less communication waveform design is of importance for the
implement of the cognitive radio-based software defined radio
(CR-based SDR). As one of the popular models, the “spectrally
modulated spectrally encoded” (SMSE) was proposed to tackle
this problem but it cannot be trivially applied to the (massive)
multiple input multiple output (MIMO) systems. In this paper, we
extend the useful SMSE model into MIMO systems. Inspired by
the tensor technique in signal processing and machine learning,
we reformulate the desired waveforms as a higher-order tensors,
of which the modes correspond to various modulation parameters
such as coding chips, frequency and antennas. Beside the waveform
design model, we further propose a new semi-blind receiver for the
new model. Due the uniqueness of the applied tensor decomposi-
tion, we proved that the proposed receiver can jointly estimate the
user symbols and channel state information without the aid of pilot
sequences. Experimental results demonstrate the effectiveness of
the proposed model in various communication scenes and outper-
forms the baseline systems. approximately 3 dB compared with the
ideal receiver.

Index Terms—Waveform design, semi-blind receiver, multiple
input multiple output (MIMO) system, PARAFAC model,
TUCKER-1 model.

I. INTRODUCTION

COGNITIVE radio (CR) is an extension of software defined
radio (SDR) [1]. It is widely used in military and com-

mercial communications such as next generation networks [2],
dynamic spectrum access [3], the IEEE 802.22 standard [4],
and multiple input multiple output (MIMO) systems [5]. MIMO
has been regarded as a promising technology for the next-
generation wireless communications [6]. As shown in Fig. 1,
a typical cognitive cycle is composed of four aspects: spectrum
sensing, spectrum analysis, spectrum decision, and waveform
framework. Spectrum decision determines the reconfigurable
parameters such as data rate, operating frequency, modulation
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Fig. 1. A typical cognitive radio cycle.

mode, and transmission power, according to the results acquired
by spectrum sensing and analysis. The CR network adapts
the communication waveforms to the wireless environment by
changing these reconfigurable parameters [7]. Therefore, it is of
great significance to construct a waveform design framework to
characterize communication waveforms by these reconfigurable
parameters in the CR system.

A. Dynamic Waveform Design Models

Spectrally modulated, spectrally encoded (SMSE) framework
can be utilized successfully in the CR system as part of the wave-
form framework [8]. It can be applied to controling power, such
as the plan proposed by [9] and [10]. Hao Huang implements
the neural network to beamforming design which can achieve
the performance comparable to traditional algorithms but with
lower complexity [11]. Jinlong Sun uses the BiLSTM to deal
with the problem of RF power amplifiers distortion [12]. These
algorithms need a unified model for parameter configuration.
This is because SMSE is constructed with six kinds of waveform
design variables representing different characteristics of the
multi-carrier waveform. By changing the variables, the SMSE
framework can generate different kinds of waveforms, enabling
it to operate as the generation framework for the CR-based SDR
platform. However, SMSE can not generate communication
waveforms suitable for the MIMO system because it has a larger
gain of diversities and multiplexing than the traditional single
antenna system. Therefore, it is necessary to extend the SMSE
framework to the MIMO system.

In 2007, M. L. Roberts proposed a general framework for ana-
lyzing, characterizing, and implementing SMSE signals within
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CR-based SDR architecture [8]. It was the first framework to
describe communication waveforms by several parameters, and
was used to solve the problem of coexistence [13], [14] and
interference suppression [15], [16]. The extended framework
soft decision SMSE (SD-SMSE) can simultaneously generate
overlay and underlay waveforms by adjusting the parameters so
it can be applied in dynamic spectrum access (DSA) technol-
ogy [17], [18]. R. Zhou then demonstrated that the SMSE and
SD-SMSE framework can be matched successfully in a SDR
platform [19]. Y. Zhao added a new spatial variable to the SMSE
framework and changed the dimension of the variables to make
SMSE more suitable for the MIMO system [20]. However, it
was not a serious analytical framework and very complicated.
Z. Dou proposed a tensor modulated tensor encoded (TMTE)
framework which introduced tensor algebra to the extension of
the SMSE framework [21]. But the method was only suitable
for binary phase shift keying (BPSK) modulation and lacked
flexibility. The TMTE framework brings a new method of
tensor algebra to construct communication waveform frame-
work and it has the flexibility to generate different kinds of
waveforms.

B. Tensor Decomposition Model in Communication Systems

The tensor decomposition model is a new method to solve
communication problems. A tensor is a multidimensional array
which can be viewed as a high-order extension of a matrix that
can handle a huge amount of data. Tensor decompositions can
be applied in numerous fields, including psychometrics, chemo-
metrics, numerical linear algebra, computer vision, numerical
analysis, data mining, neuroscience, and graph analysis [22].
Tensor decompositions can also be used in wireless commu-
nication systems to model the received signal and establish a
direct association among the physical parameters of the com-
munication link [23]. A MIMO system requires at least two di-
mensions such as space-time and space-frequency. Additionally,
three or more dimensions such as space-time-frequency-code
are required to represent the received signals. At this time, the
multi-dimensional nature of tensors can be utilized to construct
the received signals in a MIMO system so that it can benefit
from the multiple forms of diversity.

This research [24], [25] makes use of tensor decomposition
models to design new space-time-frequency coding methods and
blind receivers in a MIMO system. Tensor decompositions can
also be applied in a MIMO relay system to model the transmitted
and received signals [26], [27]. Moreover, some tensor decom-
position models have the features of identifiability and unique-
ness in the case of satisfying certain conditions. These perfor-
mances can be used to blindly/semi-blindly recover symbols
and estimate/equalize channel information without using long
training sequences [28], [29], [30]. There are numerous other
applications in wireless communication for tensor decomposi-
tions, such as direction-of-arrival (DOA) estimation for massive
MIMO systems [31], noisy compressive sampling (CS) based
on block-sparse tensors [32], the deep learning structure [33],
packet routing strategy [34], multi-dimensional spectrum map

construction [35] and more [36], [37], [38]. Such diverse ap-
plication in wireless communication illustrates that the tensor
is an excellent tool to solve numerous wireless communication
problems.

C. Contributions

This paper presents a new tensor communication waveform
design framework by tensor decomposition models to extend the
SMSE framework to a MIMO system. The two typical tensor
decomposition models PARAFAC [39] and TUCKER-1 [40]
provide the mathematical basis of the proposed framework.
The specific operation is to substitute the core tensor of the
TUCKER-1 model to the PARAFAC decomposition. The pro-
posed model can achieve the function of generating different
kinds of multi-carrier waveforms in a MIMO system by adjust-
ing the component matrices, which are also called variables. A
new semi-blind receiver is also proposed in this paper to recover
user symbols and estimate channel information based on the
alternating least square (ALS) algorithm. The effectiveness of
the communication system will be improved because the new
semi-blind receiver does not require pilot sequences to estimate
the channel state information. Few sequences are required by
the receiver to eliminate ambiguities. Compared to the SMSE
framework, the contributions of this paper are summarized as
follows:

i) The proposed framework can generate different kinds of
multi-carrier waveforms which are well-suited for the MIMO
system, and the configuration of the variables is more flexible
than SMSE;

ii) The proposed semi-blind ALS receiver can achieve the
function of a joint semi-blind symbol recovery and channel
estimation without using pilot sequences.

The remainder of the paper is organized as follows: In Sec-
tion II, a brief overview of PARAFAC and TUCKER-1 models
is provided. The variables and the proposed model is formulated
in Section III, and in Section IV, identifiability and uniqueness
issues are discussed. A semi-blind ALS receiver is presented for
joint channel estimation and symbol detection in Section V. A
selection of simulation results are the provided in Section VI
to illustrate the performance of the proposed framework and
the semi-blind receiver. Finally, conclusions are discussed in
Section VII.

II. PRELIMINARY

The basis of the proposed framework presented in this paper is
SMSE. A brief introduction of the mathematical SMSE frame-
work is thus provided. Furthermore, PARAFAC and TUCKER-1
are key elements of the proposed framework. The particular de-
scription and formulation can be found in [22]. Some important
concepts are provided here to aid in the understanding of the
proposed model, and the mathematical models are detailed as
follows.

Notations: In this paper, blackboard bold letters are used to
denote the real and complex domains, e.g., R, and C. Scalars are
denoted by italic letters, e.g., m,N , and vectors are represented
by boldface lowercase capitals, e.g., a,b. Matrices are denoted
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by boldface uppercase, e.g., A,B, and tensors are described by
copperplate letters, e.g., A,B. Subscripts AT and A† stand for
transpose and pseudo-inverse ofA, respectively. The horizontal,
lateral, and frontal slices of a 3rd-order tensor X ∈ CI1×I2×I3 ,
is denoted respectively by Xi1··,X·i2·,X··i3 . Subscripts a·n and
am· represent the n-th column and the m-th row of the matrix
A ∈ RM×N , respectively, and diag(a·n) is used to denoted
the diagonal matrix, which is composed of the n-th column of
matrixA ∈ RM×N . In addition, ‖ · ‖F denotes Frobenius norm,
and ◦, ⊗, �, and � are the outer product, Kronecker product,
Khatri-Rao product, and Hadamard product, respectively. The
relationship between the Kronecker product and Khatri-Rao
product is denoted by:

A �B = [a·1 ⊗ b·1, . . . ,a·R ⊗ b·R]

=

⎡
⎢⎢⎢⎣

Bdiag(a1·)
Bdiag(a2·)

...
Bdiag(aR·)

⎤
⎥⎥⎥⎦ ∈ CI1I2×R (1)

where A = [a·1, . . . ,a·R] ∈ CI1×R, B = [b·1, . . . ,b·R] ∈
CI2×R.

A. SMSE Framework

SMSE framework is the basis of the tensor model proposed
in this paper. The spectral mathematical model of SMSE can be
represented by X = A�Θ� F, where A, Θ, and F denote
the amplitude, phase, and frequency, respectively. They are the
function of six waveform design variables which are assigned
frequency (a), used frequency (u), data modulation (d), code
(c), window (w), and orthogonality (o), respectively. The SMSE
framework can be denoted in the form of six waveform design
variables according to:

xn[f ] = afufdf,ncfwf

ej(θdf,n+θcf +θwf
+θof,n ) (2)

where xn[f ] is the f -th frequency of the n-th SMSE symbol.
Assuming that there are a total of F frequencies in the sys-
tem, af and uf are the elements of the assigned frequency
a = [a1, a2, . . . , aF ] ∈ {0, 1}1×F and the used frequency u =
[u1, u2, . . . , uF ] ∈ {0, 1}1×F , which both denote the allocation
of frequencies. While a represents the system assigning a subset
of F frequencies to a user, the actual used frequency of the user
is denoted by u due to interference or other circumstances. It
should be noted that the values of the two frequency alloca-
tion variables are 0’s and 1’s. The system does not assign the
frequency to a user when af = 0, and the user can not use the
frequency when uf = 0. Subscripts df,n, θdf,n

, cf , θcf ,wf , θwf

and θof,n are the corresponding amplitudes and phases of the

waveform design variables. df,ne
jθdf,n denotes the modulation

method of each SMSE symbol in a certain frequency, which is
an entry of the data modulation variable d = [d1, d2, . . . , dF ] ∈
C1×F . In addition, cfe

jθcf and wfe
jθwf are the elements of the

code variable c = [c1, c2, . . . , cF ] ∈ C1×F and the window vari-
able w = [w1, w2, . . . , wF ] ∈ C1×F , respectively. They denote

TABLE I
WAVEFORM DESIGN VARIABLES OF THE SMSE FRAMEWORK

the coding method and windowing function of the transmitted
signal in the frequency domain. The last term θof,n belongs to
the phase-only orthogonality variable o which is represented
by o = [o1, o2, . . . , oF ] ∈ C1×F and |of | = 1 for all f . In this
paper, we reformulate the communication waveforms as higher-
order tensor instead of the conventional matrix form. Below, we
will briefly recall two popular tensor decomposition models that
is used in our model.

B. PARAFAC Model

The PARAFAC decomposition model of tensor can be used in
space-time frequency coding, so it can be used as an extension
way of SMSE model. The PARAFAC decomposition factorizes
a tensor into a sum of rank-one tensors. The specific formulation
of the 3rd-order tensorX ∈ CI×J×K can be denoted in the form
of the outer products of vectors by

X =

R∑
r=1

a·r ◦ b·r ◦ c·r + E (3)

where R denotes a positive integer, A = [a·1,a·2, . . . ,a·R] ∈
CI×R, B = [b·1,b·2, . . . ,b·R] ∈ CJ×R, and C =
[c·1, c·2, . . . , c·R] ∈ CK×R are three component matrices,
and E ∈ CI×J×K is the error tensor. The equivalent scalar form
is denoted by:

xi,j,k =

R∑
r=1

ai,rbj,rck,r + ei,j,k (4)

where ai,r, bj,r, and ck,r are the elements of the component
matricesA ∈ CI×R,B ∈ CJ×R, andC ∈ CK×R, respectively,
and ei,j,k is an element of the error tensor E ∈ CI×J×K .

The 3rd-order PARAFAC decomposition model can also be
represented using frontal, lateral and horizontal slices as follows:

X··k = Adiag(ck·)BT ∈ CI×J

X·j· = Cdiag(bj·)AT ∈ CK×I

Xi·· = Bdiag(ai·)CT ∈ CJ×K (5)

The tensor unfolding along then-th mode can then be interpreted
as a result of the three slices arranged in different ways. In
this paper, the three unfolding forms of a 3rd-order tensor
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X ∈ CI×J×K can be represented by:

X1 =

⎡
⎢⎢⎢⎣

X··1
X··2

...
X··K

⎤
⎥⎥⎥⎦ ∈ CIK×J ,X2 =

⎡
⎢⎢⎢⎣

XT
·1·

XT
·2·
...

XT
·J ·

⎤
⎥⎥⎥⎦ ∈ CKJ×I ,

X3 =

⎡
⎢⎢⎢⎣

X1··
X2··

...
XI··

⎤
⎥⎥⎥⎦ ∈ CJI×K (6)

C. TUCKER-1 Model

Tucker decomposition of tensor is similar to the received
tensor signal of the proposed model. This section starts with
an introduction to the Tucker decomposition. Tucker-3 decom-
position is carried out to decompose the tensor into a core
tensor multiplied by a matrix along each mode. The TUCKER-3
decomposition of a 3rd-order tensor X ∈ CI×J×K can be rep-
resented by:

X = G ×1 A×2 B×3 C+ E

=

M∑
m=1

N∑
n=1

R∑
r=1

gm,n,r (a·m ◦ b·n ◦ c·r) + E (7)

where ×n denotes that a tensor multiplies a matrix along the
n-th mode, {M,N,R} are three positive indices which satisfy
{M,N,R} � {I, J,K}, and gm,n,r is the element of the tensor
G ∈ CM×N×R which is the core tensor of the TUCKER-3
model. The three component matrices are A ∈ CI×M , B ∈
CJ×N and C ∈ CK×R, and the equivalent element-wise form
is denoted by:

xi,j,k =
M∑

m=1

N∑
n=1

R∑
r=1

gm,n,rai,mbj,nck,r + ei,j,k (8)

It is worth noting that PARAFAC is a specified form of
TUCKER-3 in which a diagonal core tensor is set and the main
diagonal is composed of 1’ s. The TUCKER-1 model is a special
case of the TUCKER-3 model, in which only one component
matrix A ∈ CI×M exists, which can be represented as:

xi,j,k =

M∑
m=1

gm,j,kai,m + ei,j,k (9)

where gm,j,k is the entry of the core tensor G ∈ CM×J×K .

III. PROPOSED MODEL

To achieve the objective of extending the SMSE framework,
a new tensor communication waveform design framework is
presented in this section. The new framework is mainly inspired
by the PARAFAC and TUCKER-1 decomposition models as
detailed in Section II. In total there are four waveform design
variables in the proposed framework. Different kinds of multi-
carrier waveforms can be obtained by changing the correspond-
ing waveform design variables.

A. Variables

In this section, a MIMO wireless communication system is
considered, as illustrated in Fig. 2, The transmitter is equipped
with M antennas, the receiver is equipped with K antennas,
and the MIMO channel fading matrix is denoted by H. It is
assumed that the system can accommodate R users, and the
length of each user symbol isN . The new framework can allocate
the user symbol S to different transmitting antennas A after
frequency encoding C and frequency assignation U. Then, the
user symbols can be demodulated by the ideal receiver. The
receiver is considered ideal when the channel, frequency encod-
ing, frequency assignation, and antenna allocation matrices are
all known by the receiver.

There are four kinds of waveform design variables in the
proposed framework. A new antenna allocation variable is in-
troduced to denote the allocation between the user symbols and
transmitting antennas. For simplicity and clarity in the proposed
framework, the variables of window function and phase-only
orthogonality term are not considered in the SMSE framework.
The window function can be omitted here because it will not
significantly change the form of transmitted waveforms, but
changes the shape of the waveform. The phase-only orthogo-
nality term is used in multiple access which is not considered
in this circumstance. The variable assigned frequency and used
frequency in SMSE both denote the allocation of the frequency.
This is always of great importance in a DSA system, so the
differences between them are not distinguished in the proposed
framework. In the SMSE framework, the variables are denoted
by vectors, however, in the proposed framework, the vector-
based variables are expanded into a form of matrices. This op-
eration will mean the variables contain more useful information
and the form of matrices is more suitable for the tensor models
than vectors.

The n-th symbol of the transmitted signal in the proposed
framework is represented by:

X··n = Adiag(sn·)(U�C) (10)

where X··n can be interpreted as a frontal slice of the transmitted
signal tensor X , diag(sn·) denotes a diagonal matrix formed by
sn·, and sn· is the n-th row of S. From the formulation, the four
variables of the proposed framework are data modulation matrix
S ∈ CN×R, frequency encoding matrix C ∈ CR×F , frequency
assignation matrix U ∈ {0, 1}R×F , and antenna allocation ma-
trix A ∈ {0, 1}M×R, respectively.

The data modulation matrix S = [s·1, . . . , s·R]R×N is com-
posed ofN ×R symbols, and the symbol sn,r is drawn from the
PSK/QAM alphabet. Each user symbol is denoted by a column
of the data modulation matrix s·r. Each user’s own modulation
method is fixed, but can be different from each other. The vector
cr· of frequency encoding matrix C = [c1·, . . . , cR·]T ∈ CR×F

determines the coding method for every user in the frequency
domain. As an examples, orthogonal frequency division mul-
tiplexing (OFDM)/multicarrier code division multiple access
(MC-CDMA) signals are obtained by choosing the specific val-
ues of the variable. When the values of the frequency encoding
matrix are ‘1’s, OFDM signals can be acquired. However, for
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Fig. 2. Implementation of the proposed framework in a MIMO system. The transmitting waveform is constructed by the four waveform design variables which
are data modulation matrix S, frequency assignation matrix U, frequency encoding matrix C, and antenna allocation matrix A. The H denotes the MIMO channel
fading matrix, the output Ŝ is the symbol recovery matrix by the ideal receiver, and R, M , and K denote the number of users, transmitting antennas, and receiving
antennas, respectively.

the MC-CDMA waveform ‘1’s and ‘−1’s must be chosen to
compose the frequency encoding matrix. Which frequency that
can be used is defined by the frequency assignation matrix U =
[u1·, . . . ,uR·]T ∈ {0, 1}R×F . The element ur,f is composed of
‘0’ or ‘1,’ where ‘0’ illustrates that the f -th frequency slot can’t
be used by the r-th user, while ‘1’ indicates the frequency is
assigned. The dimension of the frequency encoding matrix is
identical to the frequency assignation counterpart. The antenna
allocation matrix A = [a·1, . . . ,a·R] ∈ {0, 1}M×R is a spatial
variable which determines the way for transmitting user symbols
by multiple antennas. The dimension of the matrix is M ×R,
and the values of an element am,r in this matrix are chosen from
‘0’s and ‘1’s, where ‘0’ illustrates that the m-th antenna will not
transmit the r-th user’s information.

B. Signal Model: Transmitter

In the transmitter, accounting for all the waveform design
variables, the user symbol information denoted by data mod-
ulation matrix S is encoded by frequency encoding matrix C
and frequency assignation matrix U, then allocated by antenna
allocation matrix A. Through these operations, the transmitted
signal can be obtained. The matrix form of the n-symbol of
the transmitted signal is provided in Eq. 10. To understand the
generation of the transmitted signal more clearly, the element-
wise form xm,f,n of the transmitted signal is included. The n-th
symbols that are transmitted by the f -th frequency and the m-th
antenna are denoted by:

xm,f,n =

R∑
r=1

am,rur,fcr,fsn,r (11)

where r = 1, . . . , R, m = 1, . . . ,M , f = 1, . . . , F , and n =
1, . . . , N respectively denote the number of users, transmitting
antennas, frequencies and the length of user symbols. Sub-
scripts am,r, ur,f , cr,f , and sn,r are the elements of matrix
A ∈ {0, 1}M×R,U ∈ {0, 1}R×F ,C ∈ CR×F , andS ∈ CN×R,
respectively.

The tensor form of the transmitted signal can be obtained
by using the outer product of vectors. This form illustrates the
generation of every user’s signal in the proposed framework.
Tensor form is familiar with the PARAFAC decomposition
model, so the form of the transmitted signal X ∈ CM×F×N can

Fig. 3. Formation of the transmitted signal by the proposed framework.

TABLE II
WAVEFORM DESIGN VARIABLES OF THE PROPOSED FRAMEWORK

be given by:

X =

R∑
r=1

a·r ◦ (ur· � cr·) ◦ s·r (12)

where s·r is the r-th column of the data modulation matrix S ∈
CN×R which represents the modulation method of the r-th user
symbol. The r-th row of the frequency assignation matrix U ∈
{0, 1}R×F isur·, and the frequency encoding matrixC ∈ CR×F

is cr·, denoting the frequency allocation and encoding of the r-th
user. Subscript a·r is the r-th column of the antenna allocation
matrix A ∈ {0, 1}M×R. This vector determines which antenna
can be used by the r-th user. Fig. 3 illustrates the formation of the
transmitted signal by the proposed framework, and I represents
a diagonal tensor which is composed of 1’s.

C. Signal Model: Receiver

To model the received signal, a MIMO channel information
matrix denoted byH ∈ CK×M is considered. The elementhk,m

of the channel matrix represents the fading coefficients between
the m-th transmitting antenna and the k-th receiving antenna.
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Fig. 4. Generation of the n-th symbol of the received signal in the form of a
frontal slice by the proposed framework.

In the following sections of the paper, only the time-invariant and
flat fading channel is considered. Therefore, the element yk,f,n
of the received tensor signal Y ∈ CK×F×N can be represented
by Eq. 13 without noise.

yk,f,n =

M∑
m=1

hk,mxm,f,n

=

M∑
m=1

hk,m

R∑
r=1

am,rur,fcr,fsn,r

=

M∑
m=1

R∑
r=1

hk,mam,rur,fcr,fsn,r (13)

where k = 1, . . . ,K denotes the number of receiving antennas,
and yk,f,n represents the n-th symbol which transmitted by
f -th frequency and received by the k-th antenna. It can be
observed that Eq. 13 is familiar with the model of TUCKER-1
decomposition, except that the core tensor of TUCKER-1 is
decomposed into PARAFAC.

The n-th received symbol Y··n of the received signal can be
given by:

Y··n = HAdiag(sn·)(U�C) (14)

in which Y··n is the frontal slice of the received signal tensor
Y . This kind of formulation is necessary for recovering user
symbols. The generation of the n-th symbol of the received
tensor signal Y ∈ CK×F×N is illustrated in Fig. 3.

An ideal receiver is used to recover the user symbols denoted
by data modulation matrix S. The ideal receiver is considered
one that already knows the channel information matrix H, the
frequency assignation matrix U, the frequency encoding matrix
C, and the antenna allocation matrix A. Here Q = HA ∈
CK×R and P = (U�C)T ∈ CF×R, and qk· denotes the k-th
row of the matrix Q. According to Eq. 6, an unfolding form of
the received signal tensor can be obtained:

Y3 =

⎡
⎢⎢⎢⎣

Y1··
Y2··

...
YK··

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Pdiag(q1·)
Pdiag(q2·)

...
Pdiag(qK·)

⎤
⎥⎥⎥⎦ST

= ((HA) � (U�C)T)ST ∈ CKF×N (15)

Noise is not considered in this theoretical model, but it can
not be avoided in the actual system. Noise is denoted by
N ∈ CK×F×N , the received signal with noise is represented
by Ỹ = Y +N , and the unfolding form of the actual system is

given by Ỹ3. Therefore, when KF > R, user symbols can be
recovered by:

ŜT = ((HA) � (U�C)T)†Ỹ3 (16)

where Ŝ denotes the user symbols recovered by the ideal re-
ceiver. Using Eq. 16, the user symbols can be successfully
recovered by the ideal receiver.

IV. SEMI-BLIND ALS RECEIVER

In this section, a semi-blind receiver is put forward for the
proposed model based on the alternating least squares (ALS)
algorithm. The ALS is a classical algorithm used to estimate
the component matrices of PARAFAC tensor decomposition.
Compared to the ideal receiver, the proposed semi-blind re-
ceiver does not know the channel information. Furthermore, the
semi-blind receiver can recover the user symbol information
and channel state information without using pilot sequences,
which can be used to increase the information rate. To recover
the user symbols S and channel state information H, another
unfolding matrix besides Y2 ∈ CFN×K is required, which is
Y3 ∈ CFK×R, and is given in Eq. 17.

Y2 =

⎡
⎢⎢⎢⎣

YT
·1·

YT
·2·
...

YT
·F ·

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Sdiag(p1·)
Sdiag(p2·)

...
Sdiag(pF ·)

⎤
⎥⎥⎥⎦ (HA)T

= ((U�C)T � S)ATHT ∈ CFN×K (17)

where P = (U�C)T ∈ CF×R and pf · denotes the f -th row
of the matrix P. It is assumed here that the methods of antenna
allocation and frequency assignation are known, meaning the
values of matrices A and U are known. The values of the
frequency encoding matrixC are also known by the receiver. The
target of the proposed semi-blind ALS receiver algorithm is to
alternately compute and update the values of the data modulation
matrix S and the channel matrix H until the recovered matrices
satisfy the stopping condition. According to Eq. 15 and Eq. 17,
the semi-blind ALS receiver can be represented by:

ŜT
i = ((HA) � (U�C)T)†Ỹ3 (18)

ĤT
i =

((
(U�C)T � S)AT

)†
Ỹ2 (19)

where i denotes the iteration number. Specifically, in the first
iteration, the channel matrix H0 is randomly initialized. Equa-
tion. 18 is then used to recover the data modulation matrix Ŝ1.
Substituting the computed data modulation matrix Ŝ1 to Eq.
19, the updated channel matrix Ĥ1 can then be obtained. The
channel matrix Ĥi and the data modulation matrix Ŝi is then
repeatedly computed with increasing iteration number until the
stopping condition is satisfied. In this paper, it is assumed that
the data modulation matrix is successfully recovered when the
error between the received signal and its reconstructed version
from the estimated channel and data modulation matrices does
not significantly change between two successive iterations i and
i+ 1. Therefore, the stopping condition is represented by:

|ei+1 − ei| ≤ 10−5 (20)
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Algorithm 1: Semi-Blind Receiver Model Based on ALS.
Input:

The received tensor signal, Ỹ;
The value of antenna allocation matrix, A;
The value of frequency encoding matrix, C;
The value of frequency assignation matrix, U;

1: Let i = 0. Randomly initialize the channel matrix H0;
2: i = i+ 1;
3: Compute the data modulation matrix Ŝi via Eq. 18;
4: Compute the channel matrix Ĥi via Eq. 19;
5: Loop through step 2 to step 4 until Eq. 20 is satisfied;
Output:

Data modulation matrix Ŝ, channel matrix Ĥ, and
iteration number i;

where ei = ‖Ỹ3 − (Q �P)ŜT
i ‖F is the estimation error calcu-

lated at the i-th iteration of the ALS algorithm. If the estimation
error is satisfied by Eq. 20, it is assumed that the ALS algorithm
has converged at the i-th iteration.

The detailed process of the proposed semi-blind receiver
algorithm is provided in Algorithm 1.

V. IDENTIFIABILITY AND UNIQUENESS

In this section, identifiability and uniqueness issues in the
proposed framework are discussed according to the recovering
data modulation matrix and channel matrix by the proposed
semi-blind ALS receiver.

A. Identifiability

Generally speaking, the notion identifiability in communi-
cation system design implies that the transmitted information
can be reliably extracted from the received waveform. In the
least squares (LS) sense, it linked to the recovery of Ĥ and
Ŝ from Y2 and Y3, defined in Eq. (17) and Eq. (15), respec-
tively. According to Eq. (17) and Eq. (15), the mathematical
formulation of semi-blind ALS receiver given by Eq. (18) and
Eq. (19) can be obtained. However, it should be noted that in
order to obtain Ĥ and Ŝ, left pseudo-inverse operations must be
performed. It is known that left pseudo-inverse can not be always
calculated, so identifiability can be considered as a condition of
left pseudo-inverse.

By defining Z2 = ((U�C)T � S)AT ∈ CNF×M andZ3 =
(HA) � (U�C)T ∈ CFK×R, these two expressions can be
substituted into Eq. 17 and Eq. 15, to obtain Eq. 21 and Eq. 22:

Y2 = ((U�C)T � S)ATHT = Z2H
T (21)

Y3 = ((HA) � (U�C)T)ST = Z3S
T (22)

Theorem 1 (Identifiability): Supposing H and S have full
column-rank, identifiability of H and S from Eq. 21 and Eq.
22 respectively requires that Z2 and Z3 are full column-rank
which satisfy:

rank(Z2) = M

rank(Z3) = R (23)

Proof 1: The assumption of the full column-rank of data
modulation matrixS ∈ CN×R and channel matrixH ∈ CK×M ,
which implies N ≥ R and K ≥ M , is reasonable. The values
of the two matrices are linear independent because they are
randomly drawn from PSK/QAM alphabets and MIMO fading
coefficients. The number of receiving antennas is set as no less
than the transmitting antennas, and the length of user symbols
is set no less than the number of users. Therefore, the condition
for the full column-rank of data modulation matrix and chan-
nel matrix can be guaranteed. From Eq. 21, H is identifiable
in the LS sense only if Z2 ∈ CNF×M permits a unique left
pseudo-inverse, meaning that Z2 is full column-rank to recover
Ĥ. This the theorem of left pseudo-inverse in the matrix theory.
Applying the same reasoning to S in Eq. 22 will illustrate that
Z3 ∈ CFK×R is full column-rank. �

According to Theorem 1 it is known that the necessary and
sufficient condition for the identifiability of recovering data
modulation matrix S and channel matrix H is the full column-
rank property of Z2 and Z3. In Theorem 2, a necessary (but not
sufficient) condition for identifiability is provided.

Theorem 2: Assume that H and S have full column-rank.
The necessary (but not sufficient) condition for identifiability is
that Z2 and Z3 are “tall” matrices, which implies:

NF ≥ M, FK ≥ R (24)

The inequalities can be viewed as restrictions when designing
the values of parameters (N,F,M,K,R).

B. Uniqueness

According to the discussion of identifiability, the data modu-
lation matrix S can be recovered and channel matrix H can be
estimated by satisfying the necessary and sufficient condition in
Theorem 1. Whether the recovery matrices are unique must also
be considered. In this section, uniqueness as corresponding to
the recovery data modulation matrix S and channel matrix H is
discussed, and the concept of k-rank as represented by Kruskal
is introduced [41].

Definition 1: Consider the matrix A ∈ CI1×I2 . The
rank(A) = t means there are t linearly independent columns
in the matrix A. If every l ≤ I2 column of A is linearly
independent, but l + 1 columns are linearly dependent, then the
k-rank of A is l, which can be denoted as kA = l.

Next, k-rank is used to describe the theorem of uniqueness
of a 3rd-order PARAFAC decomposition model. The frontal
slice of a 3rd-order tensor X ∈ CI×J×K is denoted by X··k =
Adiag(ck·)BT. The condition of uniquely recovering the three
component matrices is then denoted by Theorem 3.

Theorem 3: [42] Given a frontal slice X··k =
Adiag(ck·)BT of a 3rd-order tensor X ∈ CI×J×K , where
A ∈ CI×R, B ∈ CJ×R, and C ∈ CK×R, if

kA + kB + kC ≥ 2(R+ 1) (25)

then the three component matrices A, B, and C are unique up
to permutation and (complex) scaling of columns.

Theorem 3 is a promotion form of the theorem in the seminal
paper [41] from real (R) to complex (C) domain. Note that
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permutation ambiguity and scaling ambiguity exists between
the original information and recovery information, and this will
be discussed in following section. By using Theorem 3, the
condition of uniqueness in the proposed framework to recover
the data modulation matrix S and the channel matrix H is
explored. Note that the condition in Theorem 3 is used to recover
all three component matrices, but only two estimated matrices
are required in the proposed framework. Thus, the condition is
more strict and can be understood as sufficient but not necessary
in the proposed framework.

Theorem 4: As Q = HA and P = (U�C)T have been
defined, the Eq. 14 can be written as:

Y··n = Qdiag(sn·)PT (26)

It can be seen that this formulation is familiar with the frontal
slice in Theorem 3. Therefore, supposing that, Q ∈ CK×R, S ∈
CN×R, and P ∈ CF×R are full k-rank, then according Eq. 25,
it will yield:

min(K,R) + min(N,R) + min(F,R) ≥ 2(R+ 1) (27)

The proof of Theorem 4 is similiar with the process of the
seminal paper [42]. When the parameters (K,R,N, F ) in the
T-HoCWD framework are satisfied with Theorem 4, uniqueQ =
HA, S, and P = (U�C)T matrices can be obtained up to the
permutation and scaling ambiguity, which can be eliminated. In
the T-HoCWD framework, it is assumed that the matrix P =
(U�C)T and the antenna allocation matrix A are known by
the receiver. All that is required is semi-blindly recovering the
data modulation matrix S and the channel matrix H. According
to the work of A.L.De Almeida [43], it is known that phase and
scale ambiguities exist, but there is no permutation ambiguity.
Thus, the recovery matrices can be denoted by:

Ŝ = αS, Ĥ = 1/αH (28)

where Ŝ and Ĥ are the matrices recovered by the proposed semi-
blind receiver in Section III, andα is the scaling ambiguity factor.
To eliminate the ambiguities, few known sequences are added
to compute the value of α. Herein, it is assumed that the first
symbol s1,1 of the data modulation matrix S is known, then
Eq. (28) can be used to compute the value of α.

VI. SIMULATION RESULTS

A set of computer simulation results are presented to ana-
lyze the performance of the proposed framework for various
configurations with the ideal receiver. The performance of the
proposed semi-blind receiver compared with the ideal receiver
is then demonstrated. The semi-blind ALS receiver avoids using
a lot of pilot sequences, but relies on the knowledge of the first
value of the data modulation matrix S for eliminating scaling
ambiguities, as denoted by Eq. (28). The goals of the following
experiments include: i) To evaluate the proposed T-HoCWD
framework having identical bit-error-rate (BER) performance
with the SMSE model; ii) To verify that the proposed H-ToCWD
model can work well under MIMO systems, comparing the BER
performance of the proposed model to the existing Alamouti
coding methods [44] and maximum ratio combining (MRC)

Fig. 5. BER performance of the OFDM waveform generated by the proposed
framework in the AWGN channel under a SISO system.

algorithm [45]; iii) To show the convergence of the proposed
semi-blind ALS receiver and performances compared with the
ideal receiver.

The results represent an average of 2,000 Monte Carlo runs.
At each run, the MIMO channel is Rayleigh distributed which
is time-invariant and flat fading. The bit error rate(BER) curves
are plotted as a function of the energy per bit to noise power
spectral density ratio (Eb/N0). The additive noise power is fixed
according to the desired signal to noise ratio (SNR) given by:

SNR(dB) = 10log10
‖X‖2F
‖N‖2F

(29)

where N is an additive noise tensor whose entries are drawn
from complex-valued Gaussian distribution with zero-mean and
unit variance. The relationship between SNR and Eb/No is
represented by:

Eb/N0(dB) = SNR(dB) + 10log10
W

Rb
(30)

whereW andRb denote the bandwidth and bit rate, respectively.

A. BER Performance Under a SISO System With the
ZF Receiver

The performance of the proposed framework is initially eval-
uated under a single-input single-output (SISO) system. In this
case, the framework can be seen as a SMSE model. The ideal
receiver for recovering the transmitted symbols is used, as given
by Eq. (16), and the parameters M = K = 1 are set to obtain a
SISO system. It is assumed that it is single user system, meaning
that R = 1. There are 128 sub-carriers (F = 128) that are partly
utilized by each user without any frequency encoding. In this
case, an OFDM waveform is generated in the transmitter. The
BER performance of the OFDM waveform generated by the
proposed model is illustrated in Fig. 5, and compared with theory
curves under the additive white gaussian noise (AWGN) chan-
nel. When selecting the values of frequency encoding matrix C
from the Hadamard matrix, the MC-CDMA waveform can be
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Fig. 6. BER performance of the MC-CDMA waveform generated by the
proposed framework in the Rayleigh channel under a SISO system.

obtained. Fig. 6 shows the BER performance of the MC-CDMA
waveform generated by the proposed model in a Rayleigh
channel. When the values of the data modulation matrix S are
altered, different kinds of modulated signals are obtained such as
BPSK/QPSK/8PSK/16QAM. It can be observed that the BER
performances of these signals are same as theoretical curves
from the simulation results. These findings are consistent with
the results of [8], proveing that the proposed model can achieve
the function of the SMSE model. The variable configurations
of implementing OFDM and MC-CDMA waveforms in this
experiment are summarized in Table III. The matrix A = [1]
denotes that there is only one user symbol transmitted by the
transmitting antenna.

B. BER Performance Under MIMO System With ZF Receiver

In this sub-section, the performance of the proposed frame-
work under MIMO systems is tested, and also contains perfect
channel knowledge.

1) Different Antenna Configurations: The number of trans-
mitting and receiving antennas are altered to analyze the
BER performance compared to the existing Alamouti encoding
schemes and the maximum-ratio combining (MRC) method.
It is alse assumed that there are two users (R = 2) and 128
sub-carriers (F = 128). The sub-carriers are partly used by the
two users without frequency encoding, meaning the OFDM
waveform is generated. The modulation method is quadrature
phase shift keying (QPSK). The result of setting up different
numbers of transmitting and receiving antennas is shown in
Fig. 7. According to the simulation results, it can be seen that
performance is not improved when only adding the number
of transmitted antennas. This is because the proposed model
does not include space-time encoding. Adding transmitting
antennas will only bring a gain in space diversity which will
increase the rate of transmitting signals in the MIMO wireless
communication system. However, when adding the number of
receiving antennas, perfect performance can be achieved with

TABLE III
VARIABLE CONFIGURATIONS OF IMPLEMENTING OFDM AND MC-CDMA

WAVEFORMS BY THE PROPOSED FRAMEWORK IN A SISO SYSTEM

Fig. 7. BER performance of the proposed model with different antenna
configurations compared to some existing methods in the Rayleigh channel.

TABLE IV
VARIABLE CONFIGURATIONS OF IMPLEMENTING OFDM AND MC-CDMA

WAVEFORMS BY THE PROPOSED FRAMEWORK IN A MIMO SYSTEM

MRC method which is the optimal idea to solve the multiple
receiving antennas combination problem. As the number of
receiving antennas increases, the BER performance improves.

2) Different Kinds of Data Modulation and Frequency En-
coding Methods: The simulation conditions of this experiment
are summarized in Table IV. The matrixA = [1 0; 0 1] in this
table shows that each user is utilizing a single antenna to transmit
symbols. The proposed framework is first used to generate the
OFDM waveform in a MIMO system with two transmitting
antennas (M = 2) and two receiving antennas (K = 2). There



1736 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 2, FEBRUARY 2020

Fig. 8. BER performance of the OFDM waveform generated by the proposed
framework with different data modulation matrices in a MIMO (2 × 2) system.

Fig. 9. BER performance of the MC-CDMA waveform generated by the
proposed framework with different data modulation matrices in a MIMO (1 × 4)
system.

are 128 sub-carriers (F = 128) partly used by two users (R = 2)
without frequency encoding. Different kinds of OFDM modu-
lated signals can be obtained by altering the data modulation
matrix. The MC-CDMA waveform is then generated by adding
frequency encoding to the former simulation conditions in a
MIMO system with one transmitting antenna (M = 1) and
four receiving antennas (K = 4). The values of the frequency
encoding matrix C are selected from the Hadamard matrix.
Botn Fig. 8 and Fig. 9 illustrate that the proposed framework
can achieve the function of transmitting different multi-carrier
signals in a MIMO system, while the SMSE model can not.

3) Different Kinds of Frequency Assignation: One of the
advantages of the CR is the ability to adjust the spectrum in use
by sensing results to avoid interference and improve spectrum
utilization. Thus, frequency assignment performance in the
proposed framework is very important if it is to be used in

TABLE V
FOUR METHODS OF FREQUENCY ASSIGNATION IN A MIMO (1 × 2) SYSTEM

Fig. 10. The power density diagram when changing the methods of frequency
assignation in a MIMO (1 × 2) system.

a SDR platform and in DSA technology. In this numerical
simulation, the methods of assigning frequencies to users in
a MIMO system are altered to evaluate the performance of
frequency assignment in the proposed framework. The four
methods are summarized in Table V. The frequency assignment
matrix U is denoted in the form of Matlab, where zeros (1,
64) denote the number of 0’s is 64, and ones (1, 16) denote the
number of 1’s is 16. In a MIMO system with one transmitting
antenna (M = 1) and two receiving antennas (K = 2), it is
assumed that there are 128 sub-carriers (F = 128) which are
assigned to two users (R = 2) without frequency encoding. The
different methods to assign frequency are illustrated Fig. 10,
and Fig. 11 shows the corresponding BER curves. The two
simulation results illustrate that the proposed framework can
achieve the function of changing frequency assignation and that
different methods of frequency assignation do not influence the
BER performance of the MIMO system.

4) Different Numbers of Users: The question of whether
BER performance will decrease as the number of users increase
must be considered in a multi-user system. It also must be
determined if there is interference among users or not. In this
experiment, the BER performance of the proposed framework
is tested while increasing the number of users. A MIMO sys-
tem equipped with two transiting antennas (M = 2) and four
receiving antennas (K = 4) is used, and the user symbols are
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Fig. 11. BER performance of different methods of frequency assignation in a
MIMO (1 × 2) system.

Fig. 12. The performance of the proposed framework with different numbers
of users in a MIMO (2 × 4) system.

drawn from 16QAM alphabets. Every user will use a different 32
sub-carriers from the available 128 sub-carriers. The simulation
result is provided in Fig. 12. Findings show that when the number
of users is increased, the BER performance of the system does
not decline, meaning that different users will not interfere with
each other.

C. BER Performance With Semi-Blind ALS Receiver

In this section, experiments are carried out to examine the
behaviors of the proposed semi-blind ALS receiver.

1) Evaluation of the Convergence: The convergence per-
formance of the proposed semi-blind ALS algorithm is first
evaluated. Fig. 13 shows the relationship between the stopping
condition and the number of iterations. The stopping condition
refers to the situation that the difference between the two error
functions is less than or equal to 10−5, as is shown in Eq.
20. The error function refers to the difference between the
received signal and the actual received signal estimated by the

Fig. 13. Convergence performance of the proposed semi-blind receiver with
different antenna configurations.

Fig. 14. Convergence performance of the proposed semi-blind receiver with
different values of Eb/No in a MIMO (1 × 2) system.

ALS demodulation algorithm and the data modulation variable
and the channel state information matrix, as denoted by: ei =
‖Ỹ3 − (Q �P)ŜT

i ‖F. In this experiment, a MIMO system with
one transmitting antenna (M = 1) and two receiving antennas
(K = 2) is used. There are also 128 sub-carriers (F = 128)
which are partly used by the two users (R = 2). Simulation
results illustrate that when the values of Eb/No increase, the
number of iterations decline under the same error value. Fig. 14
illustrates the convergence performance of demodulation algo-
rithm for the semi-blind receiver when the number of receiving
antennas is changed under Eb/No equal to 15 dB. Note that the
number of iterations declines with an increasing number of re-
ceiving antennas. However, at least three iterations are required
to meet the convergence conditions, as denoted by Eq. (20).

2) Performance of Symbol Recovery Based on the Semi-Blind
Receiver: The proposed semi-blind ALS receiver can jointly
recover user symbols and channel information without using
sequences. The BER performance in recovering user symbols
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Fig. 15. BER performance of the proposed semi-blind receiver with different
antenna configurations in the Rayleigh channel.

Fig. 16. BER performance of the proposed semi-blind receiver with various
data modulation matrices in the Rayleigh channel.

using the semi-blind ALS receiver is therefore investigated
and compared with the ideal receiver. In this experiment, 128
sub-carriers (F = 128) are partly used by the two users (R = 2).
Fig. 15 shows the performance of the ALS receiver compared to
the zero-forcing (ZF) receiver by configuring different numbers
of antennas. The modulation method is QPSK. In Fig. 16, the
result with various modulated methods in a SISO system is
provided. It can be seen from the two simulation results that the
gap between the ALS and ZF receiver is around 3 dB in terms
of Eb/No. It can also be observed that the same performance
improvement is obtained for both ZF and ALS receivers when
the Eb/No is increased.

3) Performance of Channel Estimation Based on the Semi-
Blind Receiver: The proposed semi-blind ALS receiver per-
formance in estimating channel information is next reviewed.
The normalized mean square error (NMSE) as represented by
Eq. (31), is used here to evaluate the accuracy of channel

Fig. 17. The NMSE performance of channel estimation by the proposed semi-
blind ALS receiver.

Fig. 18. Simulation time of ALS receiver with different antenna configurations
compared to ZF receiver under QPSK modulation.

estimation by the ALS receiver:

NMSE(H) =
‖Ĥi −H‖2

F

‖H‖2
F

(31)

where Ĥi denotes the recovery channel matrix which is esti-
mated by the i-th iteration. The results of channel estimation by
the proposed semi-blind ALS receiver are provided in Fig. 17.
The values of NMSE can be seen to linearly decrease with the
increasing of Eb/No. It can also be observed that when changing
the number of receiving antennas from two to four, the value of
Eb/No decreases by nearly 5 dB with the same NMSE.

4) Complexity Comparison: The complexity of the proposed
semi-blind ALS receiver is compared with ZF receiver. The
simulation time of ALS receiver is longer than ZF receiver,
because it does not require long training sequences and channel
estimates. In this experiment, 128 subcarriers (F = 128) are
partly used by the two users (R = 2). The simulation time of
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Fig. 19. Simulation time of ALS receiver with different modulation methods
compared to ZF receiver in a SISO system.

ALS and ZF receivers with different antenna structures and mod-
ulation modes is compared. In each case, the simulation result
takes the average time of 1000 simulations. The simulation time
of ALS receiver with different antenna configurations compared
to ZF receiver are provided in Fig. 18. The modulation method
is QPSK. The proposed semi-blind ALS receiver requires more
simulation time because it does not know the channel infor-
mation. Matrix operations also increase the simulation time.
In Fig. 19, the simulation time of ALS receiver with different
modulation methods compared to ZF receiver in a SISO system
is provided. Similarly, the simulation time of ALS is much longer
than that of ZF under different modulation methods.

VII. CONCLUSION

In this paper, a new analytic framework was proposed to
generate different kinds of multi-carrier waveforms by choosing
corresponding values of the four variables for a MIMO sys-
tem. The new framework can be seen as an extension of the
SMSE framework which can realize the functions of SMSE,
and also can work well in a MIMO system, where the SMSE
framework can not. Two kinds of tensor decomposition mod-
els, PARAFAC and TUCKER-1, were used to model the pro-
posed framework. Specifically, the core tensor of TUCKER-1
was altered by PARAFAC model. Because of the performance
of tensor decomposition models, the proposed framework is
guaranteed to experience identifiability and uniqueness issues.
A new semi-blind ALS receiver was also presented in this
paper for use in the proposed model. The new receiver can
recover user symbols and estimate channel state information
without using many pilot sequences, increasing the rate of
transmitting signals. Compared with the ideal receiver, the
performance of the proposed semi-blind receiver decreased by
approximately 3 dB. Performance simulation results illustrated
that the proposed framework and the semi-blind ALS receiver
can be successfully implemented in an SDR platform and DSA
technology.

The following work needs to be further studied in the
future. On the one hand, MIMO space-time frequency coding
is not introduced into the proposed model. This makes the

communication performance of the system not as good as that
of classical Alamouti coding. Therefore, the model should
be further extended in the subsequent research, so that the
system can include space, time, frequency and other coding
methods. On the other hand, modulation pattern recognition is
not considered in the proposed semi-blind receiver. Modulation
pattern recognition is a necessary means to achieve blind receiver
in cognitive radio. In the subsequent research, the author of
this paper will carry out modulation pattern recognition in
combination with semi-blind receiver.
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