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#### Abstract

The Fisher-Snedecor $\mathcal{F}$ distribution has been recently proposed as a more accurate and mathematically tractable composite fading model than traditional established models in some practical cases. In this paper, we firstly derive exact closedform expressions for the main statistical characterizations of the ratio of products of $\mathcal{F}$-distributed random variables, including the probability density function, the cumulative distribution function and the moment generating function. Secondly, simple and tight approximations to the distribution of products and ratio of products of $\mathcal{F}$-distributed random variables are presented. These analytical results can be readily employed to evaluate the performance of several emerging system configurations, including fullduplex relaying systems operating in the presence of co-channel interference and wireless communication systems enhanced with physical-layer security. The proposed mathematical analysis is substantiated by numerically evaluated results, accompanied by equivalent ones obtained using Monte Carlo simulations.


Index Terms-Fisher-Snedecor $\mathcal{F}$ distribution, performance analysis, physical layer security, full-duplex relaying networks.

## I. Introduction

The performance of wireless communication systems is hampered by several factors, including multipath fading and shadowing. As such, accurate channel modeling of such phenomena is crucial for purposes of accurate performance analysis and design of wireless communications [1], [2]. In order to describe the statistics of the joint effect of multipath fading and simultaneous shadowing, various composite multipath/shadowing fading distributions have been proposed in the past decades, including the $\mathcal{K}[3]$ and the generalized- $\mathcal{K}$ distributions [4].

Recently, several generalized composite distributions have been presented in the open technical literatures which can better model the statistics of the mobile radio signal, such as the gamma shadowed Rician, $\kappa-\mu, \eta-\mu, \alpha-\mu$ and $\alpha-\kappa-\mu$

[^0]distributions [5]-[13]. Although these composite models can adequately characterize the incurred mobile signal fading phenomena, their mathematical representation is rather cumbersome or even intractable. The Fisher-Snedecor $\mathcal{F}$ distribution has been recently introduced as a mathematically tractable fading model that well describes the combined effects of multipath fading and shadowing, especially in the deep fading case [14]. This distribution can be reduced to some common fading models in some special parameter settings, such as Nakagami- $m$ and Rayleigh fading channels. Furthermore, the $\mathcal{F}$ distribution can provide a better fit to experimental data obtained at device-to-device (D2D) communications with respect to the well established generalized- $K$ distribution with lower computational complexity [14]. Because of its interesting properties, the performance analysis of digital wireless communication systems over $\mathcal{F}$ distributed channels has been analyzed in several recent research works, e.g. see [15]-[22] and references therein.

On the other hand, for the performance analysis in many practical wireless applications, the statistics of the ratios and products of fading RVs is of significant importance. For example, the performance analysis of wireless communications systems operating in the presence of co-channel interference commonly involves the evaluation of the statistics of the ratio of signals' powers, i.e., the signal-to-interference ratio (SIR). Moreover, the distribution of products of random variables is useful for the performance evaluation of multi-antenna systems operating in the presence of keyholes or relaying systems with non-regenerative relays [23].

The statistics of the ratio and products of fading random variables (RVs) have been extensively studied in several past research works. For example, a very generic analytical framework for the evaluation of the statistics of products and ratios of arbitrarily distributed RVs using the so-called $H$-function technique has first been proposed in [24]. The $H$-function distribution is a very generic statistical model that includes as special cases several well-known distributions, such as the gamma, the exponential, the Weibull and the generalized gamma $(\alpha-\mu)$ distribution. Several results on the distribution of the ratio of gamma, exponential, Weibull, and normal RVs have been derived in [25]-[28]. In a recent work [29], the so-called $N *$ Fisher-Snedecor $\mathcal{F}$ distribution, obtained as the products of $N$ statistically independent but not necessarily identically distributed (i.n.i.d.) $\mathcal{F}$-distributed RVs, has been introduced. The statistical properties of the ratio of products
of $\alpha-\mu$ RVs have been investigated in [30] and [31]. In [32], the distribution of the product of two i.n.i.d. distributed $\alpha-\mu$, $\kappa-\mu$, and $\eta-\mu$ RVs has been investigated.

A major drawback of the above cited works, however, is that all corresponding analytical results are expressed in terms of Fox's $H$ - or Meijer's $G$-functions, which are, in general, difficult to be evaluated numerically. In order to address this problem, approximate yet accurate closed-form expressions to the distribution of products and ratios have been proposed in several past research works. For example, [33], [34], highly accurate approximations to the distribution of products of generalized gamma and generalized normal RVs have been presented by employing a Mellin transform-based technique.

On the other hand, the central limit theorem (CLT) can be efficiently used to approximate the products of RVs with a lognormal distribution. Using the CLT-based technique, in [35], a log-normal approximation to the distribution of the products of Nakagami- $m$ RVs has been proposed. Additional results on the use of the log-normal distribution to the approximation of the products of Nakagami- $m$ RVs (i.e. the so-called $N *$ Nakagami fading distribution) have been obtained in [36]. The results presented in that work also revealed the connection between the log-normal distribution and the distribution of the products of RVs.

Motivated by the facts outlined above, in this paper we first derive closed-form expressions for the main statistics of the ratio of products of i.n.i.d. squared Fisher-Snedecor $\mathcal{F}$ RVs, including the probability density function (PDF), the cumulative distribution function (CDF) and the moment generating function (MGF). Then, accurate log-normal approximations to the distribution of products, ratios and ratios of products of squared $\mathcal{F}$ RVs are presented. The parameters of the lognormal distribution have been obtained utilizing the classical moment matching theory. In order to further highlight the usefulness of the proposed analysis, two important system configurations are assessed, namely a secure wireless communication link and a full-duplex relaying system employing the decode-and-forward (DF) protocol with co-channel interference. Extensive numerically evaluated results accompanied with Monte-Carlo simulations are further presented to validate the proposed analysis.

The rest of the paper is organized as follows. In Section III an overview of the statistical properties of the FisherSnedecor $\mathcal{F}$ distribution is presented. In Section III, closedform expressions for the PDF, the CDF and the MGF of the ratio of products of squared $\mathcal{F}$-distributed RVs are derived in closed-form. Section IV presents the proposed log-normal approximations to the ratios of products of squared $\mathcal{F}$-distributed RVs. In Section (V) the application of the proposed analysis to physical layer security and full-duplex relaying with cochannel interference is presented. Numerical and computer simulation results are presented in Section VI, followed by Section VII concluding the paper.

Notations: $j=\sqrt{-1}$, $\operatorname{Res}\left[f(z), z_{k}\right]$ is the residue of the complex function $f(z)$ evaluated at $z_{k}, \mathbb{E}[\cdot]$ denotes the expectation operator, $f_{X}(\cdot)$ denotes the PDF of the random variable (RV) $X, F_{X}(\cdot)$ is the CDF of $X, \mathcal{M}_{X}(\cdot)$ is the MGF of the $\operatorname{RV} X, \Gamma(\cdot)$ is the Gamma function [37, eq. (8.310/1)],
$B(\cdot, \cdot)$ denotes the Beta function [37, eq. (8.384.1)], $H(\cdot)$ is the unit step function, ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ denotes the Gauss hypergeometric function [37] eq. (9.111)], $G_{p, q}^{m, n}(\cdot)$ is the Meijer's G-function [37, eq. (9.301)], $\left\{\Delta_{i}\right\}_{i=1}^{L} \triangleq\left\{\Delta_{1}, \Delta_{2}, \cdots, \Delta_{L}\right\}$ and $1-\left\{\Delta_{i}\right\}_{i=1}^{L} \triangleq\left\{1-\Delta_{1}, 1-\Delta_{2}, \cdots, 1-\Delta_{L}\right\}$.

## II. Preliminaries

The Fisher-Snedecor $\mathcal{F}$ distribution is a composite fading model where the received signal's small-scale variations follow a Nakagami- $m$ distribution whereas its root mean square power follows an inverse Nakagami- $m$ distribution. A squared $\mathcal{F}$-distributed RV, $\gamma \sim \mathcal{F}\left(\bar{\gamma} ; m ; m_{s}\right)$, can be mathematically obtained as the ratio of two gamma distributed RVs, $X_{1}$ and $X_{2}$, having PDFs given by

$$
\begin{equation*}
f_{X_{\ell}}(x)=\frac{a_{\ell}^{a_{\ell}} x^{a_{\ell}-1}}{b_{\ell}{ }^{b_{\ell}} \Gamma\left(a_{\ell}\right)} \exp \left(-\frac{a_{\ell} x}{b_{\ell}}\right), \forall \ell \in\{1,2\} \tag{1}
\end{equation*}
$$

where $a_{1}=m$ is the fading parameter, $a_{2}=m_{s}$ is the shadowing parameter, $b_{1}=\bar{\gamma}$ is the average $\operatorname{SNR}$, and $b_{2}=m_{s} /\left(m_{s}-1\right)$. The PDF of $\gamma$ is given as [21, eq. (6)]

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{m^{m}\left(m_{s}-1\right)^{m_{s}} \bar{\gamma}^{m_{s}} \gamma^{m-1}}{B\left(m, m_{s}\right)\left(m \gamma+\left(m_{s}-1\right) \bar{\gamma}\right)^{m+m_{s}}} \tag{2}
\end{equation*}
$$

where $m>1 / 2$ and $m_{s}>1$. Note that for $m_{s} \rightarrow 0$, heavy shadowing is attained whereas shadowing vanishes as $m_{s} \rightarrow$ $\infty$ (i.e., only Nakagami- $m$ small-scale fading).

Finally, the $n_{\text {th }}$ moment of the Fisher-Snedecor $\mathcal{F}$ distribution can be derived in closed-form as [21, eq. (9)]

$$
\begin{equation*}
\mathbb{E}\left[\gamma^{n}\right]=\left(\frac{\left(m_{s}-1\right) \bar{\gamma}}{m}\right)^{n} \frac{B\left(m+n, m_{s}-n\right)}{B\left(m, m_{s}\right)} \tag{3}
\end{equation*}
$$

## III. Ratio of SQuared $\mathcal{F}$-distributed RVs

In this section, we derive closed-form expressions for the PDF, the CDF and the MGF of the ratio of products of independent squared $\mathcal{F}$-distributed RVs. Let us define $Z \triangleq$ $\prod_{\ell_{1}=1}^{L_{1}} \gamma_{1, \ell_{1}} / \prod_{\ell_{2}=1}^{L_{2}} \gamma_{2, \ell_{2}}$ where $\gamma_{1, \ell_{1}} \sim \mathcal{F}\left(\bar{\gamma}_{1, \ell_{1}}, m_{1, \ell_{1}}, m_{1, s_{\ell_{1}}}\right)$ $\left(\ell_{1}=1, \cdots, L_{1}\right)$ and $\gamma_{2, \ell_{2}} \sim \mathcal{F}\left(\bar{\gamma}_{2, \ell_{2}}, m_{2, \ell_{2}}, m_{2, s_{\ell_{2}}}\right)\left(\ell_{2}=\right.$ $\left.1, \cdots, L_{2}\right)$ are i.n.i.d. $\mathcal{F}$-distributed RVs. The following result holds.

Proposition 1. The PDF, the CDF and the MGF of $Z$ can be deduced in closed-forms as

$$
\begin{align*}
& f_{Z}(z)=\frac{1}{z B_{1} B_{2}} G_{L_{1}+L_{2}, L_{1}+L_{2}}^{L_{1}+L_{2}, L_{1}+L_{2}}\left(\left.\frac{\bar{\gamma}_{1} A_{2}}{z \bar{\gamma}_{2} A_{1}}\right|_{\substack{1-\Delta_{1}, 1-E_{2} \\
\Delta_{2}, E_{1}}} ^{\substack{ \\
L_{2}}}\right), \\
& F_{Z}(z)=\frac{1}{B_{1} B_{2}} G_{L_{1}+L_{2}+1, L_{1}+L_{2}+1}^{L_{1}+L_{2}+1, L_{1}+L_{2}}\left(\frac{\bar{\gamma}_{1} A_{2}}{z \bar{\gamma}_{2} A_{1}} \left\lvert\, \begin{array}{c}
1-\Delta_{1}, 1-E_{2}, 1 \\
\Delta_{2}, E_{1}, 0
\end{array}\right.\right),  \tag{4b}\\
& \mathcal{M}_{Z}(s)=\frac{1}{B_{1} B_{2}} G_{L_{1}+L_{2}+1, L_{1}+L_{2}}^{L_{1}+L_{2}, L_{1}+L_{2}+1}\left(\frac{A_{1}}{s A_{2}} \left\lvert\, \begin{array}{|c}
1,1-\Delta_{2}, 1-E_{1} \\
\Delta_{1}, E_{2}
\end{array}\right.\right),
\end{align*}
$$

(4c)
where $A_{i}=\prod_{\ell_{i}=1}^{L_{i}} \frac{m_{i, \ell_{i}}}{m_{i, s \ell_{i}}-1}, \quad B_{i}=\prod_{\ell_{i}=1}^{L_{i}} \Gamma\left(m_{i, \ell_{i}}\right) \Gamma\left(m_{i, s_{\ell_{i}}}\right)$, $\bar{\gamma}_{i}=\prod_{\ell_{i}=1}^{L_{i}} \bar{\gamma}_{i, \ell_{i}}, \Delta_{i}=\left\{m_{i, \ell_{i}}\right\}_{\ell_{i}=1}^{L_{i}}, E_{i}=\left\{m_{i, s_{i}}\right\}_{\ell_{i}=1}^{L_{i}}, \forall i \in$ $\{1,2\}$.
Proof. From the mathematical derivation of the squared $\mathcal{F}$ distribution, it can be observed that $Z$ can be expressed as the ratio of two products of $L_{1}+L_{2}$ gamma distributed RVs. In the numerator of $Z, L_{1}$ out of the $L_{1}+L_{2}$ factors are gamma distributed RVs with parameters $m_{1, \ell_{1}}$ and $\bar{\gamma}_{1, \ell_{1}}$, $\forall \ell_{1}=1, \ldots, L_{1}$ and the remaining $L_{2}$ factors are gamma distributed RVs with parameters $m_{s_{2, \ell_{2}}}$ and $m_{2, s_{\ell_{2}}} /\left(m_{2, s_{\ell_{2}}}-1\right)$, $\forall \ell_{2}=1, \ldots, L_{2}$. In the denominator of $Z, L_{1}$ out of the $L_{1}+L_{2}$ factors are gamma distributed RVs with parameters $m_{1, s_{\ell_{1}}}$ and $m_{1, s_{\ell_{1}}} /\left(m_{1, s_{\ell_{1}}}-1\right)$ and the remaining $L_{2}$ factors are gamma distributed RVs with parameters $m_{2, \ell_{2}}$ and $\bar{\gamma}_{2, \ell_{2}}$. Using [24, eq. (4.9] and [24, eq. (4.13], (4a) can be readily obtained after performing some straightforward algebraic manipulations.

The CDF of $Z$ can be obtained as $F_{Z}(z)=\int_{0}^{z} f_{z}(t) \mathrm{d} t=$ $\int_{0}^{\infty} H(1-t / z) f_{Z}(t) \mathrm{d} t$. By expressing the unit step function in terms of a Meijer's G-function [38, eq. (8.4.2.1)], i.e., $H(1-$ $t / z)=G_{1,1}^{1,0}\left(\frac{z}{t} \left\lvert\, \begin{array}{l}1 \\ 0\end{array}\right.\right)$ and employing [38, eq. (2.24.1.1)] yields (4b).

Finally, the MGF of $Z$ can be obtained as $\mathcal{M}_{Z}(s)=$ $\int_{0}^{\infty} \exp (-s z) f_{Z}(z) \mathrm{d} z$. By expressing the exponential in terms of a Meijer's G-function [38, eq. (8.4.3.1)], i.e., $\exp (-s z)=G_{0,1}^{1,0}\left(\left.s z\right|_{0} ^{-}\right)$and employing [38, eq. (2.24.1.1)] yields 4 C , thus completing the proof.
Corollary 1. Let $X \triangleq \gamma_{1} / \gamma_{2}$ where $\gamma_{1} \sim \mathcal{F}\left(\bar{\gamma}_{1}, m_{1}, m_{s_{1}}\right)$ and $\gamma_{2} \sim \mathcal{F}\left(\bar{\gamma}_{2}, m_{2}, m_{s_{2}}\right)$. The PDF, the CDF and the MGF of $X$ can be deduced in closed-form as

$$
\begin{align*}
& f_{X}(x)=\frac{B\left(m_{1}+m_{2}, m_{s 1}+m_{s 2}\right) x^{m_{1}-1}}{B\left(m_{1}, m_{s 1}\right) B\left(m_{2}, m_{s 2}\right)}\left(\frac{\left(m_{s 2}-1\right) \bar{\gamma}_{2} m_{1}}{\left(m_{s 1}-1\right) \bar{\gamma}_{1} m_{2}}\right)^{m_{1}} \\
& \times_{2} F_{1}\left(m_{1}+m_{s 1}, m_{1}+m_{2} ; \sum_{\ell=1}^{2}\left(m_{\ell}+m_{s \ell}\right) ; 1-\frac{m_{1}\left(m_{s 2}-1\right) \bar{\gamma}_{2}}{m_{2}\left(m_{s 1}-1\right) \bar{\gamma}_{1}} x\right) \tag{5a}
\end{align*}
$$

$$
\begin{align*}
& F_{X}(x)=\left(\frac{\left(m_{s 2}-1\right) \bar{\gamma}_{2} m_{1}}{\left(m_{s 1}-1\right) \bar{\gamma}_{1} m_{2}}\right)^{m_{1}}\left[\prod_{i=1}^{2} \Gamma\left(m_{i}\right) \Gamma\left(m_{s_{i}}\right)\right]^{-1} \\
& \times G_{3,3}^{3,2}\left(\frac{m_{2}\left(m_{s 1}-1\right) \bar{\gamma}_{1}}{x m_{1}\left(m_{s 2}-1\right) \bar{\gamma}_{2}} \left\lvert\, \begin{array}{l}
1,1-m_{s 2}+m_{1}, m_{1}+1 \\
m_{1}, m_{1}+m_{s 1}, m_{1}+m_{2}
\end{array}\right.\right) \tag{5b}
\end{align*}
$$

$$
\mathcal{M}_{X}(s)=\left(\frac{\left(m_{s 2}-1\right) \bar{\gamma}_{2} m_{1}}{\left(m_{s 1}-1\right) \bar{\gamma}_{1} m_{2}}\right)^{m_{1}}\left[\prod_{i=1}^{2} \Gamma\left(m_{i}\right) \Gamma\left(m_{s_{i}}\right)\right]^{-1}
$$

$$
\times G_{3,2}^{2,3}\left(\frac{m_{1}\left(m_{s 2}-1\right) \bar{\gamma}_{2}}{s m_{2}\left(m_{s 1}-1\right) \bar{\gamma}_{1}} \left\lvert\, \begin{array}{c}
1-m_{1}-m_{s 1}, 1-m_{1}-m_{2,1}-m_{1}  \tag{5c}\\
0,-m_{1}+m_{s 2}
\end{array}\right.\right)
$$

Proof: Equation (5a) can be obtained by employing [38, eq. (8.4.51.1)]. Equations (5b) and (5c) are special cases of (4b) and (4c), respectively.

## IV. New Closed-Form Approximations

In this section, accurate closed-form approximations to the distribution of the ratio of products of $\mathcal{F}$ RVs are presented.

Because of the fact that the Fisher-Snedecor $\mathcal{F}$ RV can be obtained as the product of a gamma and an inverse gamma RV, ratios and products of $\mathcal{F}$ RVs can be treated as products of RVs. Motivated by the CLT-based technique mentioned in the introduction section, in this work we propose to use the lognormal distribution as an accurate closed-form approximation to the distribution of the products and ratios of $\mathcal{F}$ RVs. Furthermore, extensive experiments carried out by using the Matlab distribution fit tool have revealed that the log-normal distribution can indeed serve as an efficient approximation to a single $\mathcal{F}$ distribution as well as to the ratio of products of $\mathcal{F}$ RVs. The parameters of the log-normal distribution are obtained using the moment matching method.

## A. Log-Normal Approximation to a Single Squared $\mathcal{F}$ distributed RV

Hereafter, $Y \sim \mathcal{L}(\mu, \sigma)$ denotes that the RV $Y$ follows the log-normal distribution with parameters $\sigma$ and $\mu$. The PDF of $Y$ is given as

$$
\begin{equation*}
f_{Y}(y)=\frac{1}{y} \frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{(\ln y-\mu)^{2}}{2 \sigma^{2}}\right) \tag{6}
\end{equation*}
$$

The $n^{\text {th }}$ moment of $Y$ can be expressed as

$$
\begin{equation*}
\mathbb{E}\left[Y^{n}\right]=e^{n \mu+n^{2} \sigma^{2} / 2} \tag{7}
\end{equation*}
$$

The application of the moment matching method for the first two moments of the Fisher-Snedecor $\mathcal{F}$ distribution and the approximated log-normal distribution yields

$$
\begin{gather*}
e^{\mu+\frac{1}{2} \sigma^{2}}=\frac{\left(m_{s}-1\right)}{m} \frac{B\left(m+1, m_{s}-1\right)}{B\left(m, m_{s}\right)}  \tag{8}\\
e^{2 \mu+2 \sigma^{2}}=\left(\frac{\left(m_{s}-1\right) \bar{\gamma}}{m}\right)^{2} \frac{B\left(m+2, m_{s}-2\right)}{B\left(m, m_{s}\right)} \tag{9}
\end{gather*}
$$

By combining (8) and (9), the parameters $\sigma$ and $\mu$ can be deduced as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{f}\right)  \tag{10}\\
\mu=\ln \left(H_{f}\right)-\frac{1}{2} \ln \left(Y_{f}\right)
\end{array}\right.
$$

where $H_{f}=\bar{\gamma}$, and $Y_{f}=\frac{\left(m_{s}-1\right)(m+1)}{m\left(m_{s}-2\right)}$.
It is noted that the expressions of distribution parameters given by (10) may result in a relatively large approximation error, especially in the lower and upper tail regions. This is because a good fit happens only around the mean by matching the first and second moments. In order to address this issue, we adopt a modified form by considering an adjustment factor ( $\varepsilon$ ), i.e.,

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{f}-\varepsilon\right)  \tag{11}\\
\mu=\ln \left(H_{f}\right)-\frac{1}{2} \ln \left(Y_{f}-\varepsilon\right)
\end{array}\right.
$$

where $\varepsilon$ is bounded as $-Y_{f} \leq \varepsilon \leq Y_{f}$. To obtain $\varepsilon$, the numerical measure of the different (or absolute difference of two continuous distributions, i.e., Kolmogorov distance) between the exact and approximate PDFs (or CDFs) are commonly recommended.

## B. Log-Normal Approximation to the Products of Two Squared $\mathcal{F}$-distributed RVs

In what follows, we propose to use the log-normal distribution as an accurate approximation to the statistics of the product of two $\mathcal{F}$-distributed RVs. Let $Z=X Y$, where $X \sim \mathcal{F}\left(\bar{\gamma}_{x} ; m_{x} ; m_{s, x}\right)$ and $Y \sim \mathcal{F}\left(\bar{\gamma}_{y} ; m_{y} ; m_{s, y}\right)$. The first and second moments of $Z$ is given by

$$
\begin{equation*}
\mathbb{E}[Z]=\mathbb{E}[X] \mathbb{E}[Y] \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[Z^{2}\right]=\mathbb{E}\left[X^{2}\right] \mathbb{E}\left[Y^{2}\right] \tag{13}
\end{equation*}
$$

respectively. Matching the first and second moments of $Z$ yields the following system of equations

$$
\begin{gather*}
e^{\mu+\frac{1}{2} \sigma^{2}}=\frac{\left(m_{s, x}-1\right) \bar{\gamma}_{x}}{m_{x}} \frac{B\left(m_{x}+1, m_{s, x}-1\right)}{B\left(m_{x}, m_{s, x}\right)} \\
\times \frac{\left(m_{s, y}-1\right) \bar{\gamma}_{y}}{m_{y}} \frac{B\left(m_{y}+1, m_{s, y}-1\right)}{B\left(m_{y}, m_{s, y}\right)}  \tag{14}\\
e^{2 \mu+2 \sigma^{2}}=\left(\frac{\left(m_{s, x}-1\right) \bar{\gamma}_{x}}{m_{x}}\right)^{2} \frac{B\left(m_{x}+2, m_{s, x}-2\right)}{B\left(m_{x}, m_{s, x}\right)} \\
\times\left(\frac{\left(m_{s, y}-1\right) \bar{\gamma}_{y}}{m_{y}}\right)^{2} \frac{B\left(m_{y}+2, m_{s, y}-2\right)}{B\left(m_{y}, m_{s, y}\right)} \tag{15}
\end{gather*}
$$

The parameters of the approximating log-normal distribution can therefore be expressed as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{\text {pro }}\right)  \tag{16}\\
\mu=\ln \left(H_{\text {pro }}\right)-\frac{1}{2} \ln \left(Y_{\text {pro }}\right)
\end{array}\right.
$$

where

$$
\begin{gather*}
H_{p r o}=H_{p r o, 1} H_{p r o, 2}=\bar{\gamma}_{x} \bar{\gamma}_{y}  \tag{17a}\\
Y_{\text {pro }}=Y_{p r o, 1} Y_{p r o, 2}=\frac{\left(1+m_{x}\right)\left(m_{s, x}-1\right)}{m_{x}\left(m_{s, x}-2\right)} \\
\times \frac{\left(1+m_{y}\right)\left(m_{s, y}-1\right)}{m_{y}\left(m_{s, y}-2\right)} \tag{17b}
\end{gather*}
$$

The adjusted forms of (16) can be written as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(\left(Y_{\text {pro }, 1}-\varepsilon_{1}\right)\left(Y_{\text {pro }, 2}-\varepsilon_{2}\right)\right),  \tag{18}\\
\mu=\ln \left(H_{\text {pro }, 1} H_{\text {pro }, 2}\right)-\frac{1}{2} \ln \left(\left(Y_{\text {pro }, 1}-\varepsilon_{1}\right)\left(Y_{\text {pro }, 2}-\varepsilon_{1}\right)\right) .
\end{array}\right.
$$

Note that the expressions in (18) can be extended to the products of $N$ independent $\mathcal{F}$-distributed RVs as (16), where

$$
\begin{gather*}
H_{\text {pro }}=\prod_{i=1}^{L} \bar{\gamma}_{i}=\prod_{i=1}^{L} H_{p r o, i},  \tag{19a}\\
Y_{\text {pro }}=\prod_{i=1}^{L}\left(\frac{\left(1+m_{i}\right)\left(m_{s, i}-1\right)}{m_{i}\left(m_{s, i}-2\right)}-\varepsilon_{i}\right)=\prod_{i=1}^{L}\left(Y_{p r o, i}-\varepsilon_{i}\right) . \tag{19b}
\end{gather*}
$$

The parameter $\varepsilon_{i}$ can be computed in a similar manner as the one proposed in Section IV-A

Finally, assuming independent and identically (i.i.d.) factors with $m_{x}=m_{y}=m, m_{s, x}=m_{s, y}=m_{s}$ and $\bar{\gamma}_{x}=\bar{\gamma}_{y}=\bar{\gamma}$,
the above expressions simplify to

$$
\left\{\begin{array}{l}
\sigma^{2}=N \ln \left(\frac{(1+m)\left(m_{s}-1\right)}{m\left(m_{s}-2\right)}-\varepsilon\right),  \tag{20}\\
\mu=N \ln (\bar{\gamma})-N \frac{1}{2} \ln \left(\frac{(1+m)\left(m_{s}-1\right)}{m\left(m_{s}-2\right)}-\varepsilon\right) .
\end{array}\right.
$$

## C. Log-Normal approximation to the Ratio of Two Squared $\mathcal{F}$-distributed $R V s$

Hereafter, we use the moment matching method to approximate the statistics of the ratio $Z=X / Y$, where $X \sim \mathcal{F}\left(\bar{\gamma}_{x} ; m_{x} ; m_{s, x}\right)$ and $Y \sim \mathcal{F}\left(\bar{\gamma}_{y} ; m_{y} ; m_{s, y}\right)$, with a log-normal distribution. The first and second moments of $Z$, can be expressed as

$$
\begin{equation*}
\mathbb{E}[Z]=\mathbb{E}[X] \mathbb{E}\left[\frac{1}{Y}\right] \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[Z^{2}\right]=\mathbb{E}\left[X^{2}\right] \mathbb{E}\left[\frac{1}{Y^{2}}\right] \tag{22}
\end{equation*}
$$

The moment matching method yields estimators for $\sigma$ and $\mu$ as the solution of the following system of equations

$$
\begin{align*}
e^{\mu+\frac{1}{2} \sigma^{2}}= & \frac{\left(m_{s, x}-1\right) \bar{\gamma}_{x}}{m_{x}} \frac{B\left(m_{x}+1, m_{s, x}-1\right)}{B\left(m_{x}, m_{s, x}\right)} \\
& \times \frac{m_{y}}{\left(m_{s, y}-1\right) \bar{\gamma}_{y}} \frac{B\left(m_{y}-1, m_{s, y}+1\right)}{B\left(m_{y}, m_{s, y}\right)}  \tag{23}\\
e^{2 \mu+2 \sigma^{2}}= & \left(\frac{\left(m_{s, x}-1\right) \bar{\gamma}_{x}}{m_{x}}\right)^{2} \frac{B\left(m_{x}+2, m_{s, x}-2\right)}{B\left(m_{x}, m_{s, x}\right)} \\
\times & \left(\frac{\left(m_{s, y}-1\right) \bar{\gamma}_{y}}{m_{y}}\right)^{-2} \frac{B\left(m_{y}-2, m_{s, y}+2\right)}{B\left(m_{y}, m_{s, y}\right)} \tag{24}
\end{align*}
$$

The solution of this system can be obtained in closed-form as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{\text {ratio }}\right),  \tag{25}\\
\mu=\ln \left(H_{\text {ratio }}\right)-\frac{1}{2} \ln \left(Y_{\text {ratio }}\right),
\end{array}\right.
$$

where

$$
\begin{gather*}
H_{\text {ratio }}=\frac{m_{s, y} m_{y}}{\left(m_{y}-1\right)\left(m_{s, y}-1\right)} \frac{\bar{\gamma}_{x}}{\bar{\gamma}_{y}}  \tag{26a}\\
Y_{\text {ratio }}=\frac{\left(m_{s, x}-1\right)\left(1+m_{x}\right)}{m_{x}\left(m_{s, x}-2\right)} \frac{\left(m_{y}-1\right)\left(1+m_{s, y}\right)}{m_{s, y}\left(m_{y}-2\right)} \tag{26b}
\end{gather*}
$$

After considering the adjustment factor $\varepsilon$, eq. (25) can be rewritten as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{\text {ratio }}-\varepsilon\right)  \tag{27}\\
\mu=\ln \left(H_{\text {ratio }}\right)-\frac{1}{2} \ln \left(Y_{\text {ratio }}-\varepsilon\right)
\end{array}\right.
$$

The adjustment factor $\varepsilon$ can be obtained as before.

## D. Log-Normal Approximation to the Ratio of Products of Squared $\mathcal{F}$-distributed RVs

In what follows, the ratio of products of squared $\mathcal{F}$ distributed RVs is approximated with the log-normal distribution using the moment matching method. Let $Z=$ $\frac{X}{Y}$, where $X \triangleq \prod_{\ell_{1}=1}^{L_{1}} \gamma_{1, \ell_{1}}, Y=\prod_{\ell_{2}=1}^{L_{2}} \gamma_{2, \ell_{2}}, \quad \gamma_{1, \ell_{1}} \sim$ $\mathcal{F}\left(\bar{\gamma}_{1, \ell_{1}}, m_{1, \ell_{1}}, m_{1, s_{\ell_{1}}}\right) \quad\left(\ell_{1}=1, \cdots, L_{1}\right)$ and $\gamma_{2, \ell_{2}} \sim$
$\mathcal{F}\left(\bar{\gamma}_{2, \ell_{2}}, m_{2, \ell_{2}}, m_{2, s_{\ell_{2}}}\right)\left(\ell_{2}=1, \cdots, L_{2}\right)$. Again, we can match the first two positive moments by using an adjustable form for the parameters obtained in (IV-B) and (IV-A). In particular, one obtains

$$
\begin{equation*}
\mathbb{E}[Z]=\mathbb{E}[X] \mathbb{E}\left[\frac{1}{Y}\right] \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[Z^{2}\right]=\mathbb{E}\left[X^{2}\right] \mathbb{E}\left[\frac{1}{Y^{2}}\right] \tag{29}
\end{equation*}
$$

The application of the moment matching method yields

$$
\begin{equation*}
e^{\mu+\frac{1}{2} \sigma^{2}}=\prod_{\ell_{1}=1}^{L_{1}} \bar{\gamma}_{1, \ell_{1}} \prod_{\ell_{2}=1}^{L_{2}} \frac{m_{2, s_{\ell_{2}}} m_{2, \ell_{2}}}{\left(m_{2, \ell_{2}}-1\right)\left(m_{2, s_{\ell_{2}}}-1\right)} \frac{1}{\bar{\gamma}_{2, \ell_{2}}} \tag{30}
\end{equation*}
$$

$$
\begin{align*}
e^{2 \mu+2 \sigma^{2}} & =\prod_{\ell_{1}=1}^{L_{1}} \frac{\left(1+m_{1, \ell_{1}}\right)\left(m_{1, s \ell_{1}}-1\right)}{m_{1, \ell_{1}}\left(m_{1, s_{\ell_{1}}}-2\right)} \\
& \times \prod_{\ell_{2}=1}^{L_{2}} \frac{\left(m_{2, \ell_{2}}-1\right)\left(1+m_{2, s_{\ell_{2}}}\right)}{m_{2, s_{\ell_{2}}}\left(m_{2, \ell_{2}}-2\right)} \\
& \times \prod_{i=1}^{L_{1}} \bar{\gamma}_{1, \ell_{1}}^{2} \prod_{\ell_{2}=1}^{L_{2}}\left(\frac{m_{2, s_{\ell_{2}}} m_{2, \ell_{2}}}{\left(m_{2, \ell_{2}}-1\right)\left(m_{2, \ell_{\ell_{2}}}-1\right)}\right)^{2} \frac{1}{\bar{\gamma}_{2, \ell_{2}}^{2}} . \tag{31}
\end{align*}
$$

The above equations can be written as

$$
\left\{\begin{array}{l}
\sigma^{2}=\ln \left(Y_{\text {ratio }}^{\text {pro }}\right)  \tag{32}\\
\mu=\ln \left(H_{\text {ratio }}^{\text {pro }}\right)-\frac{1}{2} \ln \left(Y_{\text {ratio }}^{\text {pro }}\right),
\end{array}\right.
$$

where

$$
\begin{align*}
H_{\text {ratio }}^{\text {pro }} & =\prod_{\ell_{1}=1}^{L_{1}} H_{\ell_{1}, \text { ratio }}^{\text {pro }} \prod_{\ell_{2}=1}^{L_{2}} H_{\ell_{2}, \text { ratio }}^{\text {pro }} \\
& =\prod_{\ell_{1}=1}^{L_{1}} \bar{\gamma}_{1, \ell_{1}} \prod_{\ell_{2}=1}^{L_{2}} \frac{m_{2, s_{\ell_{2}}} m_{2, \ell_{2}}}{\left(m_{2, \ell_{2}}-1\right)\left(m_{2, s_{\ell_{2}}}-1\right)} \frac{1}{\bar{\gamma}_{2, \ell_{2}}} \tag{33a}
\end{align*}
$$

$$
\begin{align*}
& Y_{\text {ratio }}^{\text {pro }}=\prod_{\ell_{1}=1}^{L_{1}} Y_{\ell_{1}, \text { ratio }}^{\text {pro }} \prod_{\ell_{2}=1}^{L_{2}} Y_{\ell_{2}, \text { ratio }}^{\text {pro }} \\
& =\prod_{\ell_{1}=1}^{L_{1}} \frac{\left(1+m_{1, \ell_{1}}\right)\left(m_{1, s_{\ell_{1}}}-1\right)}{m_{1, \ell_{1}}\left(m_{1, s_{\ell_{1}}}-2\right)} \prod_{\ell_{2}=1}^{L_{2}} \frac{\left(m_{2, \ell_{2}}-1\right)\left(1+m_{2, s_{\ell_{2}}}\right)}{m_{2, s_{\ell_{2}}}\left(m_{2, \ell_{2}}-2\right)} \tag{33b}
\end{align*}
$$

The adjusted forms of (32) can be deduced as

$$
\begin{equation*}
\sigma^{2}=\ln \left(\prod_{\ell_{1}=1}^{L_{1}}\left(Y_{\ell_{1}, \text { ratio }}^{\text {pro }}-\varepsilon_{1, \ell_{1}}\right) \prod_{\ell_{2}=1}^{L_{2}}\left(Y_{\ell_{2}, \text { ratio }}^{\text {pro }}-\varepsilon_{2, \ell_{2}}\right)\right), \tag{34a}
\end{equation*}
$$



Fig. 1. KS goodness-of-fit test statistic for the exact and the approximate distributions with $5 \%$ significance level for $L=1$.

$$
\begin{align*}
\mu & =\ln \left(\prod_{\ell_{1}=1}^{L_{1}} H_{\ell_{1}, \text { ratio }}^{p r o} \prod_{\ell_{2}=1}^{L_{2}} H_{\ell_{2}, \text { ratio }}^{p r o}\right) \\
& -\frac{1}{2} \ln \left(\prod_{\ell_{1}=1}^{L_{1}}\left(Y_{\ell_{1}, \text { ratio }}^{\text {pro }}-\varepsilon_{1, \ell_{1}}\right) \prod_{\ell_{2}=1}^{L_{2}}\left(Y_{\ell_{2}, \text { ratio }}^{p r o}-\varepsilon_{2, \ell_{2}}\right)\right) \tag{34b}
\end{align*}
$$

For the i.i.d. case, (32) can be expressed as

$$
\begin{align*}
\sigma^{2} & =L \ln \left(\frac{(1+m)\left(m_{s}-1\right)(m-1)\left(m_{s}+1\right)}{m m_{s}\left(m_{s}-2\right)(m-2)}-\varepsilon\right),  \tag{35a}\\
\mu & =L \ln \left(\frac{m_{s} m}{\left(m_{s}-1\right)(m-1)}\right) \\
& -\frac{L}{2} \ln \left(\frac{(1+m)\left(m_{s}-1\right)(m-1)\left(m_{s}+1\right)}{m m_{s}\left(m_{s}-2\right)(m-2)}-\varepsilon\right) . \tag{35b}
\end{align*}
$$

## E. KS Goodness-of-fit tests

The accuracy of the proposed approximations can be measured by using the Kolmogorov-Smirnov (KS) goodness-offit statistical test [39]. The KS test is defined as the largest absolute difference between the two cumulative distribution functions. Mathematically speaking, the KS test is expressed as

$$
\begin{equation*}
T \triangleq \max \left|F_{S_{\gamma}}(z)-F_{\hat{S}_{\gamma}}(z)\right| \tag{36}
\end{equation*}
$$

where $F_{S_{\gamma}}(z)$ is the empirical CDF of RV $S_{\gamma}$ and $F_{\hat{S}_{\gamma}}(z)$ is the analytical CDF of the approximate $\mathrm{RV} \hat{S}_{\gamma}$. In what follows, we consider the ratio of products of $L$ i.i.d RVs with parameters $m, m_{s}$ and average SNRs of 1 dB . Figs. 1 and 2 depict the KS test statistic for different combinations of the parameters $m, m_{s}$, assuming $L=1$ and $L=2$, respectively. The exact results have been obtained by averaging at least $v=10^{4}$ random samples of $\mathcal{F}$-distributed RVs. Let us define $H_{0}$ as the null hypothesis under which the observed data of $S_{\gamma}$,


Fig. 2. KS goodness-of-fit test statistic for the exact and the approximate distributions with $5 \%$ significance level for $L=2$.


Fig. 3. Adjustment factor achieving the minimum gap between the exact and the approximate log-normal distributions for $L=1$.
i.e., the distribution of the ratio of products of $\mathcal{F}$-distributed RVs, belong to the CDF of the approximate distribution $F_{\hat{S}_{\gamma}}(\cdot)$, i.e., the log-normal distribution. The null hypothesis is accepted if $T<T_{\max }$, where $T_{\max }=\sqrt{-(1 / 2 v) \ln (\alpha / 2)}$, is the critical value which corresponds to a significance level of $\alpha$ [39]. For $\alpha=5 \%$ one obtains $T_{\max }=0.0136$. Figs. 1 and 2 depict the test statistic, $T$, with $5 \%$ significance level for various values of $m, m_{s}$ and $L=1$ or $L=2$, respectively. The adjustment factor achieving the minimum gap between the exact and the approximated distributions is depicted in Figs. 3 and Fig. 4 for $L=1$ and $L=2$, respectively. It is clearly observed from Figs. 1 and 2 that the hypothesis $H_{0}$ is always accepted with $95 \%$ significance for different combinations of parameters. Hence, the log-normal distribution can be regarded as a highly accurate approximation to the exact one.


Fig. 4. Adjustment factor achieving the minimum gap between the exact and the approximate log-normal distributions for $L=2$.

## V. Applications to physical layer security and FULL-DUPLEX RELAYING WITH CO-CHANNEL INTERFERENCE

In this section, applications of the proposed analytical framework to physical layer security and full -duplex relaying with co-channel interference are presented.

## A. Exact Analysis

1) Physical Layer Security: Physical layer security (PLS) has received considerable attention due to its ability to fortify secrecy in wireless links. A point-to-point channel is assumed where a transmitter ( $\mathbf{S}$ ) sends confidential messages to a legitimate receiver (D). This system operates in the presence of an eavesdropper (E). According to [36], it is assumed that nodes $\mathbf{S}$ and $\mathbf{D}$ are separated and surrounded by many stationary and moving objects such that the signal transmitted by the source terminal can propagate to the receiver only through electromagnetically small apertures, i.e., keyholes among obstacles. Each keyhole behaves like a source terminal to the next keyholes. Thus the resulting wireless channel can be modeled as a cascaded fading channel. Moreover, it is also assumed due to high shadowing and path loss between $\mathbf{S}$ and $\mathbf{D}$, the direct link is highly attenuated, and thus it can be neglected. Finally, all links are subject to block i.n.i.d. $\mathcal{F}$ fading. Next, the performance of the considered system is assessed in terms of the secrecy outage probability and the probability of non-zero secrecy capacity.

The secrecy outage probability (SOP), is defined as the probability that the instantaneous secrecy capacity falls below a target secrecy rate threshold, $R_{t h}$ [40], [41]. The secrecy
capacity is given by [40]

$$
\begin{align*}
C & =\max \left\{C_{D}-C_{E}, 0\right\} \\
& =\max \left\{\log _{2}\left(1+\gamma_{D}\right)-\log _{2}\left(1+\gamma_{E}\right), 0\right\} \\
& = \begin{cases}\log _{2}\left(\frac{1+\gamma_{D}}{1+\gamma_{E}}\right), & \text { if } \quad \gamma_{\mathrm{D}}>\gamma_{\mathrm{E}}, \\
0, & \text { if } \quad \gamma_{\mathrm{D}} \leq \gamma_{\mathrm{E}},\end{cases} \tag{37}
\end{align*}
$$

where $\gamma_{D}=\prod_{\ell_{D}=1}^{L_{D}} \gamma_{D, \ell_{D}}, \gamma_{E}=\prod_{\ell_{E}=1}^{L_{E}} \gamma_{E, \ell_{E}}, C_{D}$ and $C_{E}$ are the Shannon capacities of the main and wiretap channels. Hence, SOP can be expressed as.

$$
\begin{equation*}
\mathrm{SOP}=P_{r}\left\{C\left(\gamma_{D}, \gamma_{E}\right)<R_{\mathrm{th}}\right\}=P_{r}\left\{\frac{1+\gamma_{D}}{1+\gamma_{E}}<2^{R_{\mathrm{th}}}\right\} \tag{38}
\end{equation*}
$$

A exact closed-form expression for the average SOP is, in general, difficult to be deduced in closed form. A lower bound for average SOP can be deduced as

$$
\begin{equation*}
\mathrm{SOP} \geq P_{r}\left\{\frac{\gamma_{D}}{\gamma_{E}}<2^{R_{\mathrm{th}}}\right\}=F_{Y}(\tau) \tag{39}
\end{equation*}
$$

where $\tau \triangleq 2^{R_{\mathrm{th}}}, Y=\gamma_{D} / \gamma_{E}$ and $F_{Y}(\cdot)$ is given by (4b). As it will become evident, this bound is tight in the entire SNR region.

Another fundamental performance metric of PLS is the probability of non-zero secrecy capacity (PNSC) which can be readily deduced as

$$
\begin{align*}
\mathrm{PNSC} & =P_{r}\left\{C\left(\gamma_{D}, \gamma_{E}\right)>0\right\}=P_{r}\left\{\left(\frac{1+\gamma_{D}}{1+\gamma_{E}}\right)>1\right\} \\
& =1-P_{r}\left\{\frac{\gamma_{D}}{\gamma_{E}} \leq 1\right\}=1-F_{Y}(1) \tag{40}
\end{align*}
$$

2) Full-Duplex Relaying: Let us consider a two-hop fullduplex (FD) relaying network consisting of three nodes, namely one single-antenna source (A), one single-antenna destination (B) and one DF relay ( $\mathbf{R}$ ) equipped with one transmit antenna and one receive antenna to operate in fullduplex mode.

Throughout this analysis, it is assumed that $\mathbf{A}, \mathbf{R}$ and $\mathbf{B}$ are far away from each other and surrounded by many obstacles so that the resulting communication channel can be considered as a cascaded fading channel. In addition, it is assumed that all links are subject to i.n.i.d. $\mathcal{F}$ fading. By further assuming that the considered system employs the DF relaying protocol as well as an interference-limited scenario, the outage probability (OP) of the considered system can be formulated as [42]

$$
\begin{align*}
P_{\mathrm{out}} & =\operatorname{Pr}\left(\min \left\{\frac{\gamma_{A R}}{\gamma_{R R}+1}, \gamma_{R B}\right\}<2^{R}-1\right) \\
& \leq F_{Y}(\sigma)+F_{\gamma}(\sigma)-F_{Y}(\sigma) F_{\gamma}(\sigma), \tag{41}
\end{align*}
$$

where $\gamma_{A R}=\prod_{\ell_{1}=1}^{L_{1}} \gamma_{A R, \ell_{1}}, \gamma_{R B}=\prod_{\ell_{2}=1}^{L_{2}} \gamma_{R B, \ell_{2}}, \sigma \triangleq 2^{R}-1$, $F_{Y}(\cdot)$ is the CDF of $\gamma_{A R} / \gamma_{R R}$ given by (4b) and $F_{\gamma}(\cdot)$ is the CDF of $\gamma_{R B}$ given by [29, eq. (20)].

## B. Asymptotic Analysis

Although the previously derived analytical results have been obtained in closed-form, they provide little insight as to the factors affecting system performance. As such, an asymptotic performance analysis that becomes tight at high SNR values will be presented next. Since our newly derived formulas for the SOP, PNSC and the OP of FD relaying system require the CDF of ratio of products of $\mathcal{F}$ RVs, it suffices to derive an asymptotic expression for $F_{Y}(\sigma)$, where $F_{Y}(\cdot)$ is given by (4b) and $\sigma$ is a fixed value.

Employing [37, eq. (9.301)], 4b) can be expressed in terms of a Mellin-Barnes integral as

$$
\begin{align*}
F_{Y}(\sigma)= & \frac{1}{B_{1} B_{2}} \frac{1}{2 \pi j} \int_{\mathcal{L}} \frac{\Gamma(-s)}{\Gamma(1-s)} \prod_{\ell_{1}=1}^{L_{1}} \Gamma\left(m_{1, \ell_{1}}+s\right) \\
& \times \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, s_{\ell_{2}}}+s\right) \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, \ell_{2}}-s\right) \\
& \times \prod_{\ell_{1}=1}^{L_{1}} \Gamma\left(m_{1, s_{\ell_{1}}}-s\right)\left(\frac{\bar{\gamma}_{1} A_{2}}{x \bar{\gamma}_{2} A_{1}}\right)^{s} d s \\
= & \frac{1}{B_{1} B_{2}} \frac{1}{2 \pi j} \int_{\mathcal{L}} v(s) d s \tag{42}
\end{align*}
$$

where $\mathcal{L}$ is the Mellin Barnes contour. When $\bar{\gamma}_{1} \rightarrow \infty$, this integral can be approximated by employing [43, Theorem 1.7] as.

$$
\begin{align*}
F_{Y}(\sigma) & \approx \begin{cases}\frac{1}{B_{1} B_{2}} \operatorname{Res}\left[v(s),-m_{1, k}\right], & \text { if } m_{1, k}>m_{2, s_{k}} \\
\frac{1}{B_{1} B_{2}} \operatorname{Res}\left[v(s),-m_{2, s_{k}}\right], & \text { if } m_{1, k}<m_{2, s_{k}}\end{cases} \\
& =\left\{\begin{array}{l}
\frac{1}{B_{1} B_{2}} \frac{1}{m_{1, k}} \prod_{\ell_{1}=1, \ell_{1} \neq k}^{L_{1}} \Gamma\left(m_{1, \ell_{1}}-m_{1, k}\right) \\
\times \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, s_{\ell_{2}}}-m_{1, k}\right) \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, \ell_{2}}+m_{1, k}\right) \\
\times \prod_{\ell_{1}=1}^{L_{1}} \Gamma\left(m_{1, s_{\ell_{1}}}+m_{1, k}\right)\left(\frac{\bar{\gamma}_{1} A_{2}}{x \bar{\gamma}_{2} A_{1}}\right)^{-m_{1, k}}, \\
\text { if } m_{1, k}<m_{2, s_{k}} \\
\frac{1}{B_{1} B_{2}} \frac{1}{m_{2, s_{k}}} \prod_{\ell_{1}=1, \ell_{1} \neq k}^{L_{1}} \Gamma\left(m_{1, \ell_{1}}-m_{\left.2, s_{k}\right)}\right) \\
\times \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, s_{\ell_{2}}}-m_{2, s_{k}}\right) \prod_{\ell_{2}=1}^{L_{2}} \Gamma\left(m_{2, \ell_{2}}+m_{2, s_{k}}\right) \\
\times \prod_{\ell_{1}=1}^{L_{1}} \Gamma\left(m_{1, s_{\ell_{1}}}+m_{2, s_{k}}\right)\left(\frac{\bar{\gamma}_{1} A_{2}}{x \bar{\gamma}_{2} A_{1}}\right)^{-m_{2, s_{k}}} \\
\text { if } m_{1, k}<m_{2, s_{k}}
\end{array}\right. \tag{43}
\end{align*}
$$

where $m_{1, k}=\min \left\{m_{1, \ell_{1}}\right\} \quad\left(\ell_{1}=1, \cdots, L_{1}\right)$ and $m_{2, s_{k}}=$ $\min \left\{m_{2, s_{\ell_{2}}}\right\} \quad\left(\ell_{2}=1,2, \cdots, L_{2}\right)$.

Finally, it is worth pointing out that PNSC $\rightarrow 1$ and OP $\rightarrow$ $F_{\gamma}(\sigma)$ because $F_{Y}(\sigma) \rightarrow 0$ in the high-SNR regime.

## VI. Numerical Results

In this section, some numerical results are presented to illustrate the proposed analytical framework. All numerical results are substantiated by semi-analytical Monte Carlo simulations.

Figures 5 and 6 depict the PDF and the CDF of the ratio of products of $\mathcal{F}$-distributed RVs , respectively, and their


Fig. 5. PDF of the ratio of products of squared $\mathcal{F}$-distributed RVs with $m_{s_{1}}=m_{s_{2}}=m_{s}, m_{1}=m_{2}=m, L_{1}=L_{2}=2, \gamma_{1}=\gamma_{2}=1 \mathrm{~dB}$.


Fig. 6. CDF of the ratio of products of squared $\mathcal{F}$-distributed RVs with $m_{1, s}=m_{2, s}=m_{s}, m_{1}=m_{2}=m, L_{1}=L_{2}=2, \gamma_{1}=\gamma_{2}=1 \mathrm{~dB}$.
proposed log-normal approximation for different values of fading parameters with $m_{1, \ell_{\ell_{1}}}=m_{1, s}\left(\ell_{1}=1, \cdots, L_{1}\right)$, $m_{2, \ell_{2}}=m_{2, s}\left(\ell_{2}=1, \cdots, L_{2}\right), m_{1, \ell_{1}}=m_{1}$ and $m_{2, \ell_{2}}=$ $m_{2}$. As it can be observed, analytical results perfectly match Monte Carlo simulations for all considered test cases, which validate the derived analytic expressions. Furthermore, it can be observed that the approximate PDFs and CDFs, obtained using the log-normal distribution, are practically indistinguishable to the exact ones.

Figures 7 and 8 depict the PDF and the CDF of the ratio of products of squared $\mathcal{F}$-distributed RVs, respectively, as well as their log-normal approximation for different values of $L$ with $m_{1, s_{\ell_{1}}}=m_{1, s}\left(\ell_{1}=1, \cdots, L_{1}\right), m_{2, s_{\ell_{2}}}=m_{2, s}$ $\left(\ell_{2}=1, \cdots, L_{2}\right), m_{1, \ell_{1}}=m_{1}$ and $m_{2, \ell_{2}}=m_{2}$. Again, a perfect agreement between analytical and simulation results


Fig. 7. PDF of the ratio of products of squared $\mathcal{F}$-distributed RVs with $L_{1}=L_{2}=L, m_{1}=m_{2}=5, m_{1, s}=m_{2, s}=10, \gamma_{1}=\gamma_{2}=1 \mathrm{~dB}$.


Fig. 8. CDF of the ratio of products of squared $\mathcal{F}$-distributed RV s with $m_{1}=m_{2}=5, m_{1, s}=m_{2, s}=10, \gamma_{1}=\gamma_{2}=1 \mathrm{~dB}$.
is observed, which confirms the validity of the proposed mathematical analysis. Furthermore, the approximate PDFs and CDFs obtained using the log-normal distribution closely match the exact analytical ones.

Figures 9 and 10 depict the SOP performance of a secure wireless system operating in the presence of $\mathcal{F}$-distributed fading channels as a function of the average legitimate $\mathrm{SNR}, \gamma_{D}$, with $m_{D, s \ell_{D}}=m_{D, s}\left(\ell_{D}=1, \cdots, L_{D}\right), m_{E, \ell_{\ell_{E}}}=m_{E, s}$ $\left(\ell_{E}=1, \cdots, L_{2}\right), m_{D, \ell_{D}}=m_{D}$ and $m_{E, \ell_{E}}=m_{E}$. Specifically, in Fig. 9 different values of $m_{D, s}$ have been considered and, in Fig. 10, different values of the average eavesdropper SNR, $\gamma_{E}$, have been considered. As it is evident, the proposed lower bound is very tight and remarkably close to the exact SOP obtained by Monte Carlo simulations in the entire SNR region. Furthermore, in the same figures, the approximate SOP


Fig. 9. Secrecy outage probability versus $\gamma_{D}$ for different values of $m_{D, s}$ with $R_{\mathrm{th}}=1, L_{D}=L_{E}=3, m_{D}=m_{E}=6, m_{E, s}=3$ and $\gamma_{E}=0$ dB .


Fig. 10. Secrecy outage probability versus $\gamma_{D}$ for different values of $\gamma_{E}$ with $R_{\mathrm{th}}=1, L_{D}=L_{E}=3, m_{D}=m_{E}=6, m_{D, s}=3$ and $m_{E, s}=3$.
has been computed by using the proposed moment matching method. It is noted that in order to obtain a the best match to the exact solution, an appropriate adjustment factor for each SNR value has been taken into account, as described in Section IV] In addition, the asymptotic expressions match well the exact ones in the high-SNR regime thus proving their validity and versatility. Finally, it can be observed that secrecy performance deteriorates as $m_{D, s}$ decreases and $\gamma_{E}$ increases. This fact implies that fading conditions can be exploited to prevent the information from being overheard by an eavesdropper.

Under the same fading conditions, Figs. 11 and 12 depict PNSC as a function of $\gamma_{D}$ for selected values of $m_{D, s}$ and $\gamma_{E}$, respectively. Again, it is evident that the approximate results are very close to the exact ones and Monte Carlo simulations. Moreover, it can be observed that larger values of $m_{D, s}$ assures


Fig. 11. Probability of Non-Zero Secrecy Capacity versus $\gamma_{D}$ for different values of $m_{D, s}$ with $R_{\mathrm{th}}=1, L_{D}=L_{E}=3, m_{D}=m_{E}=6, m_{E, s}=3$ and $\gamma_{E}=0 \mathrm{~dB}$.


Fig. 12. Probability of Non-Zero Secrecy Capacity versus $\gamma_{D}$ for different values of $\gamma_{E}$ with $R_{\mathrm{th}}=1, L_{D}=L_{E}=3, m_{D}=m_{E}=6$ and $m_{D, s}=m_{E, s}=3$.
secure transmission with a higher probability. This because the channel state randomness (fading) can be exploited to enhance the security.

Figures 1315 depict the outage performance of a FD relaying network as a function of the first hop average SNR, $\gamma_{A R}$, for $m_{A R, \ell_{1}}=m_{A R}\left(\ell_{1}=1, \cdots, L_{1}\right), m_{A R, \ell_{\ell_{1}}}=m_{A R, s}$, $m_{R B, \ell_{2}}=m_{R B}\left(\ell_{2}=1, \cdots, L_{2}\right), m_{R B, s_{\ell_{2}}}=m_{R B, s}$ and $\sigma=1$. For each test case, approximate results using the lognormal distribution are also depicted. Again, the adjustment factor with the best matching performance to the exact outage performance has been introduced, which is also dependent on the operating SNR. As it can be observed, analytical and approximate results agree well with Monte Carlo simulations thus confirming the correctness of the proposed analysis. In Fig. 13, different values of $m_{A R, s}$ have been considered. From


Fig. 13. Outage probability of FD relaying network versus the average SNR of the first hop $\gamma_{A R}$ for different values of $m_{A R, s}$ with $L_{1}=L_{2}=2$, $m_{A R}=6, m_{R R}=m_{R R, s}=1.5, \gamma_{R R}=5 \mathrm{~dB}, m_{R B}=8, m_{R B, s}=$ $10, \gamma_{R B}=15 \mathrm{~dB}$.
the observation of Fig. 13, it becomes evident that the OP increases as $m_{A R, s}$ decreases, i.e., when shadowing becomes more severe. The impact of $m_{A R, s}$ on OP performance becomes more significant for large values of $\gamma_{A R}$. In Fig. 14, OP is depicted for different values of $\gamma_{R B}$. It is evident that OP increases as this $\gamma_{R B}$ decreases. Finally, in Fig. 15, OP is depicted for different values of the residual self-interference, $\gamma_{R R}$, and as it can be observed, $\gamma_{R R}$ has a detrimental impact on OP. Thus, to exploit the potential benefits of FD relaying, self-interference mitigation matters, especially for medium-tohigh SNRs. Further guidelines for self-interference mitigation on FD relay systems are available in [44], [45]. Finally, from the observation of Figs. 13,14 and 15 it is obvious that for large SNR values OP asymptotically becomes a constant. This constant value depends on the value of the second hop average SNR, $\gamma_{R B}$. The reason behind this behavior in the high-SNR regime is that large values of $\gamma_{A R}$ do not significantly affect $F_{Y}(\sigma)$, as is also evident by observing eq. (41). Therefore, for large SNR values, (41) and henceforth OP is mainly determined by $\gamma_{R B}$.

## VII. Conclusions

In this paper, exact as well as approximate closed-from expressions for the PDF, the CDF and the MGF of the ratio of products of Fisher-Snedecor $\mathcal{F}$ RVs have been derived. The log-normal distribution has been selected to accurately approximate the exact PDFs and CDFs by using the momentmatching method and a properly selected adjustment factor. It has been shown that the proposed log-normal approximation is very accurate, as it yields results that are very close to the ones obtained using the exact distributions. The presented mathematical analysis is useful for assessing the performance of practical wireless communication systems operating in the presence of composite multipath fading and shadowing, including secure wireless communication systems and fullduplex relaying systems. The proposed framework may also be


Fig. 14. Outage probability of FD relaying network versus the average SNR of the first hop $\gamma_{A R}$ for different values of $\gamma_{R D}$ with $L_{1}=L_{2}=2, m_{A R}=6$, $m_{R R}=m_{R R, s}=1.5, \gamma_{R R}=5 \mathrm{~dB}, m_{A R, s}=3, m_{R B, s}=10$, $\gamma_{R B}=15 \mathrm{~dB}$.


Fig. 15. Outage probability of DF scheme versus the average SNR of the first hop $\gamma_{A R}$ for different values of $\gamma_{R R}$ with $L_{1}=L_{2}=2, m_{A R}=6$, $m_{R R}=m_{R R, s}=1.5, \gamma_{R B}=15 \mathrm{~dB}, m_{A R, s}=3, m_{R B, s}=10$, $\gamma_{R B}=15 \mathrm{~dB}$.
used in the study of several areas of wireless communications such as spectrum sharing, interference-limited scenarios, high resolution synthetic aperture radar clutter and multihop systems. Finally, numerical results and Monte Carlo simulations have been presented to validate the proposed analysis and an excellent match has been observed.
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