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Abstract—In this paper, we study the problem of utility maxi-
mization in the uplink of vehicle-to-infrastructure communication
systems. The studied scenarios consider four practical aspects
of mobile radio communication links: i) Interference between
adjacent channels, ii) interference between roadside units along
the way, iii) fast and slow channel fadings, and iv) Doppler shift
effects. We present first the system model for the IEEE 802.11p
standard, which considers a communication network between
vehicles and roadside infrastructure. Next, we formulate the
problem of utility maximization in the network, and propose
a distributed optimization scheme. This distributed scheme is
based on a two-loop feedback configuration, where an outer-
loop establishes the optimal signal to interference-noise ratio
(SINR) that maximizes the utility function per vehicle and defines
a quality-of-service objective. Meanwhile, inner-control loops
adjust the transmission power to achieve this optimal SINR
reference in each vehicle node regardless of interference, time-
varying channel profiles and network latency. The computation
complexity of the distributed utility maximization scheme is
analyzed for each feedback loop. Simulation results indicate that
the proposed scheme reaches the objective SINRs that maximize
utility and improve energy efficiency in the network with a low
time cost. The results also show that the maximum utility is
consistently achieved for different propagation scenarios inside
the vehicular communication network.

Index Terms—Vehicular communications, transmission power,
utility maximization, feedback control.

I. INTRODUCTION

A. Motivation

Vehicular communication networks (VCN) are an emerging

technology aimed at improving road safety and traffic man-

agement [1]–[3]. These networks will enable vehicles to share

their driving information with other vehicles, and also with the

infrastructure installed along the road in real-time. Two types

of messages will be employed to transmit (broadcast) such

an information: periodic messages (also called beacons), and

event-driven messages [4]. The periodic messages are aimed

to preserve the vehicles’ safety through the dissemination of

non-critical information, e.g., updates about road conditions

and other vehicles’ status (e.g., current position, speed and

direction of motion). In turn, event-driven messages are in-

tended for the notification of potentially dangerous events
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arising randomly, such as an emergency vehicle approaching

at high speed, or the sudden braking of a vehicle ahead on

the road. Thereby, drivers will be warned in advance to make

decisions that avoid accidents, or that contribute to keep a

proper traffic flow. The regulation of the VCN is currently

driven by two main standards: The IEEE 802.11 Standard for

dedicated short-range communications (DSRC) in vehicular

environments, and the Long-Term Evolution (LTE) Standard

for fourth-generation (4G) mobile cellular communications.

The vehicular component of this latter standard is commonly

referred to as the LTE-V, or as the LTE-V2X [5].

B. State of the Art

Regardless of the underlying standard, a main concern in

VCN is to meet and maintain the particular requirements of

quality of service (QoS) of each vehicle. Power control tech-

niques provide effective solutions to the problem of achieving

QoS in wireless communication networks whose performance

is affected by inter-user interference, and by the effects of

multipath mobile radio channels [6]. Different approaches

have been considered in the literature for power control in

VCN. In [7], two power control algorithms were proposed

to mitigate adjacent channel interference (ACI) in vehicle-to-

vehicle (V2V) communications. A distributed transmit power

control method is suggested in [8] to regulate the load of

periodic messages, and to guarantee high priority of event-

driven messages. In [9], a technique called power-aware link

quality estimation (PoLiQ) was introduced to estimate the

quality of the links in VCN, which is based on the periodic

reception of packages from neighboring nodes, and on the

transmission parameters of the vehicles. In [10], the authors

study how to efficiently apply the concept of device-to-device

(D2D) communications on a cellular network to support V2V

connections (called D2D-V). Strategies to reuse channel se-

lection and optimal power control are considered in that paper

for maximizing sum rate and the minimum achievable data

transmission rate. Meanwhile, spectrum sharing and power

allocation for D2D-enabled VCN is investigated in [11], where

channel uncertainty, maximal sum capacity, and reliability of

the V2V links were considered. Alternated and distributed

optimization approaches for rate and power control are studied

in [12] for utility maximization in DSRC systems.

The concept of utility is originally related to economics and

game theory [13]. Utility establishes a measure of value that an

individual receives from some service. In wireless communi-

cations, the utility could be related to different resources: flow
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rate, energy efficiency, secrecy capacities, download delay, etc.

[13]–[18]. In fact, for some utility functions as flow rate and

energy efficiency, there is a direct relation to the transmission

power, which is the optimization variable in this work. So far,

the solutions to the resource optimization problem for VCN

have focused mostly on the LTE-V standard.

C. Contributions

To the best of the authors’ knowledge, there are no studies

dealing with the problem of power control for utility maxi-

mization in VCN based on the IEEE 802.11p standard. In this

paper, we aim to close the gap through the following original

contributions:

• We formulate the problem of utility maximization in

vehicle-to-infrastructure (V2I) communication systems

based on the IEEE 802.11 Standard. Our formulation

considers four practical aspects in the V2I communication

links: i) Interference between adjacent channels in the

IEEE 802.11p standard, ii) interference among roadside

units (RSUs) along the road, iii) fast and slow channel

fadings, and iv) Doppler shift effect.

• To solve the aforementioned problem, we derive a practi-

cal distributed optimization scheme by considering a two-

loop feedback structure at different time-scales. A net-

work central unit implements an outer-loop that updates

regularly the objective SINRs to the RSUs to maximize

the network utility. Meanwhile, inner-control loops adjust

the transmission power of each on-board unit (OBU) to

achieve the desired SINRs despite channel variations and

network latency. As a result, each OBU has a time-

varying SINR reference to maximize overall network

utility.

• We analyze the computation complexity of the outer and

inner-loops in the utility maximization methodology. One

key advantage of our proposal is that the complexity is

distributed among the network central unit, RSUs and

OBUs to facilitate a real-time implementation.

• We present a comparative analysis of the network utility

considering three propagation scenarios and different

mobility profiles of the vehicles: a) some OBUs approach

and others drive away from the RSU, b) all the OBUs

approach to the RSU, and c) all the OBUs move away

from it. We compare the resulting network utility to fixed

target SINR values in the inner-control loops.

The rest of the paper is organized as follows. The network

system model of a V2I communication system based on the

IEEE 802.11p standard with M RSUs and M · U OBUs is

described in Section II. The problem of utility maximization

is addressed in Section III. First, the network utility concept

is described, and then a distributed strategy for the network

utility optimization is presented. In addition, Section III in-

troduces the power allocation scheme implemented through

inner-control loops to achieve the desired QoS, and also the

computation complexity of the proposed scheme is analyzed.

A numerical performance evaluation of the proposed utility

maximization strategy is described in Section IV for different

propagation patterns of the OBUs in the network. Finally,

Section V presents the conclusions.

II. SYSTEM MODEL

In this paper, we consider a V2I communications network

based on the IEEE 802.11p standard, as the one shown in

Fig. 1. The network comprises two types of nodes: OBUs,

which are vehicles with DSRC capabilities; and RSUs, which

are static DSRC devices installed on the road, e.g., a base

station (BS). We address the problem of resource optimization

for the uplink of this V2I communication network (i.e. OBUs

to RSU), considering a two-lane highway scenario with M
RSUs and M · U OBUs (see Fig. 1). We assume that the

RSUs have the same configuration, and each OBU is assigned

to a frequency channel of 10 MHz in the 5.9 GHz band. We

focus on the uplink of a V2I communication network, since as

will be discussed next, efficient resources allocation is crucial

to reduce the interference between adjacent channels, and the

interference from RSU to RSU. Nonetheless, the proposed

resources optimization methodology could be also adapted to

downlink communications.

A. Interference Sources in IEEE 802.11p

We assume that the main factor limiting the performance of

the V2I communication network is interference, which can be

quantified by the SINR [7]. Two major types of interference

can be identified for VCN in the IEEE 802.11p standard:

• Adjacent channel interference (ACI) is the result of

having multiple adjacent frequency channels, which are

active simultaneously, as shown in Fig. 2. This type

of interference is caused by nonlinear effects of the

transmitter’s filters [7].

• Interference between RSUs is caused by using the same

frequency channels for different nearby RSUs.

To analyze the effects that such forms of interference have

on the network’s resources, we will consider the specifica-

tions issued by the United States Federal Communications

Commission (FCC) concerning the electromagnetic spectrum

for DSRC applications. In the 1990s, the FCC allocated a

bandwidth of 75 MHz in the 5.9 GHz band for DSRC systems.

This bandwidth is divided into seven 10 MHz channels,

one reserved as a control channel and six considered for

communication services. The service channels are used for

infotainment (information and entertainment) applications and

traffic management, while the control channel is reserved for

road safety applications. Table I shows the frequency bands

of the seven channels, as well as the maximum transmission

power permitted in each one.

The IEEE 802.11p standard defines four classes of devices,

namely: Classes A, B, C, and D. These classes are character-

ized by a maximum transmission power, as shown in Table II

[2]. The standard considers a spectral mask for each class

of devices to reduce the radiated out-of-band power. Figure

2 shows the shape and peak value of the spectral masks of

the seven channels in the IEEE 802.11p standard [2]. As can

be seen in the figure, the power spectral density (PSD) is

small, albeit not negligible, outside the limits of each channel’s

frequency band. This creates a problem of ACI.
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Figure 1. Structure of the studied vehicular communication network with RSUs and OBUs.

B. QoS Evaluation

In this work, the QoS is evaluated through the SINR,

as proposed in [7]. The SINR quantification for the uplink

channel from the i-th OBU to the l-th RSU at the time instant

k is given as:

γ̂l,i[k] =
W

rl,i

pl,i[k]|hl,i[k]|2

Il,i[k] +
∑M

m=1,m 6=l pm,i[k]|hm,i[k]|2 + σ2
l,i

,

(1)

for all i ∈ [1, U ], and l ∈ [1,M ], where W , rl,i, pl,i[k]
and hl,i[k] denote the channel bandwidth, the data transmis-

sion rate, the transmission power and the complex-valued

time-varying gain of the mobile radio propagation channel

associated to the link between the i-th OBU and the l-th
RSU, respectively. The noise variance is denoted by σ2

l,i, and
∑M

m=1,m 6=l pm,i[k]|hm,i[k]|2 is the RSU to RSU interference.

Il,i[k] represents the i-th element of the interference vector

I l[k] of the l-th RSU. This vector is defined as

I l[k] =













cl,2|hl,2[k]|2pl,2[k]
cl,1|hl,1[k]|2pl,1[k] + cl,3|hl,3[k]|2pl,3[k]
cl,2|hl,2[k]|2pl,2[k] + cl,4|hl,4[k]|2pl,4[k]
cl,3|hl,3[k]|2pl,3[k] + cl,5|hl,5[k]|2pl,5[k]
cl,4|hl,4[k]|2pl,4[k] + cl,6|hl,6[k]|2pl,6[k]
cl,5|hl,5[k]|2pl,5[k] + cl,7|hl,7[k]|2pl,7[k]

cl,6|hl,6[k]|2pl,6[k]













, (2)

with cl,1 = cl,2 = cl,3 = 2.847 × 10−4, cl,4 = 1.830 ×
10−5, cl,5 = 6.081 × 10−3, cl,6 = 6.050 × 10−3 and cl,7 =
1.821 × 10−5. These interference parameters {cl,1, . . . , cl,7}
were computed by the intersection area of each spectral mask

Table I
ASSIGNMENT OF CHANNELS IN THE 5.9 GHZ BAND FOR DSRC SYSTEMS

[2].

Channel Type of Transmission Frequency
number channel power level range

(dBm) (GHz)

172 (Ch1) Service 33 5.855-5.865

174 (Ch2) Service 33 5.865-5.875

176 (Ch3) Service 33 5.875-5.885

178 (Ch4) Control 44.8 5.885-5.895

180 (Ch5) Service 23 5.895-5.905

182 (Ch6) Service 23 5.905-5.915

184 (Ch7) Service 40 5.915-5.925

with respect to the 10 MHz bandwidth of adjacent channels

in Fig. 2.
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Figure 2. Spectral masks for 10 MHz channels in the IEEE 802.11p standard
[2].
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Table II
POWER SPECTRAL DENSITY LIMITS FOR 10 MHZ CHANNELS IN THE IEEE 802.11P STANDARD [2], WHERE THE STANDARD DEFINES FOUR DEVICE

CLASSES: A, B, C, AND D (MAXIMUM POWER LEVEL ALLOWED FOR EACH CHANNEL DURING TRANSMISSION).

Upper bound on the transmission power level
Power in relative decibels (dBr).
class ± 4.5 MHz ± 5.0 MHz ± 5.5 MHz ± 10 MHz ± 15 MHz

offset offset offset offset offset
A 0 -10 -20 -28 -40
B 0 -16 -20 -28 -40
C 0 -26 -32 -40 -50
D 0 -35 -45 -55 -65

C. V2I Propagation Channel Model

The mobile radio propagation channel for the link between

the i-th OBU and the l-th RSU is modeled by

hl,i[k] = gl,i[k]λl,i[k]

(
0.1

dl,i[k]

)ǫ

, (3)

for all i ∈ [1, U ], and l ∈ [1,M ], where gl,i[k] and λl,i[k] are

discrete-time complex-valued stochastic processes character-

izing the effects of fast fading due to multipath propagation,

and shadowing by the presence of objects in the coverage area,

respectively [19]. The third term at the right-hand side of the

previous equation stands for the propagation path loss, where

dl,i[k] denotes the distance from the i-th OBU to the l-th RSU,

and ǫ is the path-loss exponent. For simplicity, the distances

between OBUs and RSUs are computed by a two-dimensional

approximation, where the heights of the objects are neglected.

Nonetheless, a three-dimensional perspective could be also

used just by adjusting the computation of dl,i[k]. Following

[10], we set the path-loss exponent ǫ equal to 3.

We model the fast fading component gl,i[k] by the super-

position of Nc plane waves as follows

gl,i[k] =

Nc∑

n=1

cn exp{ι(2πfnk + θn)} ι =
√
−1 , (4)

where cn, fn, and θn are the amplitude, the Doppler shift, and

the phase of the n-th received plane wave [20]. The phase

terms θn are characterized by independent and identically

distributed (i.i.d.) random variables, each having an uniform

distribution over [−π, π). In turn, the Doppler frequencies fn
are defined as:

fn
∆
= fmax cos(αn) ∀n ∈ [1, Nc] , (5)

where fmax = v
λ is the maximum Doppler shift caused by

the movement of the i-th OBU, v is the speed of the OBU,

λ is the wavelength, and αn stands for the angle of arrival

(AOA) of the n-th incident wave. We assume that the AOAs

{αn}Nc

n=1 are i.i.d. random variables uniformly distributed over

[0, π). In our system model, the carrier frequency fc takes

different values given by the central frequency of the DSRC

bands described in Table I. Meanwhile, the shadowing effects

are characterized according to

λl,i[k] = 10(σL

∑Nc
n=1

cn cos(2πfnk+θn)+mL)/20 , (6)

where σL and mL represent the standard deviation and average

value of the shadow fading process, respectively [21].

D. SINR Estimation

The QoS of the communication link between the i-th OBU

and the l-th RSU is guaranteed at the time instant k if γl,i[k] ≥
γobj
l,i , where γobj

l,i is the objective SINR threshold that allows

achieving the desired QoS. An important aspect of the SINR

modeled by (1) is that at any given time instant, the objective

SINRs {γobj
l,i } can be achieved by computing the transmission

powers {pl,i[k]} that solve a linear system of M ·U equations

[22]. This solution establishes a one-to-one relation among

objective SINRs and OBU transmission powers, although it is

centralized and requires real-time feedback to the OBUs.

The SINR measurement in (1) has some variability by the

estimates of the channel and the interference factors, and to

reduce this effect, we apply a filtering stage to the estimation

γ̂l,i[k] in (1). For this purpose, an α− β − γ filter is used to

compute γl,i[k] [23], which is commonly employed in radar

systems. The dynamic equations given for the i-th OBU and

l-th RSU are [23], [24]:

xl,i[k + 1] = γl,i[k] + Ts vl,i,s[k] +
1

2
T 2
s al,i,s[k] , (7)

vl,i,p[k + 1] = vl,i,s[k] + Ts al,i,s[k] , (8)

where the states (xl,i, vl,i,p) are employed to compute the

smoothed signals γl,i[k], vl,i,s[k] and al,i,s[k] as follows:

γl,i[k] = xl,i[k] + α(γ̂l,i[k]− xl,i[k]), (9)

vl,i,s[k] = vl,i,p[k] +
β

Ts
(γ̂l,i[k]− xl,i[k]) , (10)

al,i,s[k] = al,i,s[k − 1] +
γ

2T 2
s

(γ̂l,i[k]− xl,i[k]) , (11)

Ts is the sampling interval for power allocation, and param-

eters α, β and γ influence the behavior of the filter in terms

of stability and time response.

III. NETWORK UTILITY OPTIMIZATION

In this work, the concept of utility in the communication

network focuses on energy efficiency, so it evaluates the total

number of bits transmitted successfully per Joule of energy

consumed [25], [26]. On one hand, a high level of SINR

between i-th OBU and l-th RSU will result in a lower bit

error rate (BER) and therefore on a higher transmission rate.

On the other hand, reaching a high level of SINR requires

that the OBUs transmit at a higher power level, resulting in

greater interference between adjacent channels, and in larger

interference from RSU to RSU.
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A. Utility Function

This trade-off can be quantified by a utility function for the

i-th OBU in l-th RSU at k-time instant as [26], [27]:

ul,i[k] =
Tl,i[k]

pl,i[k]

bits

joule
∀i ∈ [1, U ] , l ∈ [1,M ] , (12)

where Tl,i[k] defines the corresponding throughput for the

active OBU. Moreover, this utility function can be expressed

as:

ul,i[k] =
Lrl,if(γl,i[k])

N
︸ ︷︷ ︸

Tl,i[k]

1

pl,i[k]
=

Lrl,i
N

︸ ︷︷ ︸

wl,i

f(γl,i[k])

pl,i[k]

bits

joule
,

(13)

where L is the number of information bits per orthogonal

frequency division multiplexing (OFDM) symbol, and N the

total number of bits in each OFDM symbol (N > L); rl,i is

the data rate, and f(γl,i[k]) is an efficiency function related to

the reception rate of OFDM symbols. In general, the efficiency

function f(γl,i[k]) has the following properties:

• f(0) → 0 and f(∞) → 1,

• f ′(γl,i[k]) > 0 ∀γl,i[k] > 0 with f ′(0) → 0 and

f ′(∞) → 0.

One type of efficiency function is given in [27]:

f(γl,i[k]) = (1 − exp−γl,i[k])N , (14)

therefore, the overall network utility can be written as:

U(p1[k], · · · ,pM [k]) =

M∑

l=1

U∑

i=1

ul,i[k]

=

M∑

l=1

U∑

i=1

wl,i
f(γl,i[k])

pl,i[k]
, (15)

where

pl[k] = [pl,1[k], . . . , pl,U [k]]
⊤ ∀l ∈ [1,M ] . (16)

B. Utility Optimization

The proposed optimization problem determines the values

of the vectors {pl[k]}Ml=1 at k-time instant that maximize the

network utility under a specific QoS interval. Mathematically,

the optimization problem can be described as follows:

max
{p1[k],...,pM [k]}

U(p1[k], . . . ,pM [k]) , (17)

s.t. γmin ≤ γl,i[k] ≤ γmax ∀i ∈ [1, U ], l ∈ [1,M ] ,

where γmin and γmax are the lower and upper bound, respec-

tively, in the SINR which are related to QoS. The stationary

conditions for (15) are analytically derived in the Appendix.

A distributed solution to (17) is deduced by the optimality

equations in the Appendix, and by the injective relation

between objective SINR per OBU and its transmission power

in a communication system with interference [22]. Hence we

propose to perform the optimization process by an iterative

and distributed scheme which uses two adjustment loops at

different time scales (as shown in Fig. 3):

• Outer-loop: we introduce a new time index t (slow-

time scale) for this loop, with respect to the original k-

time instant, i.e. t = ⌊k/Q⌋ where ⌊·⌋ denotes the floor

function, and Q > 0 the number of time samples in each

iteration of the outer-loop. The optimal SINR per OBU

is computed by the following equation:

f(γt
l,i)γ

t
l,i − f(γt

l,i) = M̂l,i(γ
t−1, pt−1) , (18)

where the SINR values γt−1 and estimated transmission

power p
t−1 in the previous iteration are used to have

a constant value in the right-hand side of (18), and

M̂l,i(·) in (39) is derived in the Appendix. With this

simplification, the equations in (18) are decoupled and

their solutions can be easily reached by a numerical

algorithm by a network central unit. To estimate the

transmission power in the t−1 iteration p
t−1, an average

over the time index t− 1 is considered:

p
t−1 =

1

Q






∑Q+ko

k=ko
p1,1[k]

...
∑Q+ko

k=ko
pM,U [k]




 , (19)

where ko = (t−1)·Q represents the sample time at which

the previous t − 1 update window started. Once (18) is

solved for each OBU, the target SINR value is found

(γt
l,i)

obj by considering the lower and upper bounds in

(17):

(γt
l,i)

obj = max(γmin,min[γt
l,i, γmax]) . (20)

This objective SINR (γt
l,i)

obj defines the required QoS

in the V2I communication link to maximize the network

utility.

• Inner-loops: the internal control loops are proposed to as-

sign the transmission power pl,j [k] of each OBU to reach

the objective SINR (γt
l,i)

obj based on a feedback structure

at k-time instant. Thus, the inner-loops are responsible

to guarantee the desired QoS in the V2I communication

link despite channel variations, and network latency. The

state of the art in distributed power control algorithms for

wireless networks is vast [6], [22], [28], [29]. In [29], the

robustness to round-trip delay uncertainty, and reference

tracking performance was studied for seven power con-

trol schemes: (i) Fixed-step, (ii) Foschini-Miljanic, (iii)

proportional-integral-derivative control, (iv) H∞ robust

control, (v) Robust Smith predictor, (vi) Variable struc-

ture control, and (vii) linear-quadratic-gaussian (LQG)

control. This study showed that the best compromise is

achieved by the LQG control in [22]. On the other hand,

the results in [28] show that this power control scheme

presents the optimal solution to improve robustness to

quantization and measurement noise in wireless networks.

These previous studies highlight that the LQG control is

the best choice for the inner-loop structure. In the LQG

control scheme, the l-th RSU estimates the following QoS

error signal for the i-th OBU:

el,i[k] =

[

(γt
l,i)

obj

γl,i[k]
− 1

]

pl,i[k] , (21)
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and this information is sent to the OBU to update its

transmission power level. In addition, there is a parameter

denoted as Ω ∈ (0, 1) that balances the control effort

against the tracking convergence speed [22], [29]. In this

way, the LQG power allocation scheme for i-th OBU at

l-th RSU is expressed by:

pl,i[k + 1] = (1−Ω)pl,i[k] + Ωpl,i[k − nRT ]− Ωal,i[k],
(22)

where al,i[k] denotes the QoS error signal received at the

i-th OBU from the l-th RSU. This error signal is affected

by nRT time delays linked to the latency in the power

update and QoS quantification, its expression is given by:

al,i[k] = el,i[k − nRT ]. (23)

Hence, the main advantage of the LQG power allocation

in (22) is that it explicitly includes the effect of the time

delays / network latency nRT in its structure.

Figure 3. Proposed two-loop feedback structure for network utility maxi-
mization, where the outer-loop is implemented in a network central unit, and
the inner-loops in the OBUs-RSUs.

C. Computation Complexity

The complexity of the proposed distributed mechanism for

network utility maximization in Fig. 3 can be analyzed with

respect the objectives of the two-loop structure: (i) the compu-

tation of the optimal SINRs in (18) by the outer-loop, and (ii)

the power update mechanisms in (22) by the inner-loops. In

addition, the overall complexity has to consider that the two-

loop mechanism is executed at two time scales characterized

by indexes t and k. Hence, between each iteration of the outer-

loop, the l-th RSU requires a continuous information sharing

of the resulted transmission powers {pl[ko], . . . ,pl[Q + ko]}
in the U OBUs for Q samples to a central unit in the network

to compute the average in (19). Next, at t-iteration of the

outer-loop, M ·U equations in (20) are solved for the optimal

SINRs by the central network unit. However, this task is not

time consuming since the M · U equations are decoupled

among them, and they can be efficiently solved by root-

finding numerical methods, since the left-hand side in (18) is

a smooth function. These solutions {γt
1,1, . . . , γ

t
M,U} are then

limited to the SINR feasible interval in (20). From the network

central unit, the objective SINRs {(γt
1,1)

obj , . . . , (γt
M,U )

obj}
are fedback to the M RSUs in the network, and also saved in

memory for the next iteration of the outer-loop.

Meanwhile, there are M · U inner-loops that are imple-

mented in the network to adjust the transmission power ac-

cording to (22) at each k-time instant. Each RSU computes U
error signals in (21) by using the SINR estimation γl,i[k] in (9)

coming from the α−β−γ filter, the objective SINR (γt
l,i)

obj ,

and the transmission power pl,i[k] (QoS Quantification blocks

in Fig. 3). As a result, each RSU has to run in parallel U filters

in (7)-(11) to estimate the SINRs in each OBU. Meanwhile,

the raw SINR measurement γ̂l,i[k] in (1) could be computed by

the RSUs from either a direct substitution of the channel gains,

transmission powers, noise variance, data transmission rate

and channel bandwidth, or by pilot-based time or frequency

domain estimation [31], [32]. Finally, the OBUs implement the

power adjustment algorithm in (22) that involves nRT memory

units, three scaling operations and two summations. In the

overall, the complexity of the proposed utility maximization

methodology in Fig. 3 is distributed among the network central

unit, M RSUs and M · U OBUs.

IV. SIMULATION EVALUATION

The proposed scheme to maximize the network utility in

Fig. 3 was evaluated through numerical simulation in the

uplink of a VCN, where three omnidirectional RSUs of 1

km radius in the network are considered, i.e. M = 3, with

seven OBU’s linked to each RSU, i.e. U = 7. Each part of

our simulation platform was initially validated as an isolated

system. This validation process included the individual testing

of our small-scale simulator, large-scale fading simulators,

mobility profile simulator, and power control algorithms [19]–

[22], [29]. Then, we conducted several trials to make sure

that the numerical results produced by the complete simulation

platform were consistent. The parameters of the simulation are

illustrated in Table III, where the numerical implementation

was carried out in Matlab.

The simulation platform is initialized by considering a

distribution of the OBUs as shown in Fig. 1. In the mobility

model, we are considering a straight road scenario that is

typically found in urban, semi-urban and rural environments,

where the OBUs have a constant velocity. In the testing

conditions, the minimum safety distance among neighboring

OBUs is 10 m. During the first 50 iterations of the inner-

loops, the initial power for all OBUs is set at 1 pW, and the

objective SINR is constant for them at 5 dB, which results in

a data transmission rate of 3 Mbps [33]. Furthermore, during

the evaluation, the time-delay related to QoS quantification

and network latency was varied between 0 and 10 samples

with an uniform distribution, where the time-delay is updated

every 20 samples (i.e. every second). This condition is adopted

since vehicular communications in practice face a maximum

latency of 500 ms [1], which corresponds to 10 samples in
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this work. With this consideration, in the LQG algorithm in

(22), an estimated value of nRT = 5 is considered. In the

overall network, the VCN setup considers 21 active OBUs

and 3 RSUs with interference between adjacent channels, and

interference from RSU to RSU. Three different propagation

scenarios are validated for the OBUs mobility:

• Scenario A: some OBUs approach and others drive away

from the RSU, as shown in Fig. 1.

• Scenario B: all the OBUs approach simultaneously to the

RSU.

• Scenario C: all the OBUs move away from the RSU.

To compare the utility improvements by the time-varying

objective SINRs in (20), the same three scenarios are evaluated

with fixed objective SINRs in the inner-loops of 5, 7, 9 and

11 dB for all OBUs in the network.

Table III
PARAMETERS OF THE VCN DURING THE SIMULATION EVALUATION.

Parameter Variable Value

Total number of OBUs U 21

Total number of RSUs M 3

Noise power σ2 -90 dBm

Number of bits per OFDM symbol N 64

Number of information bits per per L 48
OFDM symbol

Bandwidth per channel W 10 MHz

Data rate rl,i 3 Mbps

Control Gain LQG Ω 0.10

Frequency of power control update f1 20 Hz

Frequency of objective SINR update f2 2/5 Hz

Update period of outer-loop Q 50

Cell coverage radius R 1 km

Duration of the simulation t 25 s

Maximum transmission power pmax 30.2 W

Minimum transmission power pmin 1 pW

Minimum safety distance dmin 10 m

Distance from highway to RSU D 150 m

Loss-exponent ǫ 3

Maximum delay nmax
RT 10 samples

Minimum delay nmin
RT 0 samples

Estimated delay for the LQG control nRT 5 samples

Maximum latency Lmax 500 ms

Gains of smoothing filter α 0.4
β 0.001

γ 2× 10
−5

Standard deviation of the shadow σL 6 dB
fading

Mean of the shadow fading mL 0

A. Scenario A

In this scenario, for the described mobility profile, we

consider three constant propagation speeds for the OBUs: a)

72 km/h, b) 90 km/h, and c) 108 km/h. In our simulations,

the large-scale and small-scale fadings in (3) are updated at

each k-time instant. For comparison purposes, a Monte Carlo

evaluation is presented with 100 closed-loop realizations of

500 samples each one, where the network utility in (15) is

computed every time sample. The results of this evaluation

are presented in Figs. 4, 5 and 6. As expected, the maximum
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Figure 4. Scenario A: Monte Carlo evaluation of the instantaneous network
utility in (15), with 100 closed-loop realizations of 500 samples total duration,
and OBUs speed of 72 km/h (the OBUs approach and move away from the
RSUs).
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Figure 5. Scenario A: Monte Carlo evaluation of the instantaneous network
utility in (15), with 100 closed-loop realizations of 500 samples total duration,
and OBUs speed of 90 km/h (the OBUs approach and move away from the
RSUs).

network utility is accomplished by our proposal in Fig. 3

with the optimum SINR in (20), and despite the time-varying

mobility profile with different propagation speeds. Note that

during the first 50 samples, the objective SINR is fixed at 5

dB, and next, the optimal time-varying SINR is updated every

50 samples (i.e. Q = 50). For this reason, after the first 50

samples, a large transient is observed in the network utility for

the optimal strategy in Figs. 4, 5 and 6, compared to the fixed

objective SINR conditions. In these three figures, we observe

that for all objective SINR conditions, the network utility

achieves a peak during the 500 samples of the simulation,

which corresponds to the time of minimum distance of the

OBUs to the RSU. As a result, these peak utility conditions

are achieved at different time instants which are modified by

the propagation speeds, i.e. as the speed is larger, the peak

utility is reached earlier.

Figure 7 illustrates one realization of the time responses

for the LQG power allocation in (22) for the inner-loops

in Scenario A and OBUs speed of 72 km/h. In fact, the

corresponding results at 90 km/h and 108 km/h show the same

time pattern, but are omitted for brevity. In Fig. 7, the top

panel presents the required transmission power level for each

OBU throughout the simulation time by the LQG control law,

as well as, the average power level for all OBUs; meanwhile,

the bottom panel shows the achieved SINR for each OBU, and

also the average SINR response. Hence, in the first 50 samples,

the objective SINR is fixed at 5 dB for all OBUs and after this

initialization period, each OBU has a different target for the

rest of the simulation time to maximize the network utility in
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RSU): (bottom) instantaneous SINR, and (top) transmission power level.

(15). Note that the optimal objective SINRs are always lower

to 10 dB, but as shown in Fig. 4, the obtained network utility

is larger than for the constant objective SINR conditions of

5, 7, 9 and 11 dB. Due to the fast channel variations, the

SINR produces small oscillations around its objective value.

This effect can be visualized in the bottom panel of Fig. 7,

where the time-varying channel gains produce perturbations

in the SINR tracking performance, but the LQG scheme is

always able to compensate these variations. In addition, Fig.

8 illustrates the resulting power per OBU, where due to the

time-varying mobility profiles, the instantaneous transmission

power has a minimum value when the OBUs are close to the

RSUs, and at the end of the simulation, this value is raised

since the OBUs are moving away from them. In this plot, the

dynamic property of the LQG power allocation scheme in (22)

compensates the fast and slow channel fadings, and the OBU

mobility profiles to track the objective SINRs.
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Figure 8. Scenario A: Sample of the transmission power per OBU in the
inner-loops with speed of 72 km/h (the OBUs approach and move away from
the RSU).
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Figure 10. Scenario B: Sample of the LQG power allocation in the inner-
loops with OBUs speed of 72 km/ h (all the OBUs approach the RSU):
(bottom) instantaneous SINR, and (top) transmission power level.

B. Scenario B

A new Monte Carlo evaluation is considered with also 100

closed-loop realizations and 500 samples in each one for a

speed of 72 km/h. Once more, for brevity, the responses at

constant speeds of 90 km/h and 108 km/h are omitted, but

the performance is consistent with Scenario A. The results in

Fig. 9 show that our optimal scheme allows to maximize the

network utility compared to fixed objective SINRs of 5, 7, 9

and 11 dB in Scenario B. Our results illustrate that the network

utility keep increasing during all the simulation time, since the

OBUs are approaching to the RSUs at a constant speed, and

consequently, the channel response is improving continuously.

Meanwhile, the bottom panel of Fig. 10 shows a realization

of the SINR response obtained by the dynamic LQG power

allocation algorithm in (22) for Scenario B at OBUs constant

speeds of 72 km/h. This plot presents the performance of

the 21 OBUs in the VCN, where all the OBUs are able to

achieve their objective values despite time-varying mobility

profile and interference. On the other hand, the transmission

power required to achieve this time-varying objective SINR

is illustrated in the top panel of Fig. 10. Also, Fig. 11 shows

a detailed response of the transmission power per OBU in

the network over the 500 samples of simulation time, where

this parameter keeps decreasing after half the evaluation time,

since all OBUs are approaching to the corresponding RSU.

C. Scenario C

Figure 12 shows the Monte Carlo evaluation with 100

realizations of 500 samples at a speed of 72 km/h, when all

the OBUs move away from the RSUs. Figure 12 illustrates

that the network utility decreases monotonically during the

evaluation time, since the propagation channels are reducing
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Figure 11. Scenario B: Sample of the transmission power per OBU in the
inner-loops with speed of 72 km/h (all the OBUs approach the RSU).
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Figure 12. Scenario C: Monte Carlo evaluation of instantaneous network
utility in (15), with 100 closed-loop realization of 500 samples total duration,
and OBUs speed of 72 km/h (all the OBUs move away from the RSU).

their gains by the increased path loss. Nonetheless, these

results highlight that our proposed scheme once more reaches

the maximum utility compared to the fixed objective SINRs

of 5, 7, 9 and 11 dB in Fig 3. The abrupt transient in Fig.

12 after the initialization time is due to the dynamic effect

of the optimization process, and the large step from the fixed

objective SINR at 5 dB, during the first 50 samples.

Finally, Fig. 13 shows a realization of the LQG power allo-

cation in the inner-loops over 500 samples in terms of SINR

tracking (bottom panel), and required transmission power (top

panel). Meanwhile, Fig. 14 shows the resulting transmission

power per OBU in the network over the 500 samples of the

simulation time. In this scenario, the transmission power has to

be constantly raised to maintain the desired objective SINRs,

which are defined by the outer-loop (see Fig. 3). Figures

13 and 14 show that the maximum allowable transmission

power starting at roughly 450 samples of the simulation

time degrades the SINR tracking performance. It is worth

mentioning that the performance degradation is caused by the

OBUs that operate in channels 5 and 6 of the 5.9 GHz band

(short distance channels), since the IEEE 802.11p standard

limits their maximum transmission power levels in the uplink

and downlink. Nonetheless, as shows Fig. 12, our proposed

scheme reached the maximum utility despite this transmission

power limitation.

As a general remark, the lowest network utility for all the

propagation scenarios described in Figs. 4, 5, 6, 9 and 12 is

obtained with the fixed objective SINR of 5 dB in the inner

loops. We highlight that for this low SINR value, the QoS

in the V2I communication links achieved a low throughput,

despite the low levels of interference, producing the smallest

utility function values. Whereas the fixed objective SINR of

11 dB reached the second lowest network utility. But In this
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Figure 13. Scenario C: Sample of the LQG power allocation in the inner-
loops with OBUs speed of 72 km/ h (all the OBUs move away from the
RSU): (bottom) instantaneous SINR, and (top) transmission power level.
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Figure 14. Scenario C: Sample of the transmission power per OBU in the
inner-loops with speed of 72 km/h (all the OBUs move away from the RSU).

latter case, the high objective SINR required high transmission

power of the OBUs which produced larger interference, and

also a larger weight in the denominator of (12), so the resulting

utility was also low. Consequently, from the results in Figs. 4,

5, 6, 9 and 12, time-varying objective SINRs between 7 and

9 dB are needed by the inner-loops to achieve the maximum

network utility, which are supplied by the outer-loop in our

proposal of Fig. 3.

To demonstrate the practicability of our network utility

optimization scheme, the simulation time cost was computed

during the Monte Carlo evaluations for all propagation sce-

narios with a speed of 72 km/h. The computing platform

had the following technical characteristics: IntelR CoreTM i3-

6100U CPU @2.3 GHz and 16 GB RAM. The mean computa-

tional time±standard deviation for the three conditions were:

9.79±1.83 s (Scenario A), 9.98±1.71 s (Scenario B), and

9.96±1.45 s (Scenario C). Hence, there is no significant dif-

ference in the mean-time cost for the three mobility scenarios

with a similar variability. Moreover, our results highlight a low

time cost for our application of network utility optimization.

V. CONCLUSION

In this paper, we proposed to maximize network utility

based on the IEEE 802.11p standard, where the uplink of

a vehicular communication system (vehicle-to-infrastructure)

was addressed. First, the IEEE 802.11p standard was studied to

analyze the relation among interference, SINR and transmis-

sion power in each OBU of the network. The problem of utility

maximization in a VCN was formulated mathematically, and

the optimality conditions were derived. Based on the relation

between transmission power and SINR due to interference in

the network, a distributed solution was proposed for utility

maximization, which is implemented at three hierarchical

levels: network central unit, RSUs, and OBUs. The proposed

solution involved a two-loop feedback structure at different
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time-scales: the network central unit coordinates the outer-

loop that computes the optimal objective SINRs, according

to the degree of interference in the network and to maximize

network utility; meanwhile the inner-control loops involve the

RSU and OBUs feedback paths to update the transmission

power dynamically with the aim of compensating channel

variations and network latency. Our results showed that the

proposed scheme not only guaranteed the maximum utility

of the network, but also improved its power efficiency which

allows to reduce the interference between adjacent channels,

and the interference from RSU to RSU. Finally, our numerical

evaluation illustrated that the proposed scheme obtained the

optimum SINRs which achieved maximum network utility

compared to fixed objective SINRs (i.e. 5 dB, 7 dB, 9 dB and

11 dB). Furthermore, the results of the evaluation highlighted

that the maximum utility is consistent for the diverse testing

scenarios and mobility profiles with a low time cost. The

analytical derivations and validation stage of our network

utility maximization scheme leave many important directions

of future work: (i) derive a downlink implementation of the

distributed maximization scheme, (ii) formulate the model

and corresponding solution to the LTE-V standard, and (iii)

carry out an empirical evaluation of the proposed distributed

optimization scheme.
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APPENDIX

From the utility definition in (13) for the i-th OBU at l-
th RSU, and taking partial derivatives [34], we obtain (for

simplicity the dependence on the time index k will be omitted):

∂ul,i

∂pl,i
=

wl,i

(pl,i)2

{

pl,if
′(γl,i)

∂γl,i
∂pl,i

− f(γl,i)

}

, (24)

∂ul,i

∂pm,i
=

wl,i

pl,i
f ′(γl,i)

∂γl,i
∂pm,i

, (25)

∂ul,i

∂pl,j
=

wl,i

pl,i
f ′(γl,i)

∂γl,i
∂pl,j

. (26)

Next, the partial derivatives of the SINR γl,i with respect to

the transmission power components are computed:

∂γl,i
∂pl,i

= H l
l,i ,

∂γl,i
∂pm,i

= −γl,iH
m
l,i ,

∂γl,i
∂pl,j

= −γl,iH
j
l,i ,

(27)

where

H l
l,i ,

W

rl,i
|hl,i|2

Il,i +
∑M

h=1,h 6=l ph,i|hh,i|2 + σ2
l,i

, (28)

Hm
l,i ,

|hm,i|2

Il,i +
∑M

h=1,h 6=m ph,i|hh,i|2 + σ2
l,i

, (29)

Hj
l,i ,

∂Il,i
∂pl,j

Il,i +
∑M

h=1,h 6=l ph,i|hh,i|2 + σ2
l,i

. (30)

Then, the partial derivative of the ACI Il,i with respect to each

transmission power component is calculated as:

∂Il,i
∂pl,j

=







∑i+1
j=i−1,j 6=i cl,j |hl,j |2 if j ∈ [i− 1, i+ 1] ,

∀i ∈ {2, ..., U − 1}
cl,j |hl,j |2 if i = 1 ⇒ j = 2 ∨

i = U − 1 ⇒ j = U
0 otherwise

,

(31)

where the interference coefficients {cl,j} are defined in (2).

By a direct substitution of (27) into (24), (25) and (26),

respectively, it is deduced that:

∂ul,i

∂pl,i
=

wl,i

(pl,i)2







f ′(γl,i) pl,iH
l
l,i

︸ ︷︷ ︸

γl,i

−f(γl,i)







, (32)

=
wl,i

(pl,i)2
{f ′(γl,i)γl,i − f(γl,i)} , (33)

∂ul,i

∂pm,i
= −wl,i

pl,i
f ′(γl,i)γl,iH

m
l,i , (34)

∂ul,i

∂pl,j
=







−wl,i

pl,i
f ′(γl,i)γl,iH

j
l,i if j ∈ [i− 1, i+ 1] ,

∀i ∈ {2, ..., U − 1}
−wl,i

pl,i
f ′(γl,i)γl,iH

j
l,i if i = 1 ⇒ j = 2 ∨

i = U − 1 ⇒ j = U
0 otherwise .

(35)

The partial derivative of the network utility U with respect to

the transmission power for the i-th OBU to l-th RSU is:

∂U(p1, . . . ,pM )

∂pl,i
=

M∑

h=1

U∑

j=1

∂uh,j

∂pl,i
. (36)

By a direct substitution of (33), (34) and (35) into (36), it is

obtained:

∂U(p1, . . . ,pM )

∂pl,i
= −

M∑

m=1,m 6=l

wl,i

pl,i
f(γm,i)H

l
m,iγm,i

−
M∑

m=1,m 6=l

wl,j

pl,j
f(γl,j)H

i
l,jγl,j (37)

+
wl,i

(pl,i)2
{f ′(γl,i)γl,i − f(γl,i)} .

As a result, if the partial derivative of the network utility in

(36) is set equal to zero, it is deduced an algebraic condition

for optimality which is crucial in our distributed strategy:

f(γl,i)γl,i − f(γl,i) = M̂l,i(γ,p) ∀i ∈ [1, U ], l ∈ [1,M ] ,
(38)
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where

M̂l,i(γ,p) ,
(pl,i)

2

wl,i







M∑

m=1,m 6=l

wl,i

pl,i
f(γm,i)H

l
m,iγm,i

+
∑

j∈Ji

wl,j

pl,j
f(γl,j)H

i
l,jγl,j






, (39)

γ = [γ1,1 . . . γM,U ]
⊤ , (40)

p = [p1,1 . . . pM,U ]
⊤ , (41)

and

Ji =







[i− 1, i+ 1] if i ∈ {2, ..., U − 1}
2 if i = 1

U − 1 if i = U
. (42)

With respect to (39), we have a non-negative property M̂l,i ≥ 0
of this variable, since this term agglomerates interference with

other RSUs in the network, and between OBUs with adjacent

channels. In fact, the optimality conditions in (38) involve

M · U coupled nonlinear algebraic equations that have to be

solved at each time instant. Furthermore, according to [27],

the highest value of γl,i that satisfies (38) (γmax
l,i ) is obtained

when M̂l,i = 0 (no-interference condition). As a result, for

M̂l,i > 0, the optimal γl,i will be lower to γmax
l,i due to

interference. Another relevant property of (38) is that each

OBU will have a different optimal SINR γl,i to maximize the

network utility.
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