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Abstract—This paper proposes a novel secure channel estima-
tion technique to provide security against leakage of the channel
estimates to any malicious user by utilizing artificial noise (AN)
along with full-duplex (FD) transmissions. AN overcomes the
drawback of FD transmission, where any strategically located
eavesdropper can minimize the interference signal received from
the FD receiver. The proposed secure channel estimation tech-
nique comprises three stages, where the first stage is responsible
for the estimation of the residual self-interference (SI) channel.
The second stage acquires rough channel estimates to design AN
orthogonal to the channel between legitimate transmitter-receiver
for the next training stage. In the third stage, both legitimate
nodes transmit orthogonal AN signals along with the known
training signals using FD transmissions. For power allocation,
we have presented a novel local adaptive power allocation
algorithm at each legitimate node to allocate the powers to the
training signals, and AN signals while ensuring equivocation at
the eavesdropper. We provide the mean square error (MSE) to
indicate the performance achieved by the respective nodes. We
have also provided the bit error rate (BER) simulation analysis
to indicate the secure communication achieved by securing the
channel estimation process. The presented simulation analysis in-
dicates that the eavesdropper is unable to decode the transmitted
information while the legitimate receiver has robustly decoded
the transmitted information.

Index Terms—Physical Layer Security, Discriminatory Chan-
nel Estimation, Artificial Noise Injection.

I. INTRODUCTION

Recent attacks on communication networks and cyber-
physical systems have reignited the interest in physical layer
security (PLS), where the randomness of the wireless transmis-
sion medium is exploited to provide secrecy at the lowest layer
of the communications stack [1]. PLS can be employed as an
additional layer of security, along with existing cryptographic
techniques, to provide secrecy against rapidly evolving attacks
on communication systems [2].

Robust and accurate channel state information (CSI) is
crucial in establishing a reliable communication link, as it
characterizes the overall effect of the wireless transmission
medium on the transmitted signal. In the absence of knowledge
regarding CSI, it is difficult to recover the transmitted signals,
especially for multiple-input multiple-output (MIMO) systems
where CSI is critical in decoding the spatially multiplexed data
streams as shown in [3]. Therefore, Discriminatory Channel
Estimation (DCE) techniques are introduced to exploit the
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CSI to achieve PLS by ensuring that the channel estimation
performance is degraded at the malicious user as compared
to the legitimate nodes [4]. Secrecy and robustness of CSI
are also crucial in achieving secrecy through other PLS
techniques, for instance, secure channel coding [5], [6], MIMO
beamforming [7], and artificial noise (AN) aided MIMO beam-
forming [8], [9], where robust CSI is essential at legitimate
nodes to design channel codes and beamforming matrices
and the malicious user can leverage any leakage of CSI to
overcome security measures specifically designed for the main
channel [10]–[12]. CSI between the legitimate transmitter and
the eavesdropper is also exploited by known-plaintext attack
in [13], to overcome the AN orthogonal to data transmission
from a MIMO system.

DCE provides an efficient method of achieving PLS because
the channel estimation stage generally consumes less band-
width as compared to the data transmission stage. Most com-
monly used AN-assisted multiple-stage DCE training schemes
are presented in [4], [14], where it is required that the main
channel must be better than the eavesdropping channel, statis-
tical channel information regarding the eavesdropper’s channel
must be available at the legitimate nodes, and the number of
antennas at the transmitters must be greater than the receiver
to achieve secrecy. These strict restrictions are hard to meet in
practice as it not possible to guarantee the location and capa-
bilities of the potential eavesdropper. These DCE techniques
utilize half-duplex wireless communication, where only one
node transmits the signal while all the other nodes passively
receive the transmitted signal. Recently, in-band full-duplex
(FD) transmissions are utilized in DCE to simultaneously
transmit the pilot sequence from the legitimate transmitter and
the receiver, such that the received signal at the eavesdropper
is the superposition of the two signals. The superposition of
two signals at the eavesdropper results in the equivocation
regarding the training signal to achieve DCE [15]–[17]. The
FD-DCE techniques overcome the drawbacks of existing half-
duplex based DCE techniques [4], [14], [18]–[21] as they do
not require the statistical channel information regarding the
eavesdropping channel, or restrict the number of antennas on
the legitimate receiver. In [16], FD transmissions are utilized
to achieve DCE but the residual self-interference is considered
to be additive white Gaussian noise, which limits the scope
of the presented DCE scheme. In [15], we have presented
FD based DCE comprising of two stages, where, in the first
stage, the SI channel is estimated by using a private pilot
signal, followed by FD transmissions from both legitimate
nodes to estimate the corresponding channels. All the FD-
DCE techniques mentioned in [15], [16] require that the
malicious user is not too close to the transmitter; even then
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the eavesdropper can optimize its location to minimize the
interference signal from the legitimate receiver as compared to
the legitimate transmitter. As shown in Fig. 1, the eavesdropper
will try to maximize its distance from legitimate receiver
dr to minimize the strength of the signal received from the
legitimate receiver. The difference in dt and dr will generate
the difference in the average strength of the signal received
at the eavesdropper from the transmitter and the receiver
because path loss is strongly related to the distance. In such
scenarios, the eavesdropper can exploit the disparity in the
average received signal strength to acquire robust channel
estimates and decode the transmitted information robustly. To
overcome the drawbacks of the existing FD-DCE, we present
a novel DCE technique in this paper where a novel AN aided
multistage FD DCE is utilized to tackle the challenge of a
strategically located eavesdropper. The proposed AN aided
FD (ANFD) DCE utilizes AN signals along with in-band
FD transmission to achieve robust and secure communication
against a strategically located eavesdropper, by utilizing AN
to avoid the leakage of channel estimates to the strategically
located eavesdropper.

Legitimate 

Transmitter

Legitimate

Receiver

Eavesdropper
dt

dr

d

Fig. 1: Lucrative location to eavesdrop as the distance from
the legitimate receiver (dr) is greater than the legitimate
transmitter (dt).

A. Contributions and Outline

The contributions of this paper can be summarized as:
• To the best of our knowledge, the proposed novel ANFD-

DCE is the first DCE scheme that provides secrecy
against the strategically located eavesdropper by using
AN assisted FD transmissions to secure the channel
estimates. We have provided a comprehensive simulation
analysis for all the possible locations of the eavesdropper
to indicate the performance improvements achieved by
the proposed ANFD-DCE.

• We present a novel local adaptive power allocation al-
gorithm at both legitimate nodes in the absence of any
information regarding the eavesdropping channel. The
adaptive power allocation also avoids the leakage of
allocated powers to any malicious user, which further
degrades the channel estimation performance at the eaves-
dropper.

• We present a novel algorithm for the design of orthogonal
AN without any constraint on the number of antennas at
the legitimate nodes and the potential eavesdroppers.

• In this paper, we present an in-depth location-based
simulation analysis of the proposed ANFD-DCE against
the existing FD-DCE to indicate the performance en-
hancements achieved by the proposed ANFD-DCE. We
have also analyzed the effect of increasing the number of
eavesdropping antennas on achieved secrecy performance
by performing simulation analysis for a different number
of eavesdropping antennas.

The rest of this paper is organized into four sections. Section II
provides the system model considered for the proposed AN
assisted FD-DCE. Section III explains the proposed ANFD-
DCE. Section IV presents a detailed simulation analysis. Fi-
nally, the conclusion of this research is presented in Section V.
This paper follows the usual convention of notation, where
vectors are denoted by lowercase boldface letters, and matrices
are denoted by uppercase boldface letters. E [.] represents
expectation operator, (.)H represents conjugate transpose, In
corresponds to n × n identity matrix, j =

√
−1 is the

imaginary unit, and |.| is the determinant operator. RX rep-
resents covariance of random matrix X which is defined as:
RX = E

[
XXH

]
. χ2(k) denotes the chi-square distribution

with k degrees of freedom and N (µ, σ2) denotes the Gaussian
distribution with µ mean and σ2 variance. Tr[.] indicates the
trace operator of the matrix, and ||.|| denotes the L2 norm.
These notations will be followed throughout this paper.

II. SYSTEM MODEL

Hba

Hab

HbeHae

Haa Hbb

Eavesdropper

Ne1

Bob

1

Nb

Alice

1

Na

Fig. 2: Channel model consisting of multi-antenna FD le-
gitimate transmitter (Alice), legitimate receiver (Bob), and
the eavesdropper comprising of Na, Nb, and Ne antennas,
respectively.

Consider a FD MIMO channel model comprising of a
legitimate transmitter (Alice), legitimate receiver (Bob), and
an eavesdropper as shown in Fig. 2. All nodes are assumed
to have FD capabilities. The number of antennas at Alice,
Bob, and the eavesdropper are denoted as Na, Nb, and
Ne, respectively, as shown in Fig. 2. The eavesdropper is
considered to be passive, as it does not transmit any signal
but passively eavesdrops on the legitimate communication. All
the wireless channels are considered to be flat fading and non-
reciprocal, which implies that forward and reverse channel fad-
ing coefficients are independent of each other. The legitimate
channel from Alice to Bob is denoted as Hab ∈ CNa×Nb , and
from Bob to Alice is denoted by Hba ∈ CNb×Na . Similarly,
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the eavesdropping channel from Alice to the eavesdropper is
denoted by Hae ∈ CNa×Ne , and from Bob to the eavesdropper
as Hbe ∈ CNb×Ne . The residual SI channels at Bob and
Alice are denoted as Hbb ∈ CNb×Nb , and Haa ∈ CNa×Na ,
respectively. The total duration of each transmission block
length is assumed to be T symbols comprised of multiple
training stages T1, . . . , Tn and a data transmission stage Td.
The assumptions regarding respective channels and system
noises are summarized below:
• The main channel between Alice-Bob is assumed to non-

reciprocal, where the elements of Hab, Hba are assumed
to independent and identically distributed (i.i.d.) random
variables with zero mean and variance equal to σ2

ab, and
σ2
ba such that: σ2

ab = σ2
ba. It is also assumed that the

instantaneous channel variances are within the threshold:
1.2 <

σ
(i)2

ab

σ
(i)2

ba

< 0.8 at every instant i as given by exper-

imental characterization of channel reciprocity in [22].
The inequality between the instantaneous variances σ(i)2

ab

and σ
(i)2

ba is due to the hardware differences caused by
the influence of AGC (Automatic Gain Control) and LNA
(Low Noise Amplifier) on the power levels of the signals
received at Alice and Bob.

• All inter-node channels Hab, Hba, Hae, and Hbe are
modeled as block Rayleigh fading channel where channel
variance depends on the distance between the transmitter
and the respective receiver as given by the simplified path
loss model in [23]1.

• All full-duplex antennas are able to simultaneously trans-
mit and receive by using a circulator switch as shown
in [24]. The circulator switch provides considerable iso-
lation between transmit and receive radio frequency (RF)
chains [25]. To mitigate the SI at the full-duplex receiver,
analog self-interference cancellation is utilized before
performing analog to digital conversion. For analog can-
cellation, the output of the power amplifier is subtracted
at the input of the low noise amplifier after suitable
scaling as given in [24]. Transmit and receive RF chains
are assumed to share a common oscillator, which along
with analog cancellation reduces non-linear impairments
caused by SI signal below the noise floor [26]. Therefore,
the residual SI channels Haa, and Hbb are modeled as
block Rayleigh fading channels as given by experimental
characterization of SI channel in [27]. This is also a
commonly utilized statistical model for characterizing the
residual SI channel in the literature [15], [17], [28]–[30].

• This paper assumes that a robust timing synchroniza-
tion technique for full-duplex communication has been
utilized as given in [31], [32], to achieve timing syn-
chronization especially caused by the difference in prop-
agation delay between the SI and the desired signal.
The timing synchronization techniques counteract the
difference in propagation delay in a similar fashion to

1The flat fading assumption considered here generalizes to the utilization
of multi-carrier modulation techniques, like Orthogonal Frequency Division
Multiplexing (OFDM) under frequency selective fading due to multipath
environments, as long as the length of the cyclic prefix (CP) is greater than
the delay spread of the channel.

the time-alignment in LTE (Long Term Evolution) uplink,
where a node farther from the base station (eNodeB)
advances their transmission more as compared to nearby
nodes such that, all the received signals are synchronized
at the receiver [31], [32]. It requires that the propagation
delay must be within the cyclic prefix (CP), where CP in
LTE is between 4.7 and 16.7 microseconds; as we have
considered the indoor wireless channel where nodes are
at-most 10 meters apart from each other, the maximum
possible propagation delay is approximately 33 nanosec-
onds. Therefore, the transmission of the SI signal is
delayed by the difference in the propagation delay similar
to the time-alignment in LTE (Long Term Evolution)
uplink. As the propagation delay is significantly less than
CP, therefore the utilization of time-alignment removes
inter-symbol interference [33]. Therefore, regardless of
robust synchronization and small propagation delay as
compared to cyclic prefix, we have assumed that the
residual synchronization offset degrades the signal to
interference plus noise ratio by 1 dB as given in [34], to
cater for any practical synchronization errors. The per-
formance degradation due to the synchronization offset
is modeled by increasing the variance of the noise added
at the receiver by 1 dB.

• All data transmission symbols are taken M -ary Quadra-
ture Amplitude Modulation (QAM). For the data trans-
mission stage, the half-duplex transmission is considered,
where only Alice transmits the data while Bob passively
receives the signal transmitted by Alice. The half-duplex
data transmission signifies an easier scenario for the
eavesdropping as it represents the secrecy performance
of the proposed DCE without any interference, jamming,
or artificial noise in the data transmission stage. It also
represents a practical scenario, where Alice has data to
be transmitted while Bob does not have any data ready
for transmission.

• The noise added to the received signal at all the nodes
is considered to the zero mean circularly symmetric
Gaussian noise (ZMCSWGN) with variance σ2, which
implies that all the nodes are operating under similar
conditions like temperature, bandwidth, etc.

III. PROPOSED DISCRIMINATORY CHANNEL ESTIMATION
TECHNIQUE

Proposed ANFD-DCE comprises three stages, where the
first stage is responsible for residual SI channel estimation by
using a private orthogonal training signal as given in [15],
[17]. The orthogonality of the training signals is exploited
by the other legitimate node and the eavesdropper to acquire
statistical information regarding respective channels. Based on
the estimated channel variance both legitimate nodes perform
adaptive power allocation locally, where each node assumes
possible lucrative positions for the potential eavesdropper and
allocates power to the forthcoming training stages to achieve
PLS. The local adaptive power allocation at both legitimate
nodes conceals the transmit power of the pilot signals from the
eavesdropper because it is not possible for the eavesdropper
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to acquire the variance of the legitimate channel (between the
legitimate transmitter and receiver).

In the second training stage, both the legitimate nodes simul-
taneously transmit the known training signals along with the
AN signals to equally deteriorate all channels using in-band
FD transmissions. The pilot signals acquire the rough estimates
of the main channel (between the legitimate transmitter and
receiver), and the AN signals avoid robust channel estimation
at the eavesdropper. The legitimate FD node cancels the AN
signal transmitted by itself using the SI channel information
as the transmitted AN signal is perfectly known. However, the
eavesdropper receives the AN signals from both the legitimate
nodes. The rough channel estimate of the main channel will
be utilized to design an AN signal orthogonal to the main
channel for the upcoming AN assisted training stage. Finally,
in the last channel estimation stage, both legitimate nodes
transmit training signals to improve the estimate of their
respective legitimate channels, along with the orthogonal AN
signals to deteriorate the channel estimation performance at
the eavesdropper.

A. First Stage: SI Channel Estimation

SI channel estimation is the first stage of the proposed
DCE; it is responsible for acquiring robust estimates of the
residual SI channel to be utilized in later stages for digital SI
cancellation. This stage is similar to the SI channel estimation
stage given in the existing FD based DCE techniques [15],
[17], [30], as a private orthogonal training signal is transmitted
by each legitimate node using half-duplex transmission to
estimate the respective residual SI channel. The length of the
training sequence is kept equal to the number of variables to
be estimated [35] such that: T1 = Na+Nb, which makes blind
channel estimation techniques inoperable at the eavesdropper2.
The estimation process is the same for both legitimates nodes,
without loss of generality, we will describe the estimation
process at Bob; similar results and steps are valid for Alice.

At Bob: Both legitimate nodes utilize half-duplex transmis-
sions to transmit the private orthogonal training sequence in
independent time slots to avoid the interference, where Alice
remains silent during Bob’s transmission and vice versa. The
corresponding received signal at Bob is given as:

Y b
si = XsbHbb + W b

si, (1)

where Xsb ∈ CNb×Nb is the orthogonal private training
signal satisfying XH

sbXsb = INb
, Hbb corresponds to the

residual SI channel modeled as block Rayleigh fading channel
with variance σ2

bb, and W b
si corresponds to ZMCSWGN with

variance σ2 added to the received signal. The transmitted
private training signal is known at Bob as the transmit and
receive radio frequency (RF) chains are on the same FD
device. As the residual SI channel and noise variances are

2To generalize to frequency selective fading environment with orthogonal
frequency-division multiplexing (OFDM) with appropriate cyclic-prefix (CP),
the minimum length of training signal must be equal to the delay spread times
the number of variables as given in [36].

available at the legitimate node, LMMSE estimation is utilized
as given in [37] to estimate Hbb as:

Ĥbb = RHbb
XH
sb

(
XsbRHbb

XH
sb + RW b

si

)−1
Yb
si, (2)

=
σ2
bb

σ2
bb + σ2

XH
sbY

b
si (3)

, Hbb + ∆Ĥbb, (4)

where RHbb
= σ2

bbINb
is the covariance of Hbb, and RW b

si
=

σ2INb
denotes the noise covariance, and ∆Ĥbb denotes the

estimation error matrix. From [37], the correlation matrix of
∆Ĥbb is given as:

E
(

∆Ĥbb∆ĤH
bb

)
=
(
R−1Hbb

+ XH
sbR

−1
W b

si

Xsb

)−1
, (5)

=Nb

(
1

σ2
bb

+
1

σ2

)−1
INb

. (6)

Finally, the normalized MSE for the SI channel estimator Ĥbb

is given as:

Ebb =
Tr
[
E
(

∆Ĥbb∆ĤH
bb

)]
N2
b

, (7)

=

(
1

σ2
bb

+
1

σ2

)−1
. (8)

At Alice: During the SI channel estimation stage Bob
transmits the private training signal Xsb, which will also be
received at Alice as:

Y a
s = XsbHba + W a

s , (9)

where Hba is the channel between Bob-Alice, and W a
s is the

corresponding ZMCSWGN noise with variance σ2 added at
Alice. As Hba and W a

s are independent Gaussian random
variables, the received signal Y a

s is also Gaussian distributed
with zero mean, and RY a

s
= XH

sbRHba
Xsb + RW a

s
=(

σ2
ba + σ2

)
INb

. In the absence of knowledge regarding the
private training signal Xsb, Alice exploits the orthogonality of
Xsb to estimate the channel variance σ2

ba. Alice employs Max-
imum Likelihood Estimator (MLE) given in [37] to estimate
the variance of the channel Hba because statistical information
regarding σ2

ba is not available at Alice. The MLE estimator is
given as:

σ̂2
ba =

Tr
[(

Y a
s

)H(
Y a
s

)]
NaNb

− σ2. (10)

The estimated channel variance σ̂2
ba will be utilized by Alice

to perform adaptive power allocation for upcoming training
stages. To analyze the performance of the variance estimation
at Alice, we need to calculate variance and mean of σ̂2

ba. The
above equation (10) can also be written as:

σ̂2
ba =

1

NaNb

Nb∑
i=1

Na∑
j=1

|| [Y a
s ]i,j ||

2 − σ2, (11)

where
∑Nb

i=1

∑Na

j=1 || [Y a
s ]i,j ||2 corresponds to sum of NaNb

squares of independent Gaussian random variables. Hence, by
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using the definition of Chi-Squared random distribution it can
be shown that:

Nb∑
i=1

Na∑
j=1

|| [Y a
s ]i,j ||

2 ∼
(
σ2
ba + σ2

)
χ2 (NaNb) .

As the mean of E
[
χ2 (NaNb)

]
= NaNb, which implies

that σ̂2
ba provides an unbiased estimate of σ2

ba. As σ̂2
ba is an

unbiased estimator, therefore its MSE Eσ̂2
ba

is equal to the
variance of the estimator which is given as:

Eσ̂2
ba

= E
[(
σ̂2
ba − E

[
σ̂2
ba

])2]
, (12)

= E

[(
σ2
ba + σ2

NaNb
χ2 (NaNb)−

(
σ2 + σ2

ba

))2
]
, (13)

=

(
σ2 + σ2

ba

NaNb

)2

E
[(
χ2 (NaNb)−NaNb

)2]
, (14)

where NaNb = E
[
χ2 (NaNb)

]
, which simplifies the right side

of the above equation as the variance of χ2 (NaNb). Using the
variance of χ2 (NaNb), MSE of estimator σ̂2

ba is given as:

Eσ̂2
ba

=
2(σ2

ba + σ2)2

NaNb
. (15)

The above equation indicates that the MSE on the estimation
at Alice of the variance of the Bob-Alice channel depends
on the square of the sum of noise and channel variances. In
the communication system the noise variance is very low for
reliable communication, and the channel variance based on
path-loss will also be very low for example, the free space
path loss at 1 meter for carrier frequency 900 MHz would
be −31.54 dB [23]. Hence, without the loss of generality, we
assume that the Eσ̂2

ba
would be negligible.

At the eavesdropper: In the SI channel estimation stage, the
eavesdropper will also receive the private orthogonal training
signal Xsb as:

Y e
s = XsbHbe + W e

s , (16)

where Hbe is the channel between Bob and the eavesdropper,
and W e

s is the corresponding noise at the eavesdropper. As
the training signal is private, it cannot be utilized to acquire
an estimate of Hae. However, the orthogonality of the Xsb

can be exploited by the eavesdropper to acquire the variance
of Hae as:

σ̂2
be =

Tr
[(
Y e
s

)(
Y e
s

)H]
NeNb

− σ2. (17)

Similar to the MSE for variance estimation at Alice, MSE for
σ̂2
be will be equal to: 2(σ2

be + σ2)2/(NbNe).

B. Second Stage: Rough Channel Estimation

This stage is responsible for acquiring rough channel es-
timates of the main channel (Hab, and Hba) while causing
performance deterioration at the eavesdropper with the trans-
mission of the omnidirectional AN signals.

At Bob: Bob transmits a globally known training signal
along with a random AN signal in the second stage. The
transmitted AN signal is known at Bob as the transmit
and receive radio frequency chains are on the same device.
Therefore, Bob cancels the transmitted AN signal by using
the SI channel information. The eavesdropper receives the
random artificial noise signal from both the legitimate nodes.
The signal transmitted by Bob is given as:

X
(1)
b =

√
x1Vb + B, (18)

where Vb is the pilot signal, and B is the random artificial
noise signal drawn from N (0, a1Nb

IT2
). The variance of the

training signal x1, and the artificial noise a1 are determined
through a run in each node of the adaptive power allocation
scheme described in power allocation section for the proposed
ANFD-DCE. In order to minimize the leakage of channel
estimates, while keeping the length of the training signal at
a minimum, the length of the training signal in the second
stage is set to T2 = max(Na, Nb), to ensure that the recep-
tion at the eavesdropper is completely superimposed by two
signals. Similarly, the signal transmitted by Alice is given as:
X

(1)
a =

√
x1Va + A, where

√
x1Va is the pilot signal with

variance x1 and A is the AN signal drawn from N (0, a1Na
IT2).

The signal received at Bob after digital SI cancellation during
the second stage is given as:

Y
(1)
b =X(1)

a Hab + X
(1)
b ∆Ĥbb + W

(1)
b , (19)

=
(√
x1Va + A

)
Hab +

(√
x1Vb + B

)
∆Ĥbb

+ W
(1)
b , (20)

where W
(1)
b is the additive ZMCSWGN and ∆Ĥbb is the

residual SI after digital SI cancellation. The LMMSE estimator
is used to estimate Hab as the channel and noise variances are
available at Bob. LMMSE estimator is given as [37]:

Ĥ
(1)
ab =RHab

√
x1V

H
a

(
x1VaRHab

V H
a

+ RW1

)−1
Y

(1)
b , (21)

where W1 = AHab + X
(1)
b ∆Ĥbb + W

(1)
b , and using the

independence of residual SI, AN, and additive noise; RW1
is

given as:

RW1 =E

[(
AHab + X

(1)
b ∆Ĥbb + W

(1)
b

)
(
AHab + X

(1)
b ∆Ĥbb + W

(1)
b

)H]
, (22)

=Nb

(
a1σ

2
ab + Ebb

(
x1c+ a1

)
+ σ2

)
IT2 , (23)

where c = Nb/T2. Substituting RW1
in (21), the LMMSE

estimator can be simplified as:

Ĥ
(1)
ab =

σ2
ab

√
x1V

H
a

σ2
ab(x1 + a1) + Ebb

(
x1c+ a1

)
+ σ2

Y
(1)
b . (24)
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To analyze the channel estimation performance, the normal-
ized MSE at Bob for the rough channel estimation stage is
derived as [37]:

E(1)ab =

(
R−1Hab

+ x1V
H
a R−1W1

Va
)−1

NaNb
(25)

=

(
1

σ2
ab

+
x1

a1σ2
ab + Ebb

(
x1c+ a1

)
+ σ2

)−1
(26)

At the eavesdropper: During the rough channel estimation
stage, the received signal at the eavesdropper is given as:

Y (1)
e =X(1)

a Hae + X
(1)
b Hbe + W (1)

e , (27)
=(
√
x1Va + A)Hae + (

√
x1Vb + B)Hbe

+ W (1)
e , (28)

where W
(1)
e denotes the ZMCSWGN with variance σ2. Va

and Vb are globally known but x1, A, and B are not known
globally. The eavesdropper can utilize the estimated channel
variances σ̂2

ae and σ̂2
be to estimate the total transmitted power

P1 = x1 +a1. However, the eavesdropper can not estimate x1
and the variance of AN signals from Alice and Bob because
it will require the information regarding the channel variance
of the legitimate channel σ2

ab. Although the eavesdropper has
statistical knowledge regarding Hae and Hbe to acquire the
statistical knowledge regarding Hab, it needs to estimate the
angle of arrival which is not possible without robust channel
estimates [38]. Therefore, the least squares (LS) estimator is
utilized to estimate Hae by the eavesdropper as the variance
of the pilot and AN signal is not available at the eavesdropper.
It is assumed without loss of generality that the eavesdropper
is close to Alice as compared to Bob which implies that SNR
of the signal received from Alice (SNRae) is greater than
that from Bob (SNRbe), and Hae can be estimated while
considering the signal received from Bob as noise. Finally,
the LS estimator of Hae is given as:

Ĥ(1)
ae =

[√
P1Va

]†
Y (1)
e , (29)

= V †1 Y
(1)
e , (30)

, Hae + ∆Ĥ(1)
ae . (31)

To evaluate the channel estimation performance, the MSE of
Ĥ

(1)
ae is given as:

E
(

∆Ĥ(1)
ae ∆Ĥ(1)H

ae

)
=E

[
HaeH

H
ae − 2HaeY

(1)H

e V †
H

1

+ V †1 Y
(1)
e Y (1)H

e V †
H

1

]
. (32)

Therefore, the normalized MSE for the LS estimator at the
eavesdropper during the second stage is given as:

E(1)ae =σ2
ae

(
1−

√
x1
P1

)2

+
a1σ

2
ae + σ2

be(x1c+ a1) + σ2

P1
. (33)

C. Third Stage: Orthogonal AN aided Channel Estimation

In this stage, Orthogonal AN (OAN) aided training signals
are transmitted from both legitimate nodes simultaneously
using FD transmissions to improve the channel estimates,
while causing equivocation at the eavesdropper.

At Bob: To design an OAN signal in the left null space of
the legitimate channel, it is required that the number of receive
antennas must be less than the number of transmit antennas.

In order to design an AN orthogonal to the legitimate
channel, we consider two scenarios. First, where Na = Nb: in
this scenario Bob splits the Nb×Na channel Hba into two as:
Hba = [Hba1Hba2], where Hba1 and Hba2 has dimensions
Nb ×Na1, and Nb ×Na2, respectively, such that Na1 < Nb,
and Na2 < Nb. The training signal transmitted from Bob is
given as:

X
(2)
b =

[
X

(2)
b,1

X
(2)
b,2

]
=

[√
x2Vb + B1N

H
ba1√

x2Vb + B2N
H
ba2

]
, (34)

where x2 is the variance of the training signals, B1, and
B2 are the zero-mean Gaussian noise with variance a2/Nb,
NH
ba1, and NH

ba2 corresponds to the left-null space of the sub-
channels Hba1, and Hba2, respectively. As the number of
antennas are equal at both nodes, the same process is repeated
at Alice. For the second scenarios where Na 6= Nb, the node
with fewer antennas splits the channel into sub-channels as
indicated for the previous scenario. We have provided the
algorithm for generation of training signal in Algorithm 1,
where Na > Nb. In this algorithm, channel Ĥba ∈ CNb×Na

is partitioned such that N (t)
a < Nb, as it is required to generate

OAN. This process is repeated until the training signal is
generated to estimate Hba. We have provided the details for
generation of OAN aided training signal at Bob for Na > Nb,
similar approach is used to generate the training for Nb > Na,
and at Alice.

Lastly, as the design of OAN require forward channel
estimates, we assume that null space of the channel matrix is
sent from Bob to Alice and Alice to Bob instead of transferring
forward channel estimates to avoid the leakage of CSI to
the eavesdropper. In order to simplify the analysis, we will
consider Na = Nb, and the estimation of Hab1, similar
results and analysis would be valid for Na 6= Nb, and Hab2,
respectively. The received signals at Bob in this stage after
digital SI cancellation are given as:

Y
(2)
b =

(√
x2Va + A1N

H
ab1

)
Hab1+(√

x2Vb + B1N
H
ba1

)
∆Ĥbb1 + W

(2)
b , (35)

where NH
ab1 is the null space of the channel H(1)

ab1, A1 is the
zero mean Gaussian noise with variance a2/Na, and W

(2)
b is

the ZMCSWGN with variance σ2 added at Bob during the
OAN assisted channel estimation stage. The signals received
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Algorithm 1: Orthogonal AN aided training signal
generation for Na > Nb at Bob.

Input : Ĥba, x2,Vb, b
Output: X(2)

b

1 Nad ← Na, nst ← 1;
2 while Nad 6= 0 do
3 if Nad < Nb then
4 nend ← Na
5 else
6 nd ← 2;
7 N

(t)
a ← bNad/ndc;

8 while N (t)
a ≤ Nb do

9 nd ← nd + 1;
10 N

(t)
a ← bNad/ndc;

11 end
12 nend ← nst +N

(t)
a − 1

13 end
14 if nst = 1 then
15 Nba ← null([ĥnst

ba , . . . , ĥ
nend

ba ]H);
16 X

(2)
b ← √x2Vb + Bnst

NH
ba ,

Bnst
∼ N (0,

a2

Nb
I);

17 else
18 Nba ← null([ĥnst

ba , . . . , ĥ
nend

ba ]H);
19 X

(2)
b ←

(
X

(2)
b |(
√
x2Vb + BnstN

H
ba)
)
,

Bnst
∼ N (0,

a2

Nb
I);

20 end
21 Nad ← Nad − (nend − nst + 1);
22 nst ← nend + 1
23 end

at Bob during both channel estimation stages are given as:

Y2 =

[
Y

(1)
b

Y
(2)
b

]
,

=

[√
x1Va√
x2Va

]
Hab1 +

[√
x1Vb√
x2Vb

]
∆Ĥbb1+[

AHab1 + B∆Ĥbb1 + W
(1)
b

A1N
H
ab1∆Ĥ

(1)
ab1 + B1N

H
ba1∆Ĥbb1 + W

(2)
b

]
,

=XaHab1 + Xb∆Hbb1 + Wb (36)

LMMSE estimator is utilized to estimate Hab1 as:

Ĥ
(2)
ab1 =σ2

abNb1X
H
b

(
Nb1(σ2

ab + Ebb)XbX
H
b

+ RWb

)−1
Y2, (37)

=σ2
abNb1

(
INb

+Nb1(σ2
ab + Ebb)XH

b R−1Wb
Xb

)−1
XH
b R−1Wb

Y2. (38)

where (37) is converted to (38)by using matrix identity:
BH(A + BBH)−1 = (I + BHA−1B)−1BHA−1, and RWb

corresponds to the covariance of Wb, which can be calculated
as:

RWb
=E

[
WbW

H
b

]
,

=

[
mNb1IT1

0
0 kNb1IT2

]
, (39)

where m = σ2+a1
(
Ebb+σ2

ab

)
, and k = σ2+a2

(
E(1)ab + Ebb

)
.

Exploiting the independence between the corresponding null-
space and estimation error, the covariance of NH

ab1∆Ĥ
(1)
ab1,

and NH
ba1∆Ĥ

(1)
bb1 can be calculated as [4]: (Nb1)E(1)ab INb1

, and
(Nb1)EbbINb1

, respectively, as Na = Nb. Substituting RWb
in

Ĥ
(2)
ab1 we get:

Ĥ
(2)
ab1 =

σ2
ab

1 + (σ2
ab + Ebb)

(
x1

m + x2

k

)
[
X

(1)H

b

m

X
(2)H

b

k

]
Y2, (40)

,Hab1 + ∆Ĥ
(2)
ab1. (41)

The MSE for Ĥ(2)
ab1 is given as:

E
[
∆Ĥ

(2)
ab1(∆Ĥ

(2)
ab1)H

]
=E

[
(Hab1 − Ĥ

(2)
ab1)HH

ab1

]
−

E
[
(Hab1 − Ĥ

(2)
ab1)Ĥ

(2)H

ab1

]
(42)

The last term in the above equation can be shown equal
to zeros by using the independence between the estimation
error and the LMMSE estimate. After performing numerical
simplifications the normalized MSE of Ĥ(2)

ab1 is given as:

E(2)ab =
Tr[E{∆Ĥ

(2)
ab1(∆Ĥ

(2)
ab1)H}]

NaNb1
, (43)

=

(
1

E(1)ab

+
m2x2

(m+ x1Ebb) [x2mEbb + (m+ x1Ebb) k]

)−1
. (44)

The above relation indicates that the MSE improves with the
utilization of the AN aided channel estimation stage at Bob.

At the eavesdropper: The signals received at the eavesdrop-
per during the OAN assisted channel estimation stages are:

Y (2)
e =

[
X

(2)
a,1

X
(2)
a,2

]
Hae +

[
X

(2)
b,1

X
(2)
b,2

]
Hbe +

[
W

(2)
e,1

W
(2)
e,2

]
, (45)

=

[√
x2Va√
x2Va

]
Hae +

[√
x2Vb√
x2Vb

]
Hbe+[

A1N
H
ab1Hae + B1N

H
ba1Hbe + W

(2)
e,1

A2N
H
ab2Hae + B2N

H
ba2Hbe + W

(2)
e,2

]
. (46)

As already mentioned, Va and Vb are globally known but x2,
A1, A2, B1,and B2 are not known globally. To utilize the
signals received in the OAN assisted training stage for the
estimation of Hae, the eavesdropper utilizes LS estimation by
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exploiting the global pilot sequences and the sums of the total
transmitted power as:

Ĥ(2)
ae =

[√
P2Va√
P2Va

]†
Y (2)
e , (47)

= V †2 Y
(2)
e , (48)

, Hae + ∆Ĥ(2)
ae , (49)

where P2 = x2 + a2 is the sum of the total power transmitted
in the third stage. Therefore, the overall sequential LS estimate
of Hae is given as:

Ĥae =

√P1Va√
P2Va√
P2Va

† [Y (1)
e

Y
(2)
e

]
, (50)

= Ĥ(1)
ae +

2P2

P1 + 2P2

(
Ĥ(2)
ae − Ĥ(1)

ae

)
, (51)

, Hae + ∆Ĥae. (52)

The MSE for Ĥae is given as:

E
[
∆Ĥae∆ĤH

ae

]
=E

[(
Hae − Ĥae

)
(
Hae − Ĥae

)H ]
. (53)

The above equation can be computed as:

E
[
∆Ĥae∆ĤH

ae

]
=E

[
∆Ĥ(1)

ae ∆Ĥ(1)H

ae

]
− 4P2

P1 + 2P2

E

[
HaeĤ

(2)H

ae −HaeĤ
(1)H

ae

− Ĥ(1)
ae Ĥ

(2)H

ae + Ĥ(1)
ae Ĥ

(1)H

ae

]

− 4P 2
2

(P1 + 2P2)2
E

[
Ĥ(2)
ae Ĥ

(2)H

ae

− Ĥ(2)
ae Ĥ

(1)H

ae − Ĥ(1)
ae Ĥ

(2)H

ae

+ Ĥ(1)
ae Ĥ

(1)H

ae

]
. (54)

Finally, the normalized MSE E(2)ae is given as:

E(2)ae =E(1)ae +
4P2

(P1 + 2P2)2

(
σ2

2
+
a2
(
σ2
ae + σ2

be

)
2

− σ2
ae

(√x2
P2
−
√
x1
P1

)
(P1 + 2P2) + P1

√
x1x2
P1P2(

σ2
ae + cσ2

be

)
− P1 + P2

P1

(
x1
(
σ2
ae + cσ2

be

)
+ a1(σ2

ae + σ2
be) + σ2

)
+ x2

(
σ2
ae + cσ2

be

))
. (55)

The above equation indicates that the eavesdropper can reduce
the normalized MSE by utilizing the signals received in the
third stage, depending on the parameters selected by the
legitimate nodes.

D. Power Allocation

Both legitimate nodes perform power allocation after esti-
mating the variance of the channel between them. For optimal
power allocation, each node assumes that the estimated vari-
ance and the power allocation algorithms are the same at the
other node.

To limit the channel estimation performance at the malicious
user, the channel statistics of the eavesdropper’s channel
are required at the legitimate node. We have considered a
passive eavesdropper, where the legitimate nodes do not have
any information regarding the eavesdropper’s channel. In the
absence of statistical information regarding the eavesdropper,
each legitimate node assumes all possible lucrative locations
for the potential eavesdropper which can be exploited by the
eavesdropper. These locations are used to acquire channel
variance between the legitimate nodes and the eavesdropper by
using a statistical path-loss model to calculate the achievable
channel estimation performance at the eavesdropper. For the
location of the eavesdropper, it is assumed that no malicious
node can be within db units of the legitimate node, which
implies that db represents the radius of a circular boundary
around the legitimate node Bob. Possible lucrative locations
for the eavesdropper are shown in Fig. 3, where the dotted
area indicates the lucrative position for the eavesdropper to
acquire robust estimates regarding Hbe, as it is close to Bob.

Alice Bob

db

d

Lucrative 

Positions

Bob

ddddbbdd

Fig. 3: Possible lucrative locations for any potential eavesdrop-
per.

To analyze the performance of the eavesdropper at the
lucrative positions, Bob generates points in the circle where the
radius is greater than db and less than d/2. Bob can calculate
the variance of the channels Hae, and Hbe, by using the
estimated legitimate channel variance and the specified path-
loss model. The calculated variances are utilized to estimate
the achievable statistical performance at Bob by using E(2)ab as
given in (44) and at the eavesdropper by using E(2)ae as given
in (55). From [35], [39], the received SNR for MIMO system
with channel estimation error is given as:

SNRae =
P
(
σ2
ae − E

(2)
ae

)
σ2 + PE(2)ae

, (56)

where P denotes the power used for data transmission. The
detailed derivation and explanation of the above relation can be
found in [35], [39]. It can be seen from (56), that the received
SNR is directly related to the channel variance. Hence, in
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order to select the optimal location for eavesdropping on Bob,
we select the position where the variance of channel Hae

is maximum and out of those position where Hbe channel
variance is minimum, which results in less interference for the
eavesdropper during channel estimation stage. Based on the
selected eavesdropper location and MSE the power allocation
tries to optimize the following condition:

min
E(2)ae ≥γ

x1+a1≤Pavg

x2+a2≤Pavg

E(2)ab , (57)

where E(2)ae and E(2)ab for ANFD-DCE are given in (55) and
(44), respectively and Pavg is the average transmission power
available for each channel training stage, which corresponds
to the maximum transmit power of the transmission device.
Brute-force search algorithm is used to get the values of x1,
x2, a1 and a2, which satisfies the above conditions. If the
value of γ is selected such that: @(x1, x2, a1, a2) | E(2)ae ≥ γ,
then it is decreased by a small value ε until ∃(x1, x2, a1, a2) |
E(2)ae ≥ γ.

IV. SIMULATION ANALYSIS AND RESULTS

In this section, simulation analysis is presented to demon-
strate the secrecy performance achieved by the proposed
ANFD-DCE scheme. We have considered the MIMO wire-
less system as mentioned in Section II, where Na = 4,
Nb = [3, 4, 6], and Ne = [4, 8, 12] at Alice, Bob, and
the eavesdropper, respectively. All channel coefficients are
drawn from quasi-static Rayleigh fading distribution where
variance for inter-node channels is based on the distance
from the transmitter for 2.4 GHz transmission frequency with
reference distance dref = 1m, and path loss exponent is 1.6
for simplified path-loss channel model given in [23], which
implies that we have considered indoor office environment
as our simulation scenario. The variance of the residual SI
channel is considered as given by experimental evaluations
in [27]. As the estimation performance is highly dependent on
the system noise denoted by σ2, for the simulation analysis
σ2 is varied between 10−4 to 4 × 10−6 depending on the
SNR. The SNR in all figures corresponds to the received
SNR at the legitimate node, all the corresponding SNR can
be calculated by using the respective channel variances. All
the data transmission symbols are taken from the 16-ary QAM
constellation.

A. Location-Based Simulation Analysis

For location-based simulation analysis, we have considered
all the possible lucrative locations for the eavesdropper in a
circle around the legitimate transmitter (Alice), with a radius of
2 to 2.6 meters with a step of 0.2m from Alice; as the closest
eavesdropper can get to Alice is equal to the radius of the
circular boundary around Alice db = 2m. At each radius, we
have considered 18 locations for the eavesdropper to capture
the effect of different locations on the performance achieved by
the eavesdropper. Each location of the eavesdropper is shown
on the coordinate plane, where each unit is equal to one meter.
For the optimization algorithm given in Section III-D, we have

utilized γ = 1.5 × 10−2 for db = 2m. First, we present the
location-based analysis of the existing FD-DCE [15] scheme
followed by the results of the proposed ANFD-DCE to better
illustrate the performance improvements.

-2 -1 0 1 2 3

-2

-1
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1

2

3

10
-3

10
-2

Fig. 4: MSE for the existing FD-DCE [15] for different
locations of the eavesdropper on a coordinate plane for 16
dB SNR at the legitimate receiver, while MSE for FD-DCE at
Bob is: Eab = 9.43× 10−5.

Fig. 4 presents the MSE analysis of the FD-DCE scheme.
Alice and Bob are located at (0,0) and (3,0) on the coordinate
plane, respectively. The location of the eavesdropper is indi-
cated by the circles and the color of each tile indicates the
MSE of the channel Hae at the respective circled position.
Fig. 4 shows that for FD-DCE without AN the eavesdropper
can acquire robust channel estimate as the eavesdropper is
close to the Alice as compared to Bob.
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Fig. 5: BER for FD-DCE [15] at different locations of the
eavesdropper for 16 dB SNR at the legitimate receiver, while
BER at Bob is: BERab = 2.1× 10−5.
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To indicate the effect of MSE on the system level perfor-
mance, we have presented BER analysis for each location.
We have utilized a rate 1/2 Orthogonal Space Time Block
Codes (OSTBC) with four transmit antennas for 16-QAM
signal as given in [40]. The receivers utilize channel estimated
in the previous stage to estimate the signal transmitted by
Alice. Fig. 5, shows the BER achieved by the eavesdropper
at different locations for FD-DCE. BER simulation analysis
indicates that performance at the eavesdropper improves as it
is located away from Bob. Finally, the BER analysis in Fig. 5
shows that the FD-DCE achieves secure communication if the
eavesdropper is located in between the legitimate node, and
the BER at the eavesdropper improves as it moves away from
the FD legitimate receiver Bob.

-2 -1 0 1 2 3
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3

10
-3

10
-2

Fig. 6: MSE at different locations of the eavesdropper in the
third stage for 16 dB SNR at Bob, while MSE at Bob in the
third stage is: E(2)ab = 1.43× 10−4.

MSE for ANFD-DCE at the eavesdropper shown in Fig. 6
corresponds to the MSE achieved after the third stage using the
sequential LS estimator denoted as E(2)ae . We have considered
the MSE at the eavesdropper after the third as it provides a
significant performance improvement over the second stage
due to the sequential LS estimator utilized in the third stage.
The comparison of MSE performance at the eavesdropper for
FD-DCE in Fig. 4 to the proposed ANFD-DCE in Fig. 6 shows
that the ANFD-DCE reduces the leakage of channel estimates
to the eavesdropper as it moves away from the FD legitimate
receiver Bob.

Fig. 7 shows BER achieved by ANFD-DCE for the channel
estimated in the third stage for each location of the eaves-
dropper. BER analysis indicates that ANFD-DCE improves
the secrecy of the communication by maintaining the BER
at the eavesdropper close to 0.1. It also indicates that as
compared to the BER achieved by the FD-DCE in Fig. 5, the
proposed ANFD-DCE establishes secure communication for
the optimal eavesdropping location where the eavesdropper
can robustly decode the information for the FD-DCE. This
figure also indicates that BER at the eavesdropper improves
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Fig. 7: BER at different locations of the eavesdropper in
the third stage for 16 dB SNR at the legitimate receiver,
while BER at Bob for channel estimated in the third stage
is: BER(2)

ab = 2.97× 10−4.

as it moves away from Bob. However, the BER decreases as
the eavesdropper moves away from Alice due to the increase
in path loss for data transmission, although MSE improves for
the eavesdropper as shown in Fig. 4.
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Fig. 8: MSE for the existing FD-DCE [15] for different
locations of the eavesdropper on a coordinate plane for 17
dB SNR at the legitimate receiver, while MSE for FD-DCE at
Bob is: Eab = 2.43× 10−5.

We have also considered db = 1m to further analyze
the effect of the boundary around Alice on the performance
achieved by the respective DCE techniques. For the power
allocation algorithm of the ANFD-DCE, we have utilized
γ = 4.5 × 10−3 for db = 1m. The distance between the
legitimate nodes is 5m, and the eavesdropper is located in a
circle around Alice with a radius from 1m to 3m with a step
of 0.2m.

The MSE and BER for the FD-DCE are presented in
Fig. 8, and Fig. 9, respectively. These results show that the
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Fig. 9: BER for FD-DCE [15] at different locations of the
eavesdropper for 17 dB SNR at the legitimate receiver, while
BER at Bob is less than 10−5.
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Fig. 10: MSE at different locations of the eavesdropper in the
third channel estimation stage for 17 dB SNR at Bob, while
MSE at Bob in the third stage is: E(2)ab = 5.15× 10−5.
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Fig. 11: BER at different locations of the eavesdropper for
17 dB SNR at the legitimate receiver, while BER at Bob for
channel estimated in the third stage is: BER(2)

ab = 7.5×10−5.

FD-DCE is unable to achieve secure communication for the

eavesdropper located on the opposite side of Bob, especially
if the eavesdropper is located close to Alice. However, the
FD-DCE achieves equivocation for the eavesdropper located
between Alice and Bob, especially if the boundary around
Alice db is greater than 1.5m.

For the proposed ANFD-DCE, the MSE and BER analysis
are shown in Fig. 10, and Fig. 11, respectively. The ANFD-
DCE achieves robust secure communication as the BER at
the eavesdropper remains close to 0.1, while BER at Bob is
less than 10−4. These results indicate that the FD-DCE [17] is
unable to avoid the leakage of information to the strategically
located eavesdropper.

B. Simulation Analysis for Optimal Location of Eavesdrop-
ping

To provide an in-depth performance analysis, we have
considered the optimal location for eavesdropping on Alice,
by considering the received SNR at the eavesdropper as given
in (56). The optimal location for eavesdropping on Alice is
the location with a radius of db in the opposite direction of
the legitimate receiver to minimize the interference received
during the channel estimation stage. For the considered posi-
tion we have provided MSE and BER comparisons with the
existing FD-DCE technique.
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Fig. 12: Average power allocation for training signals and AN
for legitimate nodes, while Nb = [3, 4, 6], and Na = 4.

First, we have provided the results for db = 2m and the
distance between Alice and Bob is 3m. Fig. 12 shows the
average power allocation to the training signal x1, and x2,
and the AN a1, and a2 where the horizontal axis represents the
received SNR at the legitimate receiver in dB, and the vertical
axis corresponds to power in dBm. We have considered aver-
age power Pavg to be 30dBm. We have included the power
allocation for the different number of antennas at Bob. These
results indicate that for the proposed ANFD-DCE, the power
allocated to the training signal in the second stage (Rough
Channel Estimation Stage) is kept to a minimum to avoid
the leakage of channel estimates while using AN to cause
equivocation at the eavesdropper. These results also show that
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the power allocation differs slightly for the different number
of antennas, as the variance of the AN signals is normalized
to the number of transmit antennas. The MSE analysis for
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Fig. 13: MSE for ANFD-CE and FD-CE [17], while Na =
Nb = 4, and Ne = [4, 8, 12].

the proposed ANFD-DCE along with the comparison to the
existing FD-DCE is presented in Fig. 13, and 14, where the
vertical axis corresponds to MSE and the horizontal axis
indicates the received SNR at the legitimate node. For Fig. 13,
we have considered equal number of antennas at the legitimate
nodes such that Na = Nb = 4. These results indicate
that the proposed ANFD-DCE achieves higher MSE at the
eavesdropper as compared to the existing FD-DCE technique.
Meanwhile, MSE of the legitimate channel Hab is also higher
for proposed ANFD-DCE as compared to FD-DCE, as the
use of AN also limits the estimation performance for the
legitimate channel. Fig. 13 shows that increasing the number
of eavesdropping antennas Ne does not affect the MSE at the
eavesdropper. This figure also shows that for the ANFD-DCE,
the channel estimation performance improves with the usage
of sequential LS estimator in the third at the eavesdropper.
Therefore, we have used the MSE at the eavesdropper in the
third stage for the location-based performance analysis and the
rest of this section.

Fig. 14 shows MSE for scenario where Na 6= Nb, and
Ne = 4, as MSE remains the same for the different number
of antennas at the eavesdropper as shown in Fig. 13. The
slight variation of MSE at Bob E(2)ab for the different number
of antennas Nb can be attributed to the difference in power
allocation as shown in Fig. 12. MSE analysis shows that de-
creasing the number of antennas at Bob improves the channel
estimation performance at the eavesdropper as it implies that
the eavesdropper receives less interference from Bob during
the channel estimation. Finally, a comparison of MSE at the
legitimate node for the proposed ANFD-DCE against FD-
DCE [17] indicates that the proposed ANFD-DCE performs
close to the existing scheme while maintaining higher MSE at
the eavesdropper.

In Fig. 15, and Fig. 16 we have shown the BER achieved
at all nodes on the vertical axis against the received SNR at
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Fig. 14: MSE for ANFD-DCE and FD-DCE [17], while Na 6=
Nb such that: Na = 4, Nb = [3, 6], and Ne = 4.
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Fig. 15: BER for ANFD-DCE and FD-DCE [17], while Na =
Nb = 4, and Ne = [4, 12].

the legitimate node on the horizontal axis. In Fig. 15 presents
results for the scenario where Na = Nb = 4. This figure
shows that the BER at the eavesdropper improves with the
increase in the number of eavesdropping antennas. However,
the proposed ANFD-DCE maintains the BER higher than 10−2

at the eavesdropper even for Ne = 12. As for the existing
FD-DCE, BER for the eavesdropper with Ne = 4 is better
than the legitimate node at the low SNR due to less path-loss
as compared to Bob. For the existing FD-DCE, BER for the
eavesdropper with Ne = 12 is less than 10−5 at high SNR,
which implies that the existing FD-DCE becomes unable to
achieve secure communication with a three times increase in
the number of eavesdropping antennas. The gap in BER at
Bob for ANFD-DCE as compared to the existing FD-DCE
shows the effect of AN on legitimate communication. Fig. 15
also shows that for the ANFD-DCE use of the sequential LS
estimator in the third stage results in the improved BER at the
eavesdropper. Therefore, the eavesdropper will use the channel
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Fig. 16: BER for ANFD-DCE and FD-DCE [17], while Na 6=
Nb such that: Na = 4, Nb = [3, 6], and Ne = [4, 12].

estimated in the third stage for MSE and BER.
In Fig. 16, we have presented the BER for the scenario

Na 6= Nb. This figure shows that the BER at Bob improves
with an increase in the number of antennas at Bob. The differ-
ence in BER is greater for ANFD-DCE as the variance of the
AN signals increases because it is normalized to the number
of antennas. This figure also shows that the eavesdropper does
not show significant variation in the BER due to an increase
in the number of antennas at Bob.
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Fig. 17: MSE for ANFD-DCE and FD-DCE [17], while db =
1m, Na = Nb = 4, and Ne = [4, 12].

Fig. 17, and Fig. 18 shows the performance of the DCE
techniques for the optimal eavesdropping location with db =
1m around Alice, and the distance between the legitimate
nodes is 5m. The results show that the FD-DCE is unable
to achieve secure communication as the eavesdropper is able
to robustly decode the received signal with BER less than
10−4. We have omitted the BER results for the FD-DCE at
the eavesdropper with Ne = 12, as it remains below 10−6. The
proposed ANFD-DCE achieves robust secure communication
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Fig. 18: BER for ANFD-DCE and FD-DCE [17], while db =
1m, Na = Nb = 4, and Ne = [4, 12].

as the BER at Bob is less than 10−5 while the BER at the
eavesdropper is close to 10−1, even with 12 eavesdropping
antennas. These results show that the ANFD-DCE can estab-
lish a robust and secure communication link by avoiding the
leakage of the channel estimates to the eavesdropper. Finally,
these simulation results demonstrate that the proposed ANFD-
DCE provides secure communication against a strategically
located passive eavesdropper with three times more antennas
than the legitimate transmitter by using AN signals along with
FD transmissions.

V. CONCLUSION

In this paper, we have presented a novel ANFD-DCE,
to overcome the leakage of channel estimates to a strategi-
cally located adversary. The proposed ANFD-DCE comprises
three stages responsible for estimation of SI channel, rough
channel estimates for orthogonal AN design, and orthogonal
AN assisted training in the first, second, and third stages,
respectively. We have provided MSE for each stage to analyze
the achievable statistical performance. The simulation analysis
is divided into two parts, where the first part provides location-
based analysis to demonstrate that the proposed ANFD-DCE
provides better secrecy performance than the existing FD-DCE
for different locations of the eavesdropper. The second part
of simulation analysis shows that for optimal eavesdropping
location, the proposed ANFD-DCE outperforms the existing
FD-DCE for a range of SNR values.
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