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Abstract—Multi-sensor millimeter wave (mmWave) massive drones, and several others [2]. Millimeter-wave (mmWave)
multiple-input multiple-output (MIMO) wireless sensor networks  carrier frequencies ranging from 30 to 300 GHz are eminently
(WSNs) relying on both distributed (D-MIMO) and central- g jitapje for meeting the growing throughput and connegtivi

ized (C-MIMO) configurations are conceived. Hybrid combining
based low complexity fusion rules are constructed for the fgion demands of such large scale sensor networks [3]. However,

center (FC) for both D-MIMO and C-MIMO systems employing  the practical implementation of mmWave communication is
a partially connected structure (PCS) and a fully connected significantly more challenging than communications in the
structure (FCS), respectively. The decision rules are baseon sub-6 GHz bands because of the higher path losses and severe
the transmission of local binary sensor decisions and alsake signal blockages [4]. The problem is further aggravated by

into account the accuracy of local detection at the individal the i d hard lexity of i d .
sensors. Closed-form analytical expressions are derivearfthe L€ INCréased hardware complexity of sampling and proggssi

probabilities of false alarm and correct detection to analyge the Such high-bandwidth signals.
system’s performance. Furthermore, the asymptotic distibuted However, the mmWave band is still deemed appropriate,

detection (DD) performance corresponding to both antenna@hi-  pecause mmWave frequencies facilitate the deployment of
tectures is analyzed in the large-scale antenna regime algrwith large antenna arrays, since the substantially reduced-wave

the pertinent power scaling laws. Additionally, digital signaling | h bl | Ki fal b f
matrices are designed for enhancing the system performanceur ~'€Ngth enables close packing of a large number of antennas

simulation results quantify the performance gains of the poposed Within limited physical dimensions, which in turn helps in
architectures, which closely match the analytical results compensating the increased propagation losses by theaeisul
Index Terms—Millimeter wave, distributed detection, massive high array gains. Thus, massive MIMO technology, wherein
multiple-input multiple-output, centralized, distribut ed, hybrid 16 pase station (BS) is equipped with a very large antenna
combining, Neyman-Pearson criterion, wireless sensor nebrks. . .
array comprising of hundreds of antennas [5], is an excel-
lent candidate for overcoming the above impediments in the
practical realization of mmWave communication. Additibya
I. INTRODUCTION massive MIMO technology has the attractive ability to eeabl

. simultaneous connectivity and communication with a large
EXT GENERATION 5G systems are expected to integrate . : . . :

, ; number of sensors using spatial multiplexing. Moreover, it
wireless sensor networks (WSNSs) relying on ultra-dens

sensor deployment for supporting the Internet of thing@)lo anlows for a significant transmit power reduction of the sgas

and mission critical applications related to disaster ma[]Q],therebyextendlngthe battery life of the sensors. fue,

. ; .. mmWave massive MIMO systems are well-suited for sensing
agement, surveillance, health care, vehicular communitat S .
and communication in ultra-dense sensor networks. A brief
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hence the power consumption, without significantly impagti [12], along with its analysis in the large-scale antennameg

the spectral efficiency (SE), these transceiver designg hahe framework is further extended to a multicell D-MIMO
significantly eased the practical realization of mmWave MIM scenario, while also factoring in the impact of cochannel
systems. Low complexity hybrid analog-digital transmitdaninterference. The SE of a hybrid precoding/ combining based
receive beamforming/ equalizing techniques are proposeddiownlink (DL) MU mmWave massive MIMO system was
[11] for the uplink (UL) of mmWave massive MIMO HetNetsanalyzed in [8] considering both centralized and distedut

to alleviate the inter- and intra-tier interferencesetial. [20] architectures. Gimeneet al. [9] proposed a distributed hy-
proposed a low complexity hybrid beamforming algorithm fobrid precoding algorithm and analyzed the performance of
multiuser (MU) mmWave MIMO systems to reduce the intean indoor mmWave D-MIMO system. The treatise in [31]
user interference arising due to diffused scattering. Heurt exhaustively reviews the developments in symbol detection
more, Cheret al.[21] designed a hybrid transmit precoding alfor space division multiplexing (SDM)-based MIMO systems
gorithm to cancel successive interference for generakzdd considering various technigues such as linear MIMO detscto
array-connected architectures considering arbitrary R&nc interference cancellation aided MIMO detectors, treadea
and antenna configurations to maximize the total achievalbased MIMO detectors, lattice-reduction aided detecttes e
rate. A distance-dependent beamforming gain based hybvide and Nguyen [10] analyzed the multiplexing gain of a
beamformer is designed in [22] for MU mmWave systemsnmWave massive MIMO system relying on a distributed
where the RF chains are grouped together to serve a particslabarray architecture, when the number of antennas at the
cluster of users depending on the channel conditionseCali subarrays grows large and the transmit power is kept con-
[23] maximized the worst-case sum rate by jointly optimiginstant. Typically three dominant hardware architectures ar
the hybrid beamforming matrices at the relay stations awdnsidered for implementation of hybrid signal processing
the BS using the penalty dual decomposition method for MdmWave massive MIMO systems, namely the fully connected
mmWave full-duplex MIMO relay systems. structure (FCS) [32], hybridly connected structure (HCE][
Although, the implementation of the centralized antenn%nd partially-connected structure (PCS) [34], [35]. Saer

architecture (C-MIMO) has a lower cost and complexity, th%Uthors have shown [8], [34] that systems incorporating PCS

: nsume lower power nefit of its lower implementation
close packing of a large number of antennas together wiggsume fower powe as a benefit of its lower implementatio

) . omplexity in comparison to their FCS and HCS-based coun-
the sparse nature of the multi-path wireless channel at t?we S :
erParts. Explicitly, the former requires a much lower n@mb

mmWav_e frequ_enC|es Ie_ads to a high degree of spatial Channghase shifters. Thus, due to its compelling advantagjes, t
correlation, which can in turn lead to poor performance 'BCcs-based D-MIMO architecture is also considered in this

the C-MIMO systems. An attractive tech_mque of r(_edqcmgtudy in addition to the conventional C-MIMO configuration.
the channel correlation in such systems is to use distiibute

MIMO (D-MIMO) configurations, where a massive antenna There are quiet a few contributions on attractive disteout
array is distributed over dispersed geographical locatiordetection (DD) schemes [13]-[17], [36], [37]. Li and Dai
Employing the distributed antenna architecture helps ti>- mi[36] presented a multiple access (MAC) framework for DD
gate the channel correlation, reduce the radio accesdéstain a WSN having correlated sensor observations. Banewar
and enhance the system performance. Interestingly, D-MIMAD [14] investigated a fading MAC DD scenario, where the
systems have also been shown to improve the coverage quainsors employ amplify-and-forward relaying for transimgt

in indoor wireless networks [24]-[26]. Furthermore, the-di their observations to a FC equipped with multiple antennas.
tributed architecture facilitates significant power anddgslins Furthermore, Ciuonzet al. [15] proposed sub-optimal fu-
over its centralized counterpart due to the reduced prdjmamga sion rules utilizing the decode-then-fuse as well as decode
distance between the sensors and the BS [27]-[30]. The UL 8&d-fuse principles for a MIMO channel. Authors in [38]
of D-MIMO systems considering zero forcing (ZF) receiverdeveloped Neyman-Pearson (NP) and generalized likelihood
is examined and compared to that of C-MIMO systems imatio test (GLRT)-based detectors at the fusion center (FC)



for known and unknown parameter detection. Jiaigal. main contributions of this paper are summarized below, Wwhic
[39] investigated the estimation and detection perforreasfc are boldly and explicitly contrasted to the relevant litara
a coherent amplify-and-forward massive MIMO WSN usingn Table |.
the linear minimum mean-squared error estimator (LMMSE),
NE a_nd energy detectors. The large number of 5_G IqT 3B~ our Contributions
plications requires dense sensor deployment, which in turn
necessitates substantial time-bandwidth resources tposup © This paper investigates a multiple-observation basedvect
data transmission from the large number of sensors in eachmodel for DD, wherein each sensor transmits a binary
unit area. Needless to say, since 5G has to support thousand$lecision vector over one or more signaling intervals cor-
of sensors [40], the transmission of raw measurements from responding to its local decision, which is prone to errors.
a large sensor sprawl to the FC may lead to congestion in This is different from the systems in [14], [45], [46] that
next generation wireless networks. Therefore, due to joaict consider the transmission of analog sensor observations.
power and bandwidth constraints, it is prudent to compfess t * A low-complexity detection rule based on centralized hy-
sensor measurements locally prior to transmission to the FC brid combining, leveraging the antenna array response vec-
This can then be followed by efficient processing of the local tors, is derived for the centralized (C-MIMO) architecture
decisions at the FC to form a final decision with respect to in contrast to [14], [38], [45] that focus on DD with analog
the signal/ phenomenon of interest [41]-[43]. Moreoveg th observations. The mmWave WSN framework is further
performance of MIMO sensor networks can be significantly extended to a distributed antenna architecture, where the
enhanced by the presence of a massive antenna array at th@ntenna array is split among multiple spatially separated
FC. The performance benefits of using a massive antennaFCs located on a circle. To reduce the radio access distance
array at the FC for DD has been analyzed in [13], [16], [L7], @nd improve the system performance, a minimum dis-
[37]. A collection of low-complexity decision rules havedse ~ tance based (D-selection) method is utilized for assigning
formulated in [16] for DD in massive MIMO systems. Chawla €ach sensor to a FC. Furthermore, a distributed hybrid
et al. [37] have derived linear filtering based low-complexity ~combining-based detection rule, which employs distridute
fusion rules for massive MIMO WSNs using antipodal sig- RF combining followed by centralized baseband combin-
naling, while also considering the reliabilities of the abc NG, is conceived for a D-MIMO WSN relying on the D-
sensor decisions. This framework was then further extended Selection scheme. Explicitly, we go beyond the scope of
to the non-antipodal signaling format in [17], followed by [15]-[17] which derive fusion rules only for a centralized
its asymptotic performance analysis relying on both perfec massive MIMO WSN.
and imperfect CSI. Jarrabt al. derived fusion rules for a * Analytical results are derived for characterizing the sys-
decode-and-forward relaying based cooperative WSN in.[13] tem performance in terms of the probabilities of correct
The authors of [44] proposed energy detection-based rakes f detection Pp and false alarmPp, at the FC for both
decision fusion in WSNs. The analysis therein considers a antenna configurations. Furthermore, the transmit siggali
Gaussian mixture channel model between the sensors and thénatrices are determined for both the C- and D-MIMO
FC for a non-massive MIMO system and specific results are Se€nsor networks that achieve a significant performance
presented foRice, 2ZMandNZZ fading However, due to the ~ 9ain.
absence of a massive antenna array, the framework of [44] The pertinent power-scaling laws are also determined
is unable to leverage the gains arising from a large number in the large-scale antenna regime based on closed-form
of antennas at the FC. Moreover, the schemes proposed in@Symptotic expressions. It is explicitly demonstrated tha
[44] are based on energy detection, which has suboptimal €ach sensor can reduce its transmit power in proportion
performance in comparison to the coherent detector. to 1/M and 1/N; for the centralized and distributed
However, none of the existing treatises have utilized hy- Schemes, respectively, without degrading its performance
brid combining at the FC for exploiting the advantages of Thisin turnresultsin prolonged battery life for the serssor
mmWave massive MIMO technology for DD, hence their ensuring reliable WSN operation. This is in contrast to
fusion rules are unknown. To fill this knowledge-gap, we [16], [17] that characterize the asymptotic performance
analyse a mmWave massive MIMO system, where hybrid ©nly for centralized massive MIMO systems.
combining based low-complexity fusion rules are conceived The rest of the paper is organized as follows. Section I
for detecting the absence/ presence of a signal of interafscribes the system model of both C- and D-MIMO based
In the early conference version of this paper [1], a decisiaBNSNs. Furthermore, hybrid combining based fusion rules and
rule based on hybrid combining was used for the C-MIM@he probabilities of false alarm and correct detection a&e d
architecture. This paper extends the framework to a digeith rived in Section IIl for both the above antenna configuragion
MIMO topology along with its performance analysis in term§ection IV presents our large-scale antenna array analysis
of the closed-form analytical expressions derived for thHellowed by the associated signaling matrix design in Secti
probabilities of correct detection and false alarm. Furtiere, V. Our probability of error expressions are derived in Sgtti
an efficient transmit signaling matrix is designed for the DV¥I, while Section VII describes our exhaustive simulation
MIMO system. Additionally, the asymptotic DD performancestudy. Our conclusions are drawn in Section VIII.
is analyzed in the large-scale antenna regime for both D-The following notation is used throughout the paper: Bold-
MIMO and C-MIMO scenarios, which is lacking in [1]. Theface uppercase letter¥ and boldface lowercase lettegs



are utilized to represent matrices and vectors, respdgtiveRF and baseband combining at the FC located at the cell
where [Y]; ; and y; denote their respectivé, j)th andith center, whereas in the D-MIMO WSN, the RF combining is
entries. The lettersY® and y(® are used to representcarried out individually at each FC, followed by a centratiz
the matrix and the vector obtained during tfth iteration. baseband combining of the RF combiner outputs fignkCs
PrC|D) and P{-) indicate the conditional probability of at the baseband processing unit (BPU). Both the architestur
event C given D and the probability of an event, respectivelgre described in detail in the following subsections.
Further,p(-) denotes the probability density function (PDF).

The Gaussian Q-function, represented @y is expressed as o. c-MIMO Based FC

- L [ _m? i indi
g(x)];,d\/%,fz exp( 'QI'h)dm. The ;ﬁ;ﬂﬂé mdwatez a1 the C-MIMO system based on FCS, the FC located at the
x L identity matrix. The not.atlo . ,(“’, ) is use © cell center is equipped with a massive co-located anterrag ar
represent the complex Gaussian distribution with mean comprised ofM antennas, such that/ > K, as illustrated
and covariance matrixC. The mathematical operators Iittle—in Fig. 1a. Additionally, the total number of RF chaing;
o, real part, gxpectation operator, absolute value, cm@ugis assumed to b&zr — K, which implies that the FC uses
and exponential operator are represented(y, 3{-}, E{ }, only a single data stream to communicate with each sensor.

| -], (-) andexp(-), respectively. Furthermore, the operators, . signaly(n) € CM*1 received at the FC during theth,

conjugate transpose, Euclidean norm, inverse vec operatorL =~ nr signaling interval can be expressed as

transpose, weighted norm and vec operator are denoted by

O -1l vee ' (), ()T, Il - Iy and veg), respectively. y(n) = VpuGx(n) + w(n), )
where p,, is the average transmit power of each sensor,
Il. SYSTEM MODEL x(n) = [z1(n),z2(n), ..., zx(n)]T € CKX! is the trans-

Consider a distributed mmWave massive MIMO sensonit signal vector obtained by concatenating the symbols
network, where multiple sensors observe a specific signal aff all the K sensors during thesith signaling interval and
interest to differentiate between the binary hypothesethef w(n) € CM*! denotes the additive white Gaussian noise
setH = {Ho,H1}. In this binary hypothesis testing problem(AWGN) vector distributed a\" (0,02 1);). The matrix
the alternative hypothesi; and the null hypothesi®, cor- G = [g1,g2,...,8x] € CM*K represents the mmWave
respond to the presence and absence of the signal of interelsnnel between th& sensors and the FC for the central-
respectively. Thekth sensor,1 < k < K, makes a local ized antenna configuration. The channel vegipre C**!
binary decision regarding the observed signal of intef@sh- between the FC and thgth sensor can be formulated as
sequently, it transmits this local decision by modulatings g, = +/3,hx, where the large-scale fading coefficiefit
the signal vector;, = [xx (1), zx(2),...,zx(N)]T € CV*1.  between the FC and theh sensor accounts for the log-normal
The symbolse (i) are transmitted oveN signaling intervals shadowing and pathloss effects that are assumed to be nbnsta
on the basis of the local binary decision. For instance, facrossm, 1 < m < M. Adopting the narrowband channel
the standard antipodal signaling scheme, the transmitieal | model based on the extended Saleh-Valenzuela model, which
binary decision vectors can belong to thesgtc {ux, —ux}, accurately captures the characteristics of mmWave channel
where u;, and —u;, encode the presence or absence of t1j48], the small-scale fading vectdr, € CM*! between the
signal of interest, respectively. The local probabilittédalse kth sensor and the FC can be modeled as

alarm Pr;, and correct detectiodp 5 of the kth sensor are A L
defined as hy =/— ) aka, (6)), ©))
Pr = Pr(xk = uk|7'[0), (1) Ly, ; k ( k)

Pp k= Prix, = wlHs). whereal ~ CA(0,1) denotes the complex gain of thith
In a mmWave massive MIMO based WSK, single-antenna path. The quantityL; is the number of propagation paths
sensors are employed, wherein the sensors simultaneotdstythe channel of thekth sensor and follows the discrete
communicate with the FC over a flat-fading coherent MA@niform distribution L, ~ DU|[1, L,,], where L,,, represents
whose carrier frequency is in the mmWave band. The terntihe maximum number of propagation paths, which is known
nologies of sensors and FC are widely used in the existingthe FC. The anglé! represents the angle of arrival (AoA)
literature on distributed detection [1], [13]-[17], [3$38], of the [th multipath from thekth sensor, which is assumed
[41]-[43], [45]-[47]. The FC can employ different antennao be uniformly distributed in the intervdl), 27]. Considering
architectures, namely the centralized and distributed MIMa standard uniform linear array (ULA) at the FC, the receive
configurations, denoted by C-MIMO and D-MIMO, respecarray response vector corresponding to the AQA denoted
tively. The C-MIMO employs FCS, where each RF chaiby a, (0}) € CM*!, is expressed as
is connected to all the FC antennas, whereas the D-MIMO 1 o e AT
utilizes PCS, where only a single RF chain can access thea, (},) = — {1,(3]“‘“(9&),,_,,eﬂv(Mfl)sm(Gk)} (@)
antenna sub-array at each FC. In the C-MIMO WSN, all VM
the K sensors are associated with a single FC deployedvétere v = 27”d, A is the carrier wavelength and is the
the cell center, whereas in the D-MIMO WSN, one sensdmter-element spacing. Hence, the resultant channel xn@tri
is assigned to a single FC based on the minimum distanzan be modeled a& = HD'/2, where D is the large-
criterion. Finally, the C-MIMO WSN employs a centralizedscale fading diagonal matrix witl¥,, 1 < k& < K, along



Ny Antennas where W; = [w;(1),...,w;(N)] € CNr*N denotes the
receiver noise matrix at thith FC with its elementsv; ¢ ;(n)
distributed aswv; ¢ ;(n) ~ CN(0,02). Similar to the C-MIMO
system, the channel vectgy, ; € CVs*! between theith FC

and thekth sensor can be expressed@s; = +/fSk,;hi ;.
where 8, ; andhy ; denote the large-scale fading coefficient
and the small-scale fading vector between ftte FC and the

kth sensor. Using the narrowband channel model, the small-
scale fading vectoh, ; can be characterized as

M Antennas

SensorK
Fusion Center (FC)

Ly ;

N
hiy =/ =L ol ja (6L)), (8)
Lij i

Figure 1. MmWave massive MIMO WSN antenna architecture<Ceajtral-

l l
ized (b) Distributed with circular layout. Whereek,j < [0’ 27T] and Q5 ™ N (O’ 1) represent the AoA

and the complex gain corresponding to #tk sensorth path
and thejth FC, respectively. The parametés, ; indicates
its principal diagonal andl = [h;, hy,..., hx] € CM*K  the number of propagation paths between ftreFC and the
is the small-scale fading matrix. Using (2), the compositeth sensor that is distributed as a discrete uniform random
signal Y € CM*¥ received at the FC corresponding to theariable in the intervall, L,,], where L,,, is the maximum
transmissions of all the sensors can be expressed as number of propagation paths. The receive array response
vectora, (6}, ;) € CNs*! at the jth FC corresponding to the
Y = VpuGX+ W, () 1th sensor ¢an be modeled as
whereW = [w(1),...,w(N)] € CM*N js the noise matrix a (0 ) = 1 {1 jusin(dl ) vV~ sin(el )"
obtained via concatenation of thé AWGN vectorsw(n), so AN /N; L7 L ’

that its elementsu, ,(n) are independent and identically dis- . .
tributed (i.i.d.) and obey the distributian, ;(n) ~ CA'(0, Ufu) Hence, the resultant mmWave massive MIMO channel matrix

andX ¢ CEKXN is the transmitted signal matrix, G; corresponding to thgth FC can be expressed as
G, =H,D}” 9)

B. D-MIMO Based FC whereH; = [h; ;,hy,...,hg ] € CN+*K represents the
In a distributed mmWave massive MIMO WSN, multiplesmall-scale fading matrix obtained using (8) ang is the
FCs with separate antenna arrays are spatially separated [afge-scale fading matrix with the principal diagonal eéens
are connected together by a high capacity backhaul, such &ty ;, 1 < k < K, for the jth FC. Utilizing the above
fiber optic link, as demonstrated in Fig. 1b. This employs thgamework, our fusion rules are derived next for the mmwWave

PCS, where only a single RF chain is connected to the antemfassive MIMO WSN, under different antenna configurations.
sub array at each FC through an RF combiner. Furthermore,

the RF combiner outputs of all the FCs are fed to a central [1l. FusioN RULE WITH HYBRID COMBINING

BPU. A total of J FCs, each equipped with an antenna T section develops the fusion rules for the FC consigerin
array comprised ofV; antennas, communicate wifli single- o, centralized and distributed antenna configurations.
antenna sensors. Under the assumption that K, i.e. the

total number of sensors is restricted to the number of F@s, th - «.0n Rule for C-MIMO Based WSN

total number of antennas at all the FCsNs,; = K Ny. It e - ) ] o
should be noted that in order to make a fair comparison, theVltlizing the NP criterion [49], which aims for maximizing
total number of RF chaind/rr as well as the total numberh€ probability of correct detection for a given probabildf

of antennas at the FQV,,; are kept identical to that of the false alarm, the log likelihood ratio (LLR) test for the rec
centralized system, i.eNrr — K and Ny,; — M. For this signalY in (5), considering a centralized antenna topology can
scenario, the signat;(n) € CN/*1, 1 < j < K, received at be formulated as

the jth FC during thenth signaling instant corresponding to T(Y) =| {P(YWJ] ?il (10)

the transmitted signal vector(n), can be represented as

p(Y[Ho)
y;i(n) = V/paGx(n) + w;(n), (6) Wher_ep(Y|H0), p(Y|H,) are the PDFs of the obseryation
Noxl ) ) matrix Y under the hypotheses 6i, and H,, respectively
wherew ;(n) € C/*" is the AWGN vectgr atthgth FCwith 5,4 o denotes the detection threshold. The LLR test in
its elements obeyingy;(n) ~ CN(0,0y), 1 < f < Ny (10) evaluates the sum qfly(n)|x(n)]Prx(n)[#,], where

and G; = [g1,j,82,,.-,8x,] € C"/*" is the composite ; _ 1y 1} over2® combinations of the transmit vecta(n),
mmWave channel between th€ sensors and thgth FC. \yhich can be simplified to obtain

ConsideringN signaling instants, the signaf; € CN/xN v
received at theith FC,1 < j < K, can be expressed as Zx(n)p(Y(")|X(”))PV(X(”)|H1)
NW:ZMZ
n=1

Y, = /puG; X + W;, (7) x(n)p(y(n)|x(n))Pl’(x(n)|’H0)

z 7,
Ho

] (11)



n)—+/PuGx(n 2 e R
& (Z) P ( e P = )Pr(x(n)|’H1) uln) yl(n,)/’/ Fusion Center
=>"In|=2 Y '

— D exp( lly(n)— \/EGx(n)HQ)pr(X(n”rHO)

x(n)

= RF Chain

(12) Hi/Ho

Frp K Fpg K |
where the expression in (11) follows from the independen I ' '
of the transmitted signal vectosgn) across theV signaling ~D RFChain'* Z(n)i
intervals and (12)_ is_ arrived at by substituting the PD (Pp,i, Pric) | RF Combiner DlgltalCOmbmer’
p(y(n)|x(n)), thatis givenas e

1 -1 9 Figure 2. System model for distributed detection in a céim&rd configuration
p(y(n)x(n)) = W exp U—QHY(H) —/PuGx(n)||"| . based mmWave massive MIMO WSN.

To reduce the complexity of its practical implementatidre t I ) ) o
LLR test T(Y) is approximated by the two-step solutlorfik = Eﬂo‘ [}, respectively. Using (16), the distribu-
outlined below. In the first step, the observation matrixis 1" ©f ‘the output vectorz; can be determined as; ~
processed using a hybrid combiner, which is the combinatlgﬁv (\/p_“Mdkxk’C ), where the covariance matrix obeys
of an analog combineFgrr € CM*X and a digital combiner Cj, = %kak var{|a >} + Cg,. Leveraging the in-
Fgg € CK*K to obtain the soft decisions of the sensorslependence of the output vectors across different senbers,
as shown in Fig. 2. It should be noted that the number biR based test statistidc(Z) for DD can be formulated as
RF chains required for hybrid combining &rr = K,

which is much lower in comparison to fully digital combining Te(Z) = In{ p(Z|H,) ] _ {H p(zk|H1) } 17)
which requires one RF chain per antenna, i.e. a totaMfof (Z|Ho) (zk|Ho)

;Fﬁc?:(lT)s at tg(eNl;]C’Enge(% >§béﬁ(;rdh?r§r:trzrl::e nr:att)rrli):j where p(zx|H1) and p(z,|Ho) are the PDFs of the hybrid
combiner ,c.ér},be expressed as’ y combiner output vectoz, under the hypotheseid; and H,,
' respectively. For the antipodal signaling scheme haviagstr
Z = FELFELY = \/p FLEFEGX + FILFEW.  (13) mit signal vectors ofu;, and —uy, representing the presence
and absence of the signal of interest, respectively, the tes
Similar to [19], the analog combindfre of mMmWave mas- statistic above can be simplified as shown in (18). Upon subst
sive MIMO systems is constructed by stacking the optlm{;utmg the PDF9(zy |x1) for x; € {uy, —uy}, determined in

combining vectors equal to the receive array response rectp19) and (20), respectively, with the covariance mattix =
corresponding to their maximum path gains of the |nd|V|dualuM ﬁku quar{|a 2} + Cg, = MCy, where the matrix

sensors, which has the structure of

z z Ck is defined asC;, = Mﬁk wpuvar{|o |2} + o2 dily
Frr= [ar (911), ooy (9;?)], (14) and the local sensor perfgrmance metrics from (1), the test

where [, is the path of thekth sensor with the maximum statistic in (18) reduces to the expression below

gain ‘aﬁj‘ and6l*, 1 < k < K, denotes the corresponding Tc(Z) =
AoA. The digital combine'gg derived using the equwalent K Ppj+(1- PD,k)eXp(74\/p_udk9%(sz,jluk))
baseband channel matrix can be expresseBgs= FE-G. In D P 1 D RO
Invoking the asymptotic orthogonality property of mmWavekzl Fk + (1= Pr) exp(—4y/pudiR(z; Cp " ur))
massive MIMO channels [50] leads to (21)
_ _ The detailed derivation of the above expression is giveinén t
H o/l . , u=wvandk =s ) . JVET
a (0)a, (0) = {0 WA vOrk £ s’ (15) technical report [51]. At low SNRs using the approximations
’ In(1+z)~ 2 ande™* = (1 — z), the test statistic is further
as M tends to infinity andL, <« M, i.e, Ly = o(M), reduced to the compact form of
Vk. Thus, we can employ a diagonal baseband comHtilagr

K
o ) , Ha
with its kth diagonal element set dB'gg]i . = /225 ajk. To(Z) = Y ardi R (2 Cpluy) 2 o, (22)
Substituting the above choice &rr and Fgg in (13) and k=1 Ho

using the result derived in (15), the hybrid combiner outp
vectorz;, € CV*1, of the kth sensor, can be derived as

M By,
k= \/DPu Lr ‘Oxk

Where we haven, £ Ppjy — Pry, for the kth sensor. It

is readily seen that the fusion rule obtained in (22) has a
significantly reduced complexity as a benefit of its efficient
linear combiner structure. For the special case of sensars r
lying on identical local performance metrics, i.€p = Py,

X), + Wi, (16)

where w;, = }/ ok (k) (all (6 )W)T € CVX1 s the

equivalent AWGN vector that is distributed a&; ~ 1The low SNR regime is frequently encountered in sensor mésyaas

CN (O C. ) The covariance matixCs. € CNXN and the sensor nod_es typically operate at a very_low _trgn;mlbp(bﬂﬂels c_ige to
) MWy ) i Wk battery constraints [42], [47]. Additionally, this minizg@s the probability of

the constantd, are defined asCy, = Mo2dyIn and unauthorized detection/ interception [41].



i In[ Zk|Xk = uk)Pr(xk = uk|H1) +p(Zk|Xk = fuk)Pr(xk = *uk|/H1)

18
= (zr|xk = wg)Pr(xx = ug|Ho) + p(zr|xx = —up)Pr(x;, = —ug|Ho) (18)
1 ~_
p( |X1C = uk) m exp ( — (Z}C — \/puMdkuk)HCk 1(Z1C — \/puMdkuk)) (19)
Tl
P (z|xr = —ug) = Gl exp (— (z + \/puMdkuk)Hélzl(zk + VPuMdjuy)) (20)
mCk
Pr . = Py, Vk, the test statistic in (22) is reduced1 (Z) = naln) FC1 .

, : ol { & T L) —
S dkR(zCay). The analytical performance of the =il &N o / BPU :
detector in (22) can be characterized as shown below. . * () zpa(m)]

h h babilities of false al d ~ (e ‘”’”RECombmer | Comtector ¢ Combiner K
Theorem 1. The probabilities of false alarmPr4) an Ha/Ho o K P o), 85D Z.m(”)

correct detection(Pp) of the fusion ruleTc(Z) in (22) for : " k()

o

. . . . \ yi.1(n) FCK :
DD in the mmWave massive MIMO WSN with a centralize W G”‘( ) _________________________________________
antenna topology are o P Ny, chain Jj (n)
Ppa=Q (M) Pp=20Q (M) (23) i (") RF Combiner
OTe|Ho OTc|Ha

9 2 Figure 3. System model for distributed detection in a disted configuration
where HTelHor HTe|Ha are the means andTT [#o' OTc|#, based mmWave massive MIMO WSN.

denote the variances under the hypothese§-t@fand Ha,
respectively, which are obtained as
within the cell. The distance of theth sensor from theith

K
et :Z VPuMagcpd?ul Cluy, (24) FC, denoted by, ;, can be expressed as [52]
k=1
K Ok.j = \/df + 0% — 2prd; cos(vr, — ¢;). (29)
— 2 _HM~—1
HTel#a *; VpuMagbydiuy; Gy ug, (25 16 further enhance the system performance, one can exploit

K the SINR- and D-selection methods for FC association [52].
Explicitly, the sensor selects the FC having the maximum
=N"MdZai( Mp, d Her 26 PlcIy, 9
Z kak( pube + S deu uk) (28) " SINR in the former, while in the latter it chooses the closest
2 FC, i.e. the one with the minimum distance. However, tygycal
U%le _ ZMd a2 (MpuCk n —wdkuk Ck2uk); (27) D-selection is preferred due to_its analytical tr_actajoi[EiZ_].
For D-selection, we can begin by constructing the distance

2
ITe|Ho

: - b o\ f H el \2 matrix A € CEXK where[A]y; = 6, 1 <k <K, 1<
where &, = (zf{]Eﬂ%” b - dkck) (uCy'uk)”, G = j < K. In each step, D-selection assigns seristw FC j, so
(f—éE{lai’“l“} _ dibi) (ukHclzluk)Q’ by = 2Pp — 1 and that [A] ; i; the minimum among the remain_ing entries of
= 2Ppp — 1. A. Post assignment, the entries];, ; corrgspondlng to sensor.

’ k and FCj are removed from the matrix and the process is
Proof. Given in Appendix A in [1]. U repeated until all the sensors become associated. A ciomect
matrix P is employed to keep track of the associations, with
B. Fusion Rule for D-MIMO Based WSN [P]x.; = 1, when thekth sensor is connected to théh FC,

For the subsequent analysis, a distributed mmWave massisi0 otherwise. Furthermor& has the property oP#P =
MIMO WSN is considered with a circular layout. This is motidx, since each sensor is associated with a single FC and vice-
vated by the fact that compared to other antenna array layowersa.
the circular topology requires less optical backhaul ifetian Consider now the composite observation matri,

[8] and is also compatible with the existing infrastruct{iife  [Y1,Ya2,..., Y] € CNr*EN constructed by concatenatmg
All the K FCs are assumed to be uniformly distributed on the signal matrixY; in (7) for all the K FCs. Exploiting
circle of radiusr such thatry < r < R, whereR represents the conditional independence of the observation matiigs
the cell radius and, denotes the minimum distance of thel < j < K, corresponding to different FCs, the NP criterion
FCs from the cell center [52]. Therefore, the polar coortisa based LLR tesp(Y) for DD in the massive D-MIMO sensor

of the jth FC,1 < j < K, can be expressed as network can be formulated as
2w(j — 1 K
(dj, 5) = (7% %) (28) . [1p(Y;|H1)
. . 5(Y) = In [ﬂ‘f"”ﬂ] —In |2t (30)
The K sensors having polar coordinates(pf;, ¢¥x), 1 < k < p(Y|Ho) K Y% Ho
K, are assumed to be uniformly and randomly distributed Hp( il*o)

Jj=1



wherep(Y ;|H1), p(Y;|Ho) denote the PDFs of ; under the wherey , 1 < j. < K, denotes the signal vector received at
hypotheses of{; and #,, respectively andy represents the the jith FC associated with theth sensor. Subsequently, the
detection threshold. Exploiting the independence©f), Vn, digital combinerFgg p = PFA-;Gp € CX*K is employed
conditioned on the hypothesés, and#,, the LLR test in to extract the outputs corresponding to each sensor. The

(30) can be simplified to resultant output matriZp € CX>*¥ can be expressed as
o st Prlxm){ ) oy 7 VIROPEsGoX Bl oPE o Wo. (37
n 31
e | 2 plyi(n)xn)Prix(n)[Ho) It can be noted that the asymptotic orthogonality propefty o

x(n)

, mmWave massive MIMO channels holds true also for the D-
> exp( lys ()= \/”_“ij(")” )Pr(x(n)|7-{1) MIMO system [52], under the conditiohy, ; = o(Ny), 1 <

K N
=53 x(n) k,j < K, and can be expressed as
; —lly;(n)— \/p_uG x(n)||?
j=1n=1 x%)e)(p( )Pr( ( )|HO) H(Glu ) (Hl“ ) _ 17 _j =tandk=s andu = v
. . - ar Wi)arWs) =0, " jAtork#sorustov
The above expression is obtained by substituting the PDF of (38)

() — . 2
p(y; (n)|x(n)):% exp (Iy] (n) VQP“GJX(H)H ) Leveraging the above property and choosing the digital com-
(mog, )N o biner matrixFgg p to be diagonal [52] with itsith principal

into (31). Similar to the C-MIMO setup, the test statistigliagonal element given byFgg pli.r = Nif’wk a%jk, the
o Yk

above can be simplified as follows. In the first step, tr’ﬁybnd combiner outpugp ; € CV*! of the kth sensor can
observation matrixY; is pre-processed at each FC using thge getermined as

RF combiner. The hybrld combining using the D-selection

methopl _f|rst assigns thﬁh.FC. to thek;-th sensor following Zo) = \/_ﬁkajk f ’ak
the minimum distance criterion and then selects theth I
path of the channel between thith FC and thek;-th sensor N

by leveraging the small scale channel gain. Hence, the Riherewp ; = \/%(al’“- )*(all (6}

X + Wp i, (39)

)ij )T e CNx!

] kyjk kyjk
combinerfrg; € CM7*1 can be formulated as represents the equi\’;alent noise vector of thi sensor,
L which obeys the complex Gaussian distributisﬂ‘b;C ~
frej = ar(0),;), (32) cAN(0,dy ;02 N/Iy) and dij, 2 ‘MEU S 2. Fur-

. thermore, the hybrid combiner output of th?eih sensor
wherea,. (9 ;) is the array response vector of thgh sensor, zp; is also complex Normal distributed obeying ; ~
1 l< k; < K for the Iy, path with the maximum path gaine\r( 5oNdy, 5, x5, Cpy ). Furthermore, the covariance ma-
ak y and@ J - is the corresponding AoA. The RF combinetrix CDk € CN*N of zp, can be formulated aellj,k =
outputs of aII theK FCs are reordered using the correctiom.N75i, ’kvar{|ak 2 }kak +dkgk0—waIN Leveraging the
matrix P and subsequently processed at the BPU using theLd lind T q  the hvbrid b
digital combinerFgg p € CEXXK to recover the soft decisions cndiional independence of the hybrid combiner outpyts

of each sensor, as demonstrated in Fig. 3. In the second Spechoss fdn‘ferent sensors, the NP criterion based tessllmatl
all the sensor decisions are combined to arrive at the fmglP< 21 orbDD C;n mmwave mlasswe MLM? WSIl\Is dre ying
decision. Utilizing the system model in (7), the RF combinét" @ istributed antenna topology can be formulated as

outputy? € C'*¥ for the jth FC can be expressed as
] To(zo) = n| 4220 | | [H peostl o
jT = \/p_ufé{:JGjX + fé{:’jo. (33) (ZD|H0 ZD k|7'l0 .

The stacked RF combiner outpit = [¥1,¥2,...,¥x]” € The above test can be further simplified to the test stats@mn
CHE>*N corresponding to th& FCs is given in (34). Therefore, in (43), where (42) exploits the independence of the hybrid
the equivalent system model obtained after applying the Rbmbiner outputsp ;. of different sensors, given the transmit
combiner can be formulated as vectors ofxy, € {uy, —uy} for the antipodal signaling scheme.
Substituting the PDFs afp ;, corresponding to the local sensor

" __ H H

Y = VPuFrepGoX + Frep Wo, (35 gecisions, which are given as
where FRF,D = diag{fRF’l,pryg,...,pryK} € . ~
CKNsxK  denotes the equivalent RF  combiner p(ZD”"|x’“*uk)NCN(”p“dk’j’“Nfuk’C?’k)’ (41)
and Gp = [GT,GT,....GE]T € CKENixK p(zp,k|xK = —ug) ~ CN(—/Pudi j. Nyug, Cp i),
Wp = [W{, WL ... . WET ¢ CENi>*N represent
the stacked mmWave channel and noise matrlcégto (40) yields the exp;?ssgzn of the test statistic in
respectively. The rearranged RF combiner output mat43), where Cp) = #varﬂa Prupug! +
Yo = [¥j1,¥jor- - ¥ir)L € CEXN can be expressed as Nfdk.,gz'kUwIN = N;Cp, and Cpy = dkjkg'?uIN +

pulNyBi ik

Yo = PuPFRepGoX + PFLE s W, (36) Tjk‘varﬂa .[?}ugufl. Once again, at low SNR, the



S,? fg:,l 19 0 G fé{:,l 19 oo 0 W,
. = \VPu . . . X+ . . . , (34)
Vi 0 o0 £ | | Gk 0 o0 £ | | Wk
K
= Pr = = Pri E—
(2 — 320 = WP = ) s = —uu)Pis = ) @2)
P p(Zo,k|xk = ug)Pr(xr = ug|Ho) + p(2zp,k|xk = —ug)Pr(xe = —ug|Ho)
- i In Pp g+ (1 - Pp k €xXp ( 4\/pudk,3k ZD k D, kuk ) (43)
Pt Pry+ (1 — Ppy)exp ( —4/Pudy ;R ZD k D kuk )

above expression ofp(Zp) can be simplified to

K
Hi
Zp) = Z ardy,;, R (ngcsylkuk) 7.[2 .

0

(44)

IV. LARGE-SCALE ANTENNA ARRAY ANALYSIS

Analytical expressions of the asymptotic probabilities of
false alarm and correct detection are now obtained using an
appropriate sensor power scaling law in the large-scaknaat

When Pp . = Pp, Ppi = Pp, Vk, the test statistic in (44) regime to provide additional insights.

further reduces td7p (Zp) = ZkK L die g, R (2l kcglkuk)

The theorem given below summarizes the performance of th

test Tp(Zp) for the null and alternative hypotheses.

Theorem 2. The probabilities of false alarm(Pr4) and
correct detection(Pp) of the detector in(44), using DD in
our massive D-MIMO configuration, are formulated as

Ppy = Q<w),p[) Q<M), (45)

OTh|Ho OTp|Ha

2 2
wherejir, 1740, Hp| 3, andaTDmo, CNET

and the variances ofp(Zp) corresponding to the hypothese

of #o and#,, respectively. The quantitigsy,|»,, ando7,
are given by

K

= Z \/puNfakbkdiJk ukHCB}kuk,
k=1

[H1

KTy Hy (46)

2
—2
— e, Uy CD,kuk) 5

(47)

K
T, = D 0t Ny (o + 5
k=1

where b, = 2Pp; — 1 and {p = ( i E{|ak;3k| -
Ik

bid? ]k) (ukHCg}kuk)Q. Similarly, the expressions Qfr, |3,
and JTDWU are
K
WTp|Ho = Z VPuNyarepds j, uf! Cpug, (48)
k=1

2
—2
— e, Uy CD,kuk) ;

(49)

ZEAE{jalt, ') -

K
s = D 0t Ny (ruory + 5
k=1

where ¢, = 2Ppy — 1 and {px = (
_ 2
& 52 ) (uff Cp ).

Proof. Given in Appendix A. O

represent the means
S.[he power scaling,, = p” are formulated as

A. Large-Scale Antenna Array Analysis for a mmWave Mas-
sive C-MIMO WSN

For a C-MIMO WSN, consider the power scaling law
p. = &%. The corresponding analytical expressions of the
asymptotic detection performance of the fusion rule in (22)

i — Du
are now derived below fop, = &%.

Theorem 3. The asymptotic probabilities of false alarm

(Pg 4) and correct detectiofPg ) of the proposed detector in
(22) for a centralized mmWave massive MIMO WSN, under

. HTc|Ho /
P%, = lim Q(i) = Q" —p7 )
FA M—o0 OTc|Ho pu=E% ( TCrHO)
’
. Y= /’LTC\H1 /
P{ = lim AL = _ e
D M— oo Q( UTC|7-L1 ) _ Pu Q(’Y ﬂTclHl)’

Pu="3r

where the normalized means under the null and alternative
hypotheses, denoted W}cmo and I 74y » respectively, are
expressed as

Yoy Viuarcrdiull (C) 1

H/%C‘,HU = K N )
VEE B (i + Fdenff (O 2
(50)
a _ Z?:l VﬁuakbkdiukH(CZ)_lu
Pre|m, = )

K =~ ~a 0121r a)—
\/Zk_l diai (puck + Tdkuf(ck) 2uk)

(51)
where we have; :( ER{|akk 4} — d2b2)(ukH(Cg)—1uk)2,
& = (ZE{af) —dick)< H(Cp) ') and Cf =
ﬁZ—g’%varﬂaﬁj 2tugul + 02 di .

Proof. Given in Appendix B. O

The asymptotic performance of a D-MIMO based WSN is
discussed next.
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B. Large-Scale Antenna Array Analysis for a mmWave Mas-c CKX1x1, described as1 = veqUT). The detection per-
sive D-MIMO WSN formance of the sensor network can be boosted by maximizing

i i nian2
For the D-MIMO configuration, consider the power scalinéjhe deflection coefficient” (u) [49], expressed as

— DPu i iliti ’
law p, = N The asymptotlc probab|I|F|es of_false alarm 2 _ (,UT\Hl —MT|H0) 54
(P& ,) and correct detectiofiPg) under this scaling law are (u) = 52‘ ’ &4
T|Ho

presented in the following theorem.
where iy, , i1y, denote the means of the teStZ) under
the alternative and null hypotheses, respectively,@qqq[0 is
Nfe variance under the null hypothesis. The signaling wesri
of the centralized and distributed antenna configuratiors a
determined next.

Theorem 4. The asymptotid’s: , and Pf, of the test statistic
in (44) for a mmWave massive D-MIMO WSN, under t

power scalingp,, = f,—i}, are given as

" ) ¥ — W _ “
Pra= Jim (T )| = QG )
) bl*o Pu=Ny A. Signaling Matrix Design for a C-MIMO System
P% = lim Q<m> = Q6 — i), Using (54) and the expressions @fr s, firc|n, and
Nj—oo OTp|Ha pu=Ft J%CWU given in Theorem 1, the deflection coefficieig (u)

for the C-MIMO system can be formulated as
where the quantitie;sa%DlH0 and 1|3, TEPTEsent the normal-

2
ized means pertaining to the null and alternative hypothese (u) = (HTC|H1 — :UTC|7‘10)
2(u) =

respectively, which are derived as U%clﬂo
2
= _ K —
o Sy Viuakcrd? j ufl (CB )~y (Zk:l VPuMdiay(bi _ck)ukHCkluk) 5)
Tb|Ho ’ = 2 )
K K 2 2 o H—2
\/Z d%,jkai (ﬁu&ﬁ_]k n %dk,jkukH(C%,k)_Quk) > ope1 Mdjaj, (Mpufk + Frdpug C uk)
k=t (52) where &, is defined in Theorem 1. To simplify the above
X expression, one can define the block-diagonal matrices of
Y1 VPuarbidy 5wl (CB )ty Ay € CENXEN . ¢ CKNXKN andTy € CEKNXKN

Hiplra K ; with block diagonal elements ofAy]x = [A]xxC ",
dodp i ak (ﬁuCS,kJr%wdk,jkukH(Cg,k)*Quk) QN = [QxC, ' and [Tn]i = [T xCy 2, respectively,
k=1 (53) where we have

2
R e W o _ Oy 3 2
The various quantities used above are defined(gs = [Alke = VPuMdjai (b = ci) [Pk = 2 Mdyai.

B iy I, |4 2 2) H —1,,\2 2

E{lags [*}—d2 ;b Cg and &, = B
(?kmm”kwkm<w)w B Qe = VPMdiaxy| E{o} |1}~ ff. (56)
(Lg'jk E{jajt;, '} -z jkci) (uf (Cd )~ uy)* with G, = ;

g3 ’ ’ ’ ’ Using the above quantities, the deflection coefficient escpre
ﬁvar{lai’jjkﬁ}uwf + o5 dy j, In. sion in (55) can be closely approximated as

Proof. Follows similar lines to that of Theorem 3 in Appendix &2 (u) ~ (u” Ayu)? (57)

B. O (uHQyu)2 +ufTyu’

Since the expression in (57) is non-convex, direct maximiza

~ The results in Theorem 3 and Theorem 4 have significai§y of the deflection coefficient is challenging. Hence, for
implications for the practical deployment of mmWave masshtaining a tractable solution, the original objective dtion
sive MIMO sensor networks, since they demonstrate that tRg, pe recast as

sensors may significantly reduce their energy consumption,

H H H
proportional tol /M and1/N; for the C- and D-MIMO con-  max. —— (AyuuAy)u max. . (58)
figurations, respectively, without any performance degtiad. u (QyuufQy +Ty)u u’Eu
This in turn results in prolonged battery life of the sensorghere = — QyuuQy + Ty and ¥ = AyuufAy.
ensuring reliable WSN operation. Using the standard form of the Rayleigh quotient of [53], the
objective function in (58) can be similarly modified as
V. TRANSMIT SIGNALING MATRICES u?Pu vHE-1/295-1/2y
max. ———————— = max.
. . o o ulZ1l/281/2y vy
This section develops an optimization framework for finding HA

the optimal signaling matriceX = [x;,Xo,...,xx]7 € = max_V V7 (59)

. . H
CHE*N that enhance the detection performance of the fusion vev
rules proposed in Section Ill. Consider a column wise stagkiwhere v. = Z/2u and A = =-/2®E-1/2, The above

of the matrix U” = [uj,u,...,uk] to obtain the vector optimization problem can be solved iteratively for deterimg
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the optimal signal vectan and the solution for th&h iteration Table Il

iS determined beIOW. SPECIFICATION OFNUMERICAL PARAMETERS
Theorem 5. For a centralized antenna topology, the transmit | _Parameters Values
signaling matrix U® in the Ith iteration can be derived QPF!OV! Pfogag!:!:y ngli E%Zl% 53
N 1T 1 (== 12T priori probability of Hqo: Pr(Ho
as UV = .(Ve(T (u( ))) - (Ve(’r . ((_‘—‘( ) )) vl ))) ! Carrier frequencyife. 28 GHz
wherev(®) is the solution of the optimization problem below Inter-antenna spacingl 0.5
NH A (1) (1 Noise varianceo?, 1
v(DH A (I=1)y (D) 60 Number of sensorsik 12
nJ(al)X v Hy (1) ) ( ) Maximum no. of propagation pathg:,, 10
Minimum distance between sensor and Fg:| 1m
: -1) _  (==1)\"1/2 g (-1) (=(—1))"1/2 N Cell radius and Path loss exponefi; v 200 m, 2
with A(l 2) - ("'( )) o )("'( )) v = Mean and standard deviation of
(BEC-D) 2 u®. The matrices€(—1) and w(-1 are deter- shadowing factory, oq 4 dB, 2 dB
mined upon replacing: by u~1 in (58). Radius of all the FCst 0.6R

It can be readily seen that the solutiad) of the op-
timization problem in (60) is given bw(®) — au{"Y, iteration is given byUuS = (Vecfl[U(Eg_l))_l/Qﬂg_l)DT,
where « denotes the scaling factor for the total power anghere 5\~ is the eigenvector of the matriAg_l) corre-
v s the eigenvector of the matriA‘~1) corresponding sponding to the maximum eigenvalue andenotes the scaling
to its maximum eigenvalue. The vectar is initialized as coefficient used for meeting the total power constraint. The
u® = vec((U)T), where the transmit signaling matrixprobability of error of the proposed detectors is derivertne
U© at theOth iteration is chosen as a semi-unitary matrix

defined in [17]. Consequently, the transmit signaling ma- VI. ANALYSIS OF ERROR PROBABILITY

i i i i o —
trix dﬁ‘””f’(lt_hﬁ lfq/éte{stloﬁ car.1 be formulated &5 This section characterizes the probability of error of the
(vec ! ((BD) ""v®)) ", which further enhances the per-yaieciors proposed in (22) and (44). Consider aheriori

forma_nce of the detector propos_ed in (22) for. a mmwa‘ﬁobabilities of both the hypotheses(Rr), Pri#o) to be
massive MIMO based WSN relying on centralized antenrbzi\,en as P{H,) = ¢ and PtH,) = 1 — ¢, respectively. The

configuration. conditional probabilities R#{,|H,) and P(7{,|#1) are given
as Pry4 and 1 — Pp, respectively. Hence, the probability of
B. Signaling Matrix Design for a D-MIMO System error P, can in turn be determined as [49],
For a D-MIMO topology, the deflection coefficied§ (up) P, = Pr(Ho|H1)Pr(H1) + Pr(H [ Ho)Pr(Ho)
[49] of the test statistic in (44) can be approximated as
=(1—-Pp)e+ Pra(l —ce). 63
( ) ’ ( D)€+ Prpa(l —e) (63)
d? (up) = “TD‘”12 H1b|Ho Upon substituting the expressions Bf, and Pr 4, from (23),
ITh | Ho into (63), the expression df. for the C-MIMO configuration

_ 2 can be formulated as
(Zf:l VPuNpd3 j, ak(br — Ck)ukHCD,lkuk)

! !
= v - /’LTcH-h v /’LTc"HU
K o2 —2 P.=¢€¢(1- _ +(1—e€ _—,
Y= Nydy j af (pruvak + Tdkajk“kHCD,k“k) ( ¢ ( OTe[H, )) ( @ ( OTg|Ho 6)

(uf Ap yup)?

~

~ (1 H H )
(uD S—ZDJ\[UD)2 + up I‘D,NUD

(61) where pqyjp,s Moo OTe|n, and ogyjy, are defined in
Theorem 1. Similarly, upon substitutingp and Pr4, from
where the expressions QjTD\Hlv Ty Ho and U%D 2, are (45), into (63), the expression dt. for the D-MIMO system,
given in (46), (48) and (49), respectively. The block diagioncan be derived as
components of the matricedp v, 2p, ;v andI'p  are defined ¥ — o, ¥ — oo
as [Ap.v]e = [Ao]kiCpy [Qo,n]k = [20]11Cp), and - €<1 B Q( >) +{- €)Q< )
o Nk = [@D]kkaSZk, respectively. FurthermoréAp]x i,
[Q0]k,x @and[Opy & can be derived from (56) upon replacingvhere WTpH1r MTolHer OTpn, a@nd ogy, are given in
M andd; by Ny anddy ;,, respectively. Following similar Theorem 2. Our simulation results are presented next for
lines to those of Theorem 5, the objective function in (6X) caguantifying the performance of the proposed detectors.
be equivalently expressed as

OTp | M1 OTp|Ho

ax ul ¥pup — max v Apvp 62) VII. SIMULATION RESULTS
“uf Epup N " ovivp In our simulations K sensors are assumed to be uniformly
and randomly distributed in an annular region with maximum
where the matrices obeprp = Z;?@pE;"% ¥p = i . :
5 = D = D p=p » ¥Db = distance ofR and minimum distance of, for the C-MIMO
Ap yupup Ap v, Ep = Qp vupup 2p vy +Tp v andvp = system. For the D-MIMO system, the sensors are uniformly

E5 up. The optimization problem in (62) can be solvedind randomly distributed within the range Bf= [0, 7 — o] U

iteratively and the transmit signaling matﬂlig) during thelth  [r+rg, R], wherer is the radius of a circle on which multiple
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Figure 4. Pp vs. Pp4 plot for M = 250 and p, = —18 dB for comparing (a) simulated and analytical performante¢he testTc(Z) in (22) for

N € {1,2,4}, (b) the detection performance of the test in (22) fore {1, 2} with Max-log detector, (c) the C-MIMO detector employingetbrthogonal
signaling matrix and improved signaling matrix derived ihebrem 5 forN € {2,4}.
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Figure 5. For parameteys, = —18 dB, Ny = 40, Niot = M = 480, (a) Pp Vs. Pr 4 plot for verifying the analytical results of the teb(Zp) in (44)
for N € {1,2,4}, (b) Pp vs. normalized sensor radiu§ for C- and D-MIMO systems withPr4 = 0.1 and N € {2,4}, (c) Pp vs. Pr 4 plot for D-
and C-MIMO systems with the sensors distributed uniformiytie rang€f0.5R, R] with Ny = 40, K =12, N € {2,4} and Ny = 160, K =3, N = 2.

FCs are deployed, similar to the model in [52]. Furthermorealidating the theoretical expression in Theorem 1. Furthe
it is assumed that the local detection metrics are diseibals more, the performance improves upon increasigFig. 4b
Pp r, ~ U[0.40,0.95] and Pp, ~ U[0.01,0.12], respectively. examines the detection performance of the simplified fusion
Similar to [6], the large-scale fading coefficiertts, 3, ; for fule of (22) for N € {1,2} and compares it to the Max-
the centralized and distributed configurations are geedras L0g detector that applies hybrid combining to the received
B = (rlfiﬁo)v and 8 ; = ((quﬁ respectively, wherey, S|gnal f_ind subsequently employs the Max-Log principle .[16]
Doi are log-normal random variables having a mearypf It is evident that the proposed detector outperforms the-nea
and standard deviation of,, r; is the distance of thétth Optimal Max-Log detector. Fig. 4c also demonstrates the
sensor from the FC for the centralized antenna topologylewhimpact of employing the improved signaling matrix derived
5x.; denotes its counterpart in the distributed antenna topyolo? Theorem 5 for the C-MIMO configuration, which can be
Furthermorey is the path-loss exponent. The various parang€€n to lead to a considerably improved detection perfocean
eters utilized for generating the simulation results aledp N comparison to a conventional orthogonal transmit sigal
their numerical values are specified in Table I1. matrix. Further, Fig. 7 demonstrates the convergendgbff?

Fig. 4a portrays thép vs. Pr4 performance of the detectorto a constant value for increasirig
proposed in (22) along with the corresponding analytical Fig. 5a presents a similar comparison of the detector in
values obtained using the expressions determined in Threor@4) for the D-MIMO setup with the corresponding analytical
1 for the C-MIMO configuration. The ROC curves are givenesults obtained in Theorem 2, which are seen to be in close
for various values of the transmit duratiovi € {1,2,4}. It agreement. In Fig. 5b, Fig. 6b, Fig. 8 and Fig. 9, we analyze
can be observed that the plots obtained via simulation ahe effect of varying other parameters, such as the norethliz
in close agreement with their analytical counterpartssthuadius p/R of all sensors, total number of antennag,
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Figure 6. For the C- and D-MIMO detectors in (22) and (44)peesively, when the sensors are uniformly distributed ia thnge[0.5R, R], (a) Pp Vs.
Pr 4 large-scale antenna array results f¥f,; = M € {120, 480, 1440}, p, = —10 dB and N = 4 (b) Pp vs. total number of FC antennds;.: for
pu = —18 dB, Pp4 = 0.1 and N € {2,4}, (c) Probability of errorP. vs. SNRp,, for N¢ot = 600, Pp4 = 0.1 and N = 2.

to the cell edge and farther from the cell centre, which is
in conformance with the trend seen in Fig. 5b. Furthermore,
it should be noted that the distributed antenna architectur
performs better than the centralized architecture even for
K =3.

g
o

IR
[N}

Fig. 6a visualizes the analytical outcomes of the large-
scale antenna array analysis of Section IV for the detectors
proposed for the different antenna configurations, when the
sensors are uniformly distributed in the ran@&R, R]. The
Pp vs Pry plots of both the systems converge to their

4
©

Normalized norm (||u’||?)

o
S

2 0 p " 00 corresponding asymptotic bounds, determined in Theorem 3
Number of iterations (1) and Theorem 4, respectively, when the sensor transmit power
is scaled asp, = &+ and = P« respectively, for
Figure 7. Normalized norrfju’||2 vs. number of iteration$ to demonstrate P M Pu Ny P y

the convergence of Theorem 5. Niot € {120,480, 1440}. Fig. 6b investigates the impact of
increasing the total number of antennal,; or M at the
FC on the performance of the detectors for both the central-
total number of sensor&” and path loss exponent respec- ized and distributed configurations. The detection perforoe
tively, on the probability of detectio®, while maintaining improves as the number of antennas deployed at the FC
a fixed probability of false alarmPr4. Fig. 5b shows the increases. The performance further improves upon inergasi
probability of correct detection versus the normalizeduad the transmit durationV. The probability of errorP, gleaned
of all the sensors; for the detectors proposed in (22) androm our simulations is plotted as a function of SMRin Fig.
(44) corresponding to the centralized and distributedrardte 6¢ for both antenna configurations along with the analytical
architectures, respectively. The other parameters areethoexpressions of (64) and (65). It is evident that the prolitsibil
as Pra = 0.1, N € {2,4} and N;,; = M = 480. All K of error decreases as the SNR increases, and that the aahlyti
sensors are assumed to be randomly and uniformly distdbut@esults are in close agreement with the simulafedlots.
on a circle of radiug, such that, = pr, = p, V k. It can be
observed that the D-MIMO detector of (44) yields an improved Fig. 8 studies the impact of increasing the density of sensor
performance compared to the C-MIMO detector of (22)for in the range 0f0.5R, R] on the detection performance of the
in the range0.5 < £ < 0.8, which peaks ap = 0.6R. This proposed schemes. The trend demonstrates the performance
interesting observation can be attributed to the fact thassrs improvement of increasing the number of sendérdvorever,
are closest to their allocated FCs foe= 0.6 R in the D-MIMO  the D-MIMO scheme outperforms the C-MIMO detector, with
setup, thus resulting in a significantly higher performagaim the performance gap widening upon increasing the sensor
for £ around0.6. Fig. 5¢ compares thé&p vs. Pra plots density. The probability of detectio®, is plotted against
of the D-MIMO and C-MIMO detectors fortN € {2,4}, the path loss exponemtin Fig. 9 for the D-MIMO detector
when the sensors are uniformly and randomly distributed using N;,; € {360, 720, 1440}. It is evident that the detection
the range[0.5R, R]. This clearly demonstrates the fact thaperformance degrades upon increasing the path loss exjponen
the D-MIMO performance is improved in comparison to thawhich can be compensated to a certain extent by employing a
of C-MIMO detectors, when the sensors are located clodarger number of antennas at the FC.
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sensors can be assigned per FC in the distributed antenna

~ —7v—3 configuration. Finally, the multi-cell scenario can also be
06 Tp, N =2 ) explored, with special attention to the effects of pilotseu
APPENDIXA

PROOF OFTHEOREM 2

o
~

The simplified test statistidp(Zp) obtained upon substi-
tuting zp , from (39) into (44), can be expressed as

o
N}

Prob. of correct Detection (P

K
Ny Br,ji 2 _ N
To(Zo)=) ards.jy (\/Pu%\aﬁijk’ XkHCD,l,cukerD,R),
k=1 sJk

—

2.0 4.0 6.0 8.0 180 1;0

Total Number of Sensors (K)
where the equivalent noisépr = %(W[I{kcgiuk) follows
0 i 2 -1 2
with sensor? igibuted m i angis & ] fo Nogs 1034, e ~ 15 the Normal distributioniip s ~ A”(0, 722 Cait] J
dB, N =2and Pry = 0.1. Upon using the above expression, the mea;;, under
hypothesist; can be expressed as

can be determined along similar lines to those in Appendix A
of [1].

0.5 T T T K
= Tp, Niw = 1440 _ Z , } H —1
Q —e—1Tp, Nyt = 720 HTp|H, akdka]k VpuNfkokE{Xk |H1}CD7kuk
S o4 Tp, Niow = 360 |1 kzl
- = Vpuarbrd ;, Ny(ui Cpug) (66)
6034 - DulkOLAL 5, £ (uy, D,k Uk
e k=1
[S]
(0] . .
= The meanyr, 4, under hypothesis{, and the variances
o 02 2 2 .
kS 0o 1311 O T Mo under hypothese®{; and H,, respectively,
g
o
o

2 25 3 35 4 4.5
Path Loss Exponent (v) APPENDIXB
PROOF OFTHEOREM 3

o
=
o be—

Figure 9. Pp vs. the path loss exponentfor D-MIMO scheme withN¢,: €
{360, 720, 1440}, py, = —18 dB, N =2 and Pr4 = 0.1. The normalized mean:z. 3, corresponding to the test
statistic in (22) under hypothes?g; can be expressed as

VIIl. CONCLUSION e — lim HTe|Hy
Tc|H1 — 4
C‘ 1 M — o0 UTC\Hl

(67)

This paper developed distributed parameter detection

schemes for a mmWave massive MIMO sensor netwofkyon substituting the expressions Ofc 7, and orp,, i

relying on both centralized and distributed antenna topolpz5) and (27), respectively, into (67), the above expressio
gies, with FCS and PCS, respectively. Hybrid combiningg pe simplified to

exploiting the antenna array response vectors was utilized

to derive low-complexity fusion rules that also incorperat , — _ . S VBaarbrdiuf! (Cf)'uy

the local detection performance of the individual sensorst el = M0 ) ’
Furthermore, closed-form analytical expressions werainbtl Y dia? (ﬁug‘j + %wdkukH(Cz)—Quk)
for the probabilities of false alarn?r 4 and correct detection k=1

Pp. Moreover, the power scaling laws of the various detectofgere the equivalent covariance mat€i¥ can be defined as

_ Py
=M

i . . vt
were _de_termlned in the Iarge-_scale antenna array regime _ Ck\ oy = ngk ukukHvar{|a§§|2} + 02 dyIy. Simi-
guantifying the sensor transmit power reduction that can . the paarﬁit co oon be expressed & = G| o =
achieved as a function of the number of antennas at the RE q Yok P = G Pu=hF

2

Additionally, the deflection coefficient maximization peiple %E{laﬁj |*} — dibi) (ukH(Cg)‘luk)Q. Following a similar
was exploited for deriving efficient transmit signaling micgs, prokcedure determines the normalized meaf 5, under
which lead to verifiably improved detection performancéiypothesisH,.
Our simulation results demonstrated that the D-MIMO WSN
using the D-selection scheme outperforms the C-MIMO WSN.
Based on the results obtained, it is clear that the distibut
antenna architecture yields significant benefits in sramge [ A Chawla, R. K. Singh, A. Patel, and A. K. Jagannathamistfibuted

L . . . . detection in millimeter wave massive MIMO wireless sensemmorks,”
communication and sensing in next generation WSNs. This

) ) in Proceedings International Conference on Signal Processamd
framework can also be extended to a scenario where multiple Communications (SPCOMyul. 2020, pp. 1-5.
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