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Abstract—Human factors studies are becoming more and 
more crucial in the automotive sector due to the need to evaluate 
the driver’s reactions to the increasingly sophisticated driving-
assistant technologies. Driving simulators allow performing this 
kind of study in a controlled and safe environment. However, the 
driving simulation's Level of Detail (LOD) can affect the users’ 
perception of driving scenarios and make an experimental 
campaign’s outcomes unreliable. This paper proposes a study 
investigating possible correlations between driver’s behaviors 
and emotions, and simulated driving scenarios. Four scenarios 
replicating the same real area were built with four LODs from 
LOD0 (only the road is drawn) to LOD3 (all buildings with real 
textures for facades and roofs are inserted together with items 
visible from the road). 32 participants drove in all the four 
scenarios on a fixed-base driving simulator; their performance 
relating to the vehicle control (i.e. speed, trajectory, brake and 
gas pedal use, and steering wheel), their physiological data 
(electrodermal activity, and eye movements), their subjective 
perceptions, opinions and emotional state (questionnaires 
concerning the research and Self-Assessment Manikin Scale) 
were measured. The results showed that driver’s behavior 
changes in a very complex way. Geometrical features of the route 
and environmental elements constrain much more driving 
behavior than LOD does, as observed for vehicle trajectory and 
speed; skin conductance and gas pedal appear to be more 
sensitive to LODs. Gaze position changes according to LODs, but 
differently for rectilinear and curvilinear segments. Pupil 
diameter increases with higher LODs. Emotions are not affected 
by LODs. Generally, different signals showed different 
correlations with the LOD level, suggesting that future studies 
should consider their measures while modeling the virtual 
scenario. It is hypothesized that scenario realism is more relevant 
during leisurely environmental interaction, whilst simulator 
fidelity is crucial in task-driven interactions. 

Index Terms— Driving simulator; simulation reliability; 
level of detail (LOD); driver behavior; eye tracker; 
environmental psychology  

I. INTRODUCTION
MPROVING roads’ safety and the overall driving 
experience are important objectives that the automotive 
sector has been addressing over the decades, even through 
the analysis of driver’s behavior. In driving behavioral 

assessment studies, car simulators are widely used, rather than 
conventional field test methods, due to their advantages in 
terms of safety and reliability [1]–[6]. The benefits of reliable 
driving simulators, with their safe and highly replicable 
scenarios, brought to increased use of such technologies for 

behavioral studies, especially in the transition from manual to 
autonomous driving [7]. Indeed, the number of car simulators 
worldwide is continuously increasing, as well as the literature 
on driving performance and behavior through simulator 
studies [8]. Even if simulators cannot fully replicate the real-
world experience, they offer the researcher an advantage that 
real-world studies cannot match: the ability to control and 
repeat experimental conditions and create prescribed scenarios 
with selected variables [9]. This enables manipulating several 
variables for revealing different driver responses to dissimilar 
conditions in a short timeframe, which would be substantially 
impossible otherwise [8], [10]. The multiple variables 
influencing drivers’ behaviors [11] might be subjective or 
environmental, that in turn can be temporary and non-
temporary [12]; for instance, in the first case, we can assess 
the driving performance according to age [13] or the effects of 
alcohol, drugs, and/or fatigue on driving behavior [14], 
whereas in the second case it is possible to appraise the 
driving performance in different environmental conditions, 
such as different types of adverse weather conditions or 
day/night hours [15]. Driving simulators can be effectively 
used to evaluate these variables [16] both at the end of the 
simulation experience or/and in real-time along with the 
testing session, allowing scholars to make comparisons with 
an analogous experience in the real environment [17]–[19]. 

Usually, driving simulator validation studies tended to assess 
speed, speed adaptation [20], and lane-keeping [21] to 
measure the human abilities in vehicle control. However, the 
driver’s behavior also involves other elements, associated with 
the car controlling and decision-making situations (e.g., speed 
control, driving maneuver, overtaking, stopping), that requires 
the definition of the driver’s psychophysical states [22]. The 
subjective state is described through psychological and 
physiological measures, which can account for the effects of 
individual variability and/or type of driving situation. For 
instance, higher-level physiological measures, like the 
frequency-domain measure of Heart Rate Variability (HRV) 
[23] and Skin Conductance (SC), are valuable indexes to
measure cognitive effort and workload [24]. Each signal could
be correlated with a specific psychological parameter that
informs about a driver’s emotional or cognitive state. For
example, by measuring the SC, the psychological or
physiological arousal level related to a specific event during
the experiment can be captured numerically, e.g. the increase
of SC indicates that the event enhances the stress level.
Through the analysis of these data the arousal level of the user
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can be derived with statistical accuracy. 
This article addresses the issue of scenario’s reliability of car 

simulators in the mobility field in relation to the notion of 
Level of Detail (LOD) of the virtual scenario, i.e. the visual 
simulation. The hypothesis is that LODs affect drivers’ 
behavior and emotions and, consequently, the reliability of the 
driving appraisal. Indeed, in driving simulation, the 3D 
environment is crucial to provide the user with an immersive 
experience during the driving tasks; however, modeling is a 
demanding and expensive part of the overall simulation 
procedure, and this can affect its proper applicability. This 
cost/effectiveness relationship is important. Reducing the 
effort in producing virtual scenarios also means decreasing 
time and costs, which are indubitably highly relevant for 
professionals. At the same time, producing accurate driving 
scenarios from scratch is crucial for getting reliable outcomes. 
Thus, defining the minimum requirement (i.e. minimum 
effort/cost) is profitable both for professionals and decision-
making of public authorities in the urban planning field. In this 
perspective, this article aims at contributing to the 
investigation of the ecological validity of visual simulation 
and in detail how and to which extent the LOD affects the 
driving behavior and subjective experience. This study 
presents a comparative analysis to evaluate the impact on 
drivers’ experience of four different LODs of a road visual 
simulation navigated with a fixed-base driving simulator. 
Thus, four driving scenarios representing the same area were 
modeled with varied graphical details and physical elements. 
During the in-vitro driving experiment, several data were 
collected: vehicular information, driver’s physiological 
signals, eye-tracking signals, and psychological variables. 
Statistical analysis and comparison of the outcomes enabled 
the evaluation of the driving experience.  

The article is organized as follows. Section II depicts the 
state-of-the-art review, Section III presents the methodology 
adopted to carry out the experiments, Section IV explains the 
data processing methodology, Section V shows the results 
achieved, Section VI presents the discussion, and Section VII 
draws the conclusions. 

II. STATE OF THE ART
To design a sound methodology, three main elements, 

namely participants, instruments, and procedure, should be 
carefully considered to gain reliable results in in-vitro 
experiments aiming at investigating people’s experience 
through simulation. Although the core of this article is the 
scenario, some reflections on the simulator and the 
instruments for data collection are useful when reasoning 
about the ecological validity of simulations. The instruments 
are indeed crucial in determining the overall reliability of the 
experiments through simulation in the field of mobility and 
urban design. These may concern: (i) the simulator, i.e. the 
device or interface used for running the experiment, e.g. car, 
bike, or other types of structured simulators, but also simple 
visualizations or audio-visual media that act as surrogates of 
reality administered through immersive or non-immersive 
devices; (ii) the scenario, i.e. the medium representing the 

environment, e.g. the urban or extra-urban environment to 
drive through, with its specific temporary and non-temporary 
characteristics; and (iii) the instruments for data collection, i.e. 
the specific tools used for gathering the data, e.g. 
physiological sensors, psychological scales, and/or behavioral 
observations. 

According to the instruments’ combination and their level of 
accuracy, the reliability of the overall simulation process can 
vary. Indeed, the simulator and the simulation (i.e. scenario) 
together produce a combined level of perceived realism (see 
also Section II-C phycological fidelity). To assess the overall 
simulation reliability it is possible to refer to the ‘objective 
method’ and the ‘performance matrix’ [25]. The first method 
“calculates the number of identical elements shared between 
the real world and the simulation; the greater the number of 
shared identical elements, the higher the simulation fidelity” 
[25] (p.62), whereas the second compares the users’ reactions
to the simulation and the reality it represents, the higher the
similarity, the greater the fidelity [26], [27].

A. Simulator Fidelity
There is not yet a full and definitive agreement on the

variables to consider for producing or assessing the reliability 
of simulators [28]–[30], even if the term fidelity is used as an 
umbrella of all the issues contributing to replicating the actual 
environment [25] in its specific contextual conditions. 
Anyhow, it is worth mentioning some well-established 
references addressing some of the subcategories contributing 
to the overall simulator fidelity. Indeed, the dichotomy of 
‘physical fidelity’ and ‘functional fidelity’ by Fink & Shriver 
[31], recalled by Hays [32] and Allen et al. [33], is considered 
a pivotal distinction [25]. Allen et al. [33] clearly define 
physical fidelity as “the degree to which a training simulator 
‘looked like’ actual equipment”, whereas functional fidelity as 
“the extent to which it ‘acted like’ real equipment” (p. 498). 
These two elements contribute to generating the perceived 
realism of the device or interface, even though the functional 
fidelity is more important than the physical one for cognitive 
tasks [34]. ‘Motion fidelity’, i.e., “the degree to which a 
simulator can reproduce the sense of motion felt by humans in 
the operational environment” [25] is part of physical fidelity. 
The sense of speed is a key factor in driving simulation 
studies, that is why the common taxonomy in this field refers 
to the motion fidelity levels of simulators, typically defined as 
low-level, mid-level, and high-level. The low-level driving 
simulator is usually equipped with a fixed-base, namely with 0 
Degrees of Freedom (DOF), the mid-level driving simulator 
starts to get more DOF in one or two directions, whereas the 
high-level driving simulator consists of a motion platform of 
at least 6 DOF [6], [16], [35]. The influence of the motion 
fidelity levels on driving behaviors has been investigated over 
the years in the mobility research field. Besides the dichotomy 
mentioned above, Kinkade and Wheaton [36] refer to the 
‘equipment fidelity’, i.e. “the degree to which the simulator 
duplicates the appearance and “feel” of the operational 
equipment”, the ‘environmental fidelity’, i.e. “the degree to 
which the simulator duplicates the sensory stimulation 
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(excluding control feel) which is received from the task 
situation”, and the ‘psychological fidelity’, which is “the 
degree to which the simulator is perceived by the trainee as 
being a duplicate of the operational equipment and the task 
situation” (p. 679) (see Section II-C).  

B. Scenario Reliability
A reliable scenario in the experiential simulation field

should activate reactions comparable to those that would occur 
in the same actual environment. In the field of environmental 
psychology, McKechnie [37] defined these types of scenarios 
as ‘perceptual simulation’ (also named by scholars as 
‘experiential simulation’ or ‘realistic simulation’), i.e. the 
“attempts to provide tangible, concrete replicas or isomorphs 
of environments - often future environments - that can be 
displayed to observers for their evaluation or other response” 
(p.169).  The ecological validity, i.e. “the extent to which 
findings utilizing the simulation laboratory are generalizable 
to the real environment represented in the model” [37] (p.183), 
is thus a crucial aspect of reliable simulations, even if, as 
Appleyard noticed [26], “a simulation attempts to represent 
reality. It does not, indeed cannot, reproduce that reality in 
toto. Rather it selects critical aspects of that reality for the 
particular purposes at hand” (p. 43). Following this approach, 
the identification of the needed scenarios’ characteristics for a 
reliable replica of reality, that enables to gain sound outcomes, 
are addressed over the years by several authors in the field of 
architecture and urban planning [12], [26], [38], [39]. As 
highlighted by Piga and Morello [12], it is possible to identify 
in the literature some crucial elements for unbiased - or almost 
unbiased - simulated scenarios, namely (i) the geometrical 
coherence between the simulated and actual environment, (ii) 
the proper level of detail and the graphical quality of the 
representation, (iii) the attention in depicting the atmosphere 
of places, (iv) the inclusion of dynamic aspects within the 
simulated environment, (v) the simulation size and distance 
from the observer in relation to the human optics. However, as 
Sheppard noticed [38], “a certain amount of bias in people’s 
responses is to be expected even with a good simulation” (p. 
62). At the same time, the identification of the proper realism 
of the scenario should also be evaluated with regard to the 
specific context of the application [40]. This is particularly 
relevant when we move from the field of environmental 
psychology and architecture to mobility studies, where the 
goal of the investigation through simulation might be, for 
instance, the evaluation of the driving performance instead of 
the driving experience in the environment itself; indeed, in this 
case, the level of realism might be lower than in other 
experiential assessments. As for the simulator, it is hard to 
establish an ever-valid framework of the scenario necessary 
realism [41]. Undoubtedly, as remarked by Lange [42] “even 
simulations with a lower degree of realism can still contain the 
most important information needed for a specific purpose” (p. 
165). In addition, a high degree of realism is not necessarily 
required for gathering useful information on how an individual 
will act in each situation. For example, high vs. low realism in 
visual scenes (given comparable screen size and viewing 

angle) does not generally seem to have a major impact on 
driving performance variables [43]. Moreover, beyond the 
scenario characteristics per se, it is relevant to notice that to 
properly set or assess the quality of an experiential simulation 
it is necessary to consider how it is navigated by the final user, 
i.e., simulation size, distance, and point of view of the viewer
[39]. In this respect, it is worth noting that from the mono
screen to the 360-degree projection view, the visual fidelity in
the driving simulator improves greatly [44]. Some elements of
the scenario are in any case relevant, for instance textures and
entities (for example the trees and plants), in the virtual
environment since these impact driving behaviors [44]. These
considerations highlight the importance of choosing the
correct Level of Detail (LOD) of the simulated scenarios, i.e.
of the virtual 3D model, for the specific purpose. Identifying
the proper LOD in a logic of a cost-effective procedure is
crucial also because the creation of the virtual environment is
often time demanding and typically expensive [44]. The term
LOD was originally used in describing the hierarchical
structure of 3D model polygons [45]. The impact of different
LODs on the human visual perception has been conducted in
various virtual environments [46]–[49]. Specifically, graphics
quality of driving simulation generated by three rendering
methods were evaluated in a subjective evaluation of their
impacts on the perceived visual fidelity and the over-all
experience [50]. This term was imported from 3D computer
graphics to city modeling [51]; in this field, the Open
Geospatial Consortium (OGC) defined the CityGML 2.0 (City
Geography Markup Language) standard, i.e. “an open data
model and XML[Extensible Markup Language]-based format”
(p. 9) for digitally representing and sharing structured
information. In detail, CityGML is an application schema of
the GML3 geometry model based on the ISO 19107 “Spatial
Schema”, and it is specifically designed for representing and
sharing 3D virtual geometries of city and landscape models
[52], [22]. LODs are defined according to five consecutive
architectural scales with their related details: LOD0 regional,
landscape; LOD1 city, region; LOD2 city districts, projects;
LOD3 architectural models (outside), landmarks; LOD4
architectural models (interior). In parallel to the identification
of geometrical entities related to the above-mentioned
architectural scales, a taxonomy of semantic features, based on
the ISO 19109, is identified to thematically characterize the
entities in spatial or non-spatial. The experimental approach
proposed in this article refers to the well-established OGC
original distinction of geometrical LODs, from LOD0 to
LOD3.

C. Psychological fidelity
In parallel to the studies mentioned above on the simulator

and the scenario, scholars examined fidelity issues from the 
subjective perspective. According to Hays [53], the 
psychological fidelity is not strictly related to the actual 
realism of the simulator since “the level of psychological 
fidelity would be high if the trainee perceives the simulator as 
being highly realistic, even though it might deviate 
substantially from the actual equipment it is supposed to 
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represent” (p. 3). This approach emphasizes the importance of 
integrating people’s perception among the criteria for 
evaluating the overall simulation method: such a 
psychological-cognitive fidelity describes how much the 
psychological factors and cognitive effort are duplicated 
during the simulation testing phase [54]. In such a perspective, 
the scenario’s objective features are not a reference for the 
direct assessment of fidelity, they are rather the independent 
variables for comparing the people’s reaction to the actual and 
the simulated physical environment [25]. In this vein, 
Lombard and Ditton [55] developed the fruitful concept of 
‘presence’, defined as a perceptual illusion of non-mediation 
which allows the users of any digital support to interact in a 
realistic way with a simulated environment. In psychological 
terms, it must not be conceived simply as a reaction to sensory 
data, but instead as a complex experience including various 
cognitive processes [56]. Studies on the psychological 
experience in simulated environments showed how the same 
VR scenario elicited a greater sense of presence with a more 
realistic representation (e.g., more foliage on the ground for 
the natural environment, more abundant and sophisticated 
shop interiors for the urban environment) [57]. 

 Hence, research goals should define the type of simulator 
and scenario fidelity needed and also the type of psychological 
fidelity. Depending on such goals, scholars should identify the 
most appropriate task to assign to participants, the relevant 
aspects of the subjective experience to monitor, and thus select 
the assessment tools accordingly. For instance, when one is 
interested in studying the driving experience, emotions 
certainly play a key role, and their assessment can provide 
relevant information. Indeed, the driving performance is 
significantly affected by emotions, which can lead to a 
diminished capability of controlling the steering wheel [58] 
and more intense use of gas and brake pedals [59]. Such a 
relationship between emotions and driving performance can 
have important implications, as it can inform the improvement 
of training for driver’s licenses [60] or the design of safer 
environments detecting near-miss accidents [61]. 

III. METHOD

A. Participants
The experiment initially involved 32 volunteer students from

the Politecnico di Milano, yet, due to errors in the data 
acquisition of some participants, only 29 were counted as 
valid users, 66% males and 34% females, due to the collected 
data quality. Their age ranges from 21 to 26 years (M=23.31, 
SD=1.17). All participants hold a valid driving license, and 
45% have more than 5 years of driving experience, whereas 
55% have 2-5 years of driving experience. 35% of them drive 
every day, 17% 3 times a week, 24% once a week, 17% 2 
times a month, whereas 7% never drove during the last three 
months before the experiment. Only 14% of them previously 
experienced a crash, and 28% were fined in the past for 
breaking highway rules, but not the same as those involved in 
car crashes. 

B. Tools and techniques
1) Simulator

The proposed method is based on the use of a fixed-based
driving simulator with a realistic driver seat, including a force-
feedback steering wheel, a gear shifter, pedals, a surrounding 
audio system, and a three-monitor visualization system, which 
provides a 175-degree horizontal field of view. Monitors’ 
diagonal size is 32 inches, and their resolution is 1920x1080 
pixels. Drivers are seated at about 80cm from these screens by 
adjusting their posture according to their habits. All the 
lighting facilities, screen brightness, environmental 
temperature, and noise had been maintained the same during 
the experiments. The software used for the simulation is the 
IPG CarMaker [62], which is a professional driving simulator 
software that enables to build a realistic driving experience. 
The simulator’s hardware includes the commercial 
physiological sensor ProComp Infiniti System [63] and the 
eye tracker Pupil Labs Core [64]. 

2) Driving scenarios
The driving scenarios relate to a real urban area, which is

about 350m x 350m wide, and the path is 1.107 km long. The 
3D models were built starting from the area’s 2D map, and 
textures were elaborated from photos of the visible facades. 
Four scenarios with different LODs were elaborated: from 
LOD 0 to LOD 3, where LOD 0 is the testing scenario with 
minimal details, LOD 3 has the highest level of details (Table 
I, Fig. 1). 

3) Vehicular, physiological, and eye-tracking measures
Vehicular and physiological measures are commonly used to

assess the driver’s behavior [4], [18]. While vehicular data 
provide information about the execution of the driving task 
[65], physiological measurements like the frequency-domain 
measure of Heart Rate Variability (HRV) [23], Skin 
Conductance (SC), are valuable indexes to measure cognitive 
effort and workload [24]. Also, physiological eye movements 
are a valuable index to evaluate the cognitive effort of drivers. 
Pupil size is sensitive to the mental workload changes in 
controlled environments, such as driving simulators [66], [67]. 
There is a correlation between pupil diameter increase and the 
increase of the cognitive load level [68]. The number of 
fixations and the fixation duration are both parameters related 
to drivers’ mental workload [66]. Long fixation duration is 
typically associated with a high processing load [69]. 

During the experiment the following data were collected by 
monitoring the driver and the virtual vehicle: 1) Speed (speed 
of vehicle) [m/s]; 2) DMGas (use of gas pedal), varying in the 
range [0, 1]; 3) RoadDist (distance from the road median line) 
[m]; 4) SC (Skin Conductance) [μSiemens]; 5) Pupil size 
[mm]; 6) Gaze position, varying in the range [0, 1]; 7) Number 
of fixations; 8) Fixation duration [ms]. 

Physiological and vehicle data have been collected using 
external software running on a dedicated computer. This 
software can synchronize both signals at 10 Hz and manages 
the synchronization of the Pupil Labs data by monitoring 
specific trigger events on IPG CarMaker software through a 
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network connection between the two computers. This 
synchronization allows simplifying the subsequent processing 
of the acquired data. 

TABLE I 
Four Levels Of Detail (LOD) and their meaning. 

LOD Architectural details 

0 Route (including road markings, vertical signs, zebra crossings) 

1 Route + Blocks of the building without roofs 

2 Route + Blocks of the building with roof 

3 Route + Building with roof and textures + Supplementary details 

Fig. 1. The four LODs considered in the experiment: from 
the top LOD0, LOD1, LOD2, LOD 3 of the driving scenario. 

4) Subjective psychological measures
The subjective reaction of participants to each LOD was

described with a questionnaire comprising two parts. The first 
part is focused on emotions experienced during the driving 
phase, assessed with the Self-Assessment Manikin (SAM) 
[70], which is among the most used self-report tools in a broad 
range of theoretical and applied fields [71], [72]. It is a 
pictorial tool designed to measure the emotional state drawing 
on a threefold conception of emotions by Mehrabian & 
Russell [73], including pleasure (from happy to unhappy), 
arousal (from excitement to relaxation), and dominance (from 
autonomy to submissiveness). A stylized human character 
represents the subjective reaction to affective stimuli: fifteen 
pictures offer a non-verbal description to the respondent with 
five different degrees of intensity along the continuum for 
each of the three dimensions. The tool allows scholars to 
gather a quantitative assessment of these three dimensions of 
emotions, whose combination provides a multifaceted 
description of the emotional state. The second part aims at 
evaluating the driving experience and the scenarios in a 
broader sense with the following questions rated on a 5-points 
Likert scale (1=very bad, 5=very good): 1) How do you 
evaluate your driving experience? 2) How do you evaluate the 
realistic level of the driving circumstances? 3) How do you 
evaluate the adequacy of the virtual scenario to perform the 
driving task? 

C. Procedure
The participants were invited to sign the informed consent,

where the procedures and tasks of the experiment are 
described. Afterward, the participants were invited to fill in a 
questionnaire including socio-demographic data and the first 
round of SAM questions to get the participants’ status at the 
beginning of the experiment. After these preliminary 
activities, the participants were invited to sit on the simulator 
and for adjusting the height, inclination, and distance from the 
steering wheel of the seat to reach a comfortable posture.  

All participants started the experiment by driving for 3 
minutes within an adaptation scenario. During this preliminary 
phase researchers elicited the participants’ familiarity with the 
simulator by inviting them to check visibility, gas pedal, brake 
pedal, and steering wheel reactions. Then, the participants 
carried out the actual experimental task, which was driving 2 
laps within the testing scenario developed with the different 
LODs at a maximum speed of 50Km/h. They were invited to 
stop driving and answer the questions at the end of the second 
lap. After the questionnaire, SC was recorded for 30 seconds 
in a relaxed state to reconstruct the baseline and then remove 
the bias in the collected physiological signal. 

To assess the LODs’ impact avoiding order bias, four 
different experimental sequences were adopted according to 
the following experimental design with codes A, B, C, and D. 
Sequence A identifies the series of LODs (0, 1, 2, and 3), 
sequence B LODs (1, 2, 3, 0), sequence C LODs (2, 3, 0, 1), 
and sequence D LODs (3, 0, 1, 2). This design balances the 
participants to start with different LODs and enables us to get 
data of different LODs’ sequences. The impact of sequence on 
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the acquired signals has been evaluated and never exceeds the 
impact of LODs. A debriefing session with participants about 
the driving experience was conducted at the end of the 
experiment. Fig. 2 shows the protocol relative to sequence 
with code A. 

Fig. 2. The sequence of the experimental activities (code A). 

IV. DATA PROCESSING

A. Segmentation of the path
The circuit was subdivided into 111 elementary segments 10

meters long. Then, an aggregation is made in order to consider 
rectilinear (1/r=0) and curvilinear stretches (r < 100m), 
resulting in 8 rectilinear segments (total 730m) and 8 
curvilinear segments (total 390m) (Fig. 3). 

Fig. 3. Segmented path aggregated by type (rectilinear and 
curvilinear stretches) for the test circuit. 

B. Time to space transformation
A pre-processing phase is required for enabling data

comparison since data are collected at regular time intervals 
(100ms) during the driving simulation sessions. Since the 
speed changes according to driver and road characteristics, 
both physiological and vehicular measures may result in a 
different number of records. The slower the vehicle’s speed, 
the higher the number of measures for the same portion of the 
path. For the sake of data comparison, we distributed the data 
at regular space intervals. By doing this, it is possible to use 
each road segment to compare the overall trend of the 
measures; indeed, all data series have the same length and, in 
this way, events (e.g. curving) are more clearly comparable 
and attributable to road geometry. Since the relationship time-
space strictly increases monotonic (vehicles can go only in one 
direction and do not stop) and then bijective, the reciprocal 
function could be easily built using a classical fitting function. 
Then, we could calculate the new corresponding values of 

time by using an array of equally spaced distance intervals 
(e.g. we use a 0.1m step to increase resolution).  

C. Find-Spots analysis
The effect of LODs on drivers has been preliminarily

analyzed by a specific program named FindSpot. This routine 
compares behavioral and physiological measures of each 
driver, except for the eye movements, to find the spots along 
the path where the local max or min values (peaks) for the 
four LOD curves overlap. Two main parameters control the 
FindSpot routine: 1) the percentage difference of measures, 2) 
the breadth of the spot. Whether the difference between two 
peaks is less than 20% in the around 20 meters of the road 
(two elementary segments), the driver’s behavior can be 
considered similar. The outcomes of this analysis give a first 
interpretation and a wide overview for understanding whether 
and where the behavior of every single driver is similar 
according to the four LOD testing scenarios. 

D. Correlation analysis
Considering that Find-Spot analysis allows evaluating only

local similarities of the measures, a correlation analysis was 
performed to have a more general overview of the measures’ 
similarities through different LODs. The relationship between 
variables has been evaluated by Pearson’s linear correlation 
coefficient. Correlation coefficients are in the range [-1, +1]; 
the 0 value means there is no relationship between variables, 
while -1 or +1 means there is a perfect negative or positive 
relationship between two series of measures. The correlation 
analysis was performed between all series for each pair of 
LODs. The average of the correlation values, which is needed 
when comparing groups of different measures to improve the 
normality of the data, was calculated by applying the Fisher’s 
Z transformation [2] and the Oklin-Pratt formula [74]. Finally, 
an ANOVA analysis was performed to determine whether 
variation in the series of measures arises between the different 
groups. 

E. Eye movements
The eye movements data required real-time and offline

video elaboration to extract gaze position, pupil diameter, and 
fixations. The gaze positions were measured based on the x-
coordinate and y-coordinate of the driver’s gaze focus on the 
central display screen of the simulator. Markers were 
physically applied to the screens of the driving simulator to 
help the eye tracker track the gaze according to the monitor’s 
position. The origin of the axis is located at the lower-left 
corner, and the value of the x-axis and y-axis coordinates 
ranges from 0 to 1. 

The value of pupil diameters (left and right eye) of the driver 
was collected in real-time during the experiment. The data 
with a confidence level higher than 80% were filtered and are 
reliable for the analysis. Subsequently, the average diameter of 
the pupil was calculated based on an interval of 100 ms to 
make them consistent with those collected from the simulator 
(i.e. speed, gas, road distance).  

The fixations detector was implemented with the dispersion-
based method proposed by [75]. Three parameters for the 
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detection threshold were set: maximum dispersion, minimum 
duration, and maximum duration. According to the definition 
in ISO15007, the fixation is the alignment of the eyes so that 
the image of the fixated area of interest falls on the fovea for a 
given time, for example, from 100 ms to 2000 ms [76]. It must 
be noticed that the eyes’ alignment is not fixed but moves in a 
tiny dispersion. The max of this dispersion is 1.0 deg in the 
current study, taking reference from the study of [77]. 
Although the general threshold of the sampling time is wide, 
in this study the threshold of the sampling time is narrowed 
down to 140ms-300ms, considering the driving velocity and 
the route setup [75], [78]. The fixations ranging from 140 
milliseconds to 300 milliseconds were taken into 
consideration. The data with a confidence level higher than 
80% were taken as reliable data, and those data were filtered 
for the analysis. 

F. Subjective measures
To appraise the emotional experiences across the four LODs,

the average values of pleasure, arousal, and dominance are 
separately compared. Descriptive statistics represent the 
broader evaluation given of the driving experience after each 
LOD. Inferential statistics are applied to identify significant 
differences, with a one-way ANOVA run with LODs as 
independent variables, and the three emotional dimensions and 
the single items about the driving experience and the scenarios 
as dependent variables. 

V. RESULTS

A. Driving performance: behavioral and physiological
reactions

The results of the Find Spot analysis (Table II) reveal that 
Speed and SC are the most varying measures between LODs, 
and spots are unlikely to occur. Generally, Speed spots occur 
in rectilinear segments and just after the curvilinear ones. SC 
spots, instead, are observed before the demanding parts of the 
road: curves with a small curvature ray. DMGas and RoadDist 
are less sensitive to LODs, and spots occur frequently. For 
DMGas, they occur mainly close to more challenging stretches 
of the path, where rectilinear and curvilinear segments 
alternate closely. A similar pattern also occurs for RoadDist, 
but max values occur just before curves and min values just 
after curves. A first conclusion is that driver’s behavior is less 
or not at all conditioned by LOD in curvilinear segments, and 
the degree of conditioning depends on the type of measures 
too. Fig. 4 graphically shows the above observations relative 
to the second loop of one of the participants. Red marks refer 
to max values, whereas the blue ones refer to the min values. 

The correlation analysis shows the relationship between 
Speed, DMGas, RoadDist, and SC behavior of two different 
LODs (0,1,2,3). The combination between the different LODs 
generates 6 clusters of correlation pairs (LOD 0 and LOD 1, 
LOD 0 and LOD 2, LOD0 and LOD 3, LOD 1and LOD 2, 
LOD 1 and LOD 3, LOD 2 and LOD 3). The synthesis of 
outcomes for the whole analysis is reported in Table II 
whereas Fig. 5 shows the ANOVA box-plot graphs of 

correlations for each measure. 

Fig. 4. Find spots relative to the second loop of one of the 
participants. Red marks refer to max values, whereas the blue 
ones refer to the min values. a) Speed, b) DMGas, c) 
RoadDist, and d) Skin Conductance analysis. 

TABLE II 
Average correlation values of each LOD pair, overall 

average value of correlations between LODs calculated by 
using the Fisher’s Z formula, and number of min and max 

spots for each measure. 

Speed SC DMGAS RoadDist 

LOD 0 - LOD1 0.680 0.351 0.418 0.779 

LOD 0 - LOD2 0.692 0.356 0.406 0.779 

LOD 0 - LOD3 0.670 0.341 0.394 0.753 

LOD 1 - LOD2 0.705 0.430 0.499 0.822 

LOD 1 - LOD3 0.706 0.413 0.427 0.755 

LOD 2 - LOD3 0.716 0.342 0.451 0.766 

Average value 0.715 0.384 0.454 0.752 

min spots 1.34 1.19 4.98 8.70 

max spots 2.02 1.75 4.70 6.09 

It can be observed that RoadDist and Speed are the most 
correlated between LODs, SC and DMGas the least, and 
consequently, it can be considered that the last two measures 
are more affected by LOD. The ANOVA confirms this last 
hypothesis (p=0). Fig. 5 shows how RoadDist and Speed have 
the highest correlation values and RoadDist also the smallest 
range (apart from a few outliers); on the opposite, DMGas and 
SC have the lowest correlation values. This can be explained 
by considering RoadDist and Speed more constrained by 
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geometrical road features. 

Fig. 5. ANOVA box-plot graphs of correlations for each 
measure. 

B. Visual exploration behavior

1) Gaze position
A specific program was implemented to represent all the

data relative to the gaze positions in a synthetic way. This 
program calculates the rectangular area of maximum 
frequency gaze position in an aggregated and segment-wise 
format for a driver. 65% of the most frequent data was taken 
as the essential data of gaze position. The coordinate of 
maximum frequency gives the location of the maximum area 
of visual interest for a certain road segment. It gives an idea 
about how driver visual interest mainly focuses during driving. 
It also calculates the area of maximum data frequency at an 
aggregated situation with the area of maximum frequent data 
at each road segment for all participants. The overlapping area 
between the maximum frequency of the aggregated segment 
and the segment-wise data was also calculated. The peak value 
of aggregated data and the peak value of segment-wise data 
were in the outcomes, and the difference of position between 
them was also measured. This program also checks whether 
the position of the peak value of the data lies inside or outside 
the respective rectangular area of the most frequent data (Fig. 
6a, b). 

A recurrent difference between data distributions is observed 
for rectilinear and curvilinear segments. The red rectangle is 
generally inside the blue one for the rectilinear segments (Fig. 
6c) and outside for the curvilinear ones. In curvilinear 
segments, the position of the red square is always on the left 
side (Fig. 6d) since all curves of the path are on the left, except 
for the one in segment H-I. The exploration of these data does 
not highlight different behaviors among the 4 LODs. 
However, this type of analysis does not consider the breadth of 
gaze distribution and the presence of other local maxima 
which could occur along the road. 

However, considering the data related to specific segments 
of the path, the distribution of the gaze has a different 
behavior, according to the LODs. By elaborating attentional 
maps through the eye-tracker software in the rectilinear 
segment E-F the gaze generally focused on the center of the 
road in LOD 0. In LOD 1 and LOD 2 there is a little focus 
dispersion due to the presence of the building that becomes 
more evident in LOD 3. In the curvilinear segment H-I, 
instead, the gaze was mostly allocated on the edges of the 
road, especially in LOD 1, LOD 2, and LOD 3, which 
coincide with the findings of [79]. In LOD 0, instead, 
participants were forced to change visual strategy to seek 
reference. The comparison of these results confirms the 
difference in driver behavior between rectilinear and 
curvilinear segments and how LOD differently conditions it. 
However, this different gaze behavior seems not to affect the 
vehicle trajectory. Fig. 7 shows the gaze attentional maps for 
the 2 segments for each LOD extracted from one of the 
participants. 

Fig. 6. Gaze data collected for a single driver along one 
loop; a) data distribution in blue and red; the red area contains 
65% of data; b) the same as in a) but showing data frequency; 
c) localization of 65% data collected in a rectilinear segment
(red rectangle) with respect to the 65% of overall data (blue
rectangle); d) the same as in c) but for a curvilinear segment.
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Fig. 7. Attention maps of a participant in different LODs. 
2) Pupil diameter

Pupil diameter is usually considered a measure of the
driver’s visual attention. Considering the accuracy level of the 
eye-tracking device, a threshold of 80% on the confidence 
level was applied to filter the effective data. The calculation is 
done separately due to a subtle difference between human’s 
two eyes diameters. In Fig. 8, the results of all participants’ 
average pupil diameter are shown; a slight increase of both 
eyes from LOD 0 to LOD 3 can be observed (p<<0.05). This 
result suggests that the participants’ visual attention increased 
with the increasing complexity of the scenarios. It is worth 
noting that this parameter could also be influenced by the 
ambient brightness, including the image brightness of the 
different LODs; without buildings, the portion of the sky 
within the scene is greater. As introduced before, in this study 
the ambient brightness is highly controlled; a quick check on 
the 4 LODs images has been conducted by applying the 
Minolta CHROMA METER CL-200A. The different 
brightness between the 4 LODs is very small (M=228.6lx, 
SD=2.0lx).  

a) b) 
Fig. 8. Pupil diameters of all participants in a) rectilinear 

segments and b) curvilinear segments by LOD. 

3) Eye Fixations
An eye fixation could be defined with different thresholds;

as mentioned before, in this study, our constraints are set up 
based on various previous research: maximum dispersion of 
1.0 deg, and duration from 140ms to 300ms. To calculate the 
number of fixations (NoF), the sampling period is set as the 
entire testing session. In Fig. 9, the result shows that, in 
general, the number of fixations in curvilinear segments is 
greater than that in rectilinear segments, still, the difference 
between the LODs is not statistically significant (p >>0.05). 

a) b) 
Fig. 9. NoF of all participants in rectilinear segments a) and 

curvilinear segments b) by LOD. 

As introduced, the minimum eye fixation duration in this 
study is set as 140ms, and the maximum is set as 300ms, but 
there is a fluctuation in this interval, and the fixation duration 
most often reflects the fact that the brain is processing certain 
information. In this case, longer fixation duration values refer 
to an increase in the driver’s attention at that screen spot. The 
average fixation duration in each LOD is shown in Fig. 10 in 
units of milliseconds. In general, the fixation duration was 
longer in the curvilinear segments than in the rectilinear 
segments, similar to the number of fixations. This result 
suggests that curvilinear segments require a higher mental 
workload. The decrease in the fixation duration in LOD 3 
(p<0.05) indicates that the participants spent less mental effort 
on the driving task, i.e. with all elements depicted in the road 
environment (higher level of realism). 

a) b) 
Fig. 10. Fixation duration [ms] of all participants in 

rectilinear segments a) and curvilinear segments b) by LOD. 

C. Subjective measures
The results of the subjective measures are presented in Table

III. The first three rows of the table present the values of the
three components of emotions. The average values of pleasure
between the four LODs range between 3.58 and 3.72,
corresponding to a moderately positive emotional state. The
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arousal values vary from 1.41 to 1.52, which is a strongly 
deactivating state. The value of dominance goes from 4.03 to 
4.14, showing a high sense of autonomy experienced by the 
participants. The ANOVA shows no significant differences 
between the LODs for any of the emotional dimensions related 
to the driving experience. 

The second three rows present the values of the items about 
the driving experience and the scenarios. In general, the 
driving experience is perceived as positive, as the average 
values range from 3.44 to 3.93. The driving experience is 
evaluated more positively than realism (average values from 
3.24 to 3.55) and scenario adequacy (average values from 2.97 
to 3.17). The ANOVA shows no significant effects of LODs 
are observed for the two items about realism and adequacy. 
The effect for the explicit evaluation of the driving experience 
is instead significant (p<0.05), and it is considered more 
positive as the LODs increase. 

TABLE III 
MEAN AND STANDARD DEVIATION BY LOD OF SUBJECTIVE

MEASURES AND F STATISTICS ABOUT DIFFERENCE OF MEANS. 
LOD 0 LOD 1 LOD 2 LOD 3 F (df), p 

Pleasure M = 3.58 

SD = 0.57 

M = 3.79 

SD = 0.62 

M = 3.72 

SD = 0.59 

M = 3.59 

SD = 0.63 

0.86 (115), 

0.47 
Arousal M = 1.52 

SD = 0.63 

M = 1.48 

SD = 0.69 

M = 1.41 

SD = 0.68 

M = 1.45 

SD = 0.63 

0.13 (115), 

0.94 
Dominance M = 4.03 

SD = 0.68 

M = 4.14 

SD = 0.74 

M = 4.14 

SD = 0.63 

M = 4.10 

SD = 0.72 

0.14 (115), 

0.93 
How do you 
evaluate your 
driving 
experience? 

M = 3.44 

SD = 0.63 

M = 3.79 

SD = 0.62 

M = 3.90 

SD = 0.56 

M = 3.93 

SD = 0.59 

3.90 (115), 

0.0108 

How do you 
evaluate the 
realistic level 
of the driving 
circumstances? 

M = 3.24 

SD = 0.69 

M = 3.55 

SD = 0.87 

M = 3.41 

SD = 0.98 

M = 3.34 

SD = 0.90 

0.65 (115), 

0.56 

How do you 
evaluate the 
adequacy of 
the virtual 
scenario to 
perform the 
driving task? 

M = 2.97 

SD = 0.68 

M = 3.00 

SD = 0.70 

M = 3.17 

SD = 0.97 

M = 3.17 

SD = 1.00 

0.49 (115), 

0.69 

VI. DISCUSSION
Despite the crucial effort by several pioneering authors, the 

scientific debate on the scenario’s needed realism (in general 
and concerning 3D models’ LOD) from an ontological 
perspective is still open; indeed, it is far from being a 
universal concept shared by the different fields dealing with 
simulations. Undoubtedly, the variables to consider are many, 
and moreover, they are also related to the technical tools and 
devices that continuously evolve. Nevertheless, what is 
generally agreed is that the simulation requirements highly 
depend on the specific goal of the investigation, which is in 
turn commonly related to and influenced by the disciplinary 
perspective. For instance, as emerged from the state of the art, 
in the architectural field a common goal of such investigation 

is to study people’s experience in an actual or designed 
environment; to do so, the use of visual simulations with a 
high level of realism is generally adopted. The same high 
degree of scenario realism is generally not necessary in the 
mobility field focusing on driving performance. Rather, the 
simulator fidelity seems to play a major role in this case. This 
difference of outcomes relies on assessing driving as a ‘task’ 
and of driving as an ‘environmental experience’ in motion. 
This change of perspective is enough to shift the need from a 
low to a high LOD, a consideration confirmed by our research. 
As usual, correctly posing and framing the research question is 
crucial to choosing the proper tool and achieving reliable 
results. Undoubtedly, to build up an interdisciplinary 
ontological framework as an efficient reference for speeding 
up a proper simulation process, a shared effort of researchers 
is needed. Starting from the goal of the investigation might be 
a smart way to organize the framework.  

Our research contributes to the analysis of drivers’ reactions 
for in-vitro testing via simulations. The goal is to understand 
how to make the simulation process outcomes reliable, 
adopting solutions that are the most time and cost-effective as 
possible. The number of data collected for this study enabled 
us to assess people’s reactions from different perspectives, i.e., 
by analyzing vehicular and physio/psychological data. By 
varying the LOD of the scenario during this experimental 
phase, the variety of collected data and their combined 
analysis enabled us to investigate the driver’s emotional 
reactions, for each of the four LODs, during and after the 
assigned task. To note that the psychological fidelity of the 
simulation in relation to the actual context has been the 
objective of a previous study by the authors [18]. 

The data analysis highlights how some of them differ 
according to the LOD of the virtual scenario. Vehicular and 
Skin Conductance data, which represent human behavior in 
performing the driving task, highlight a slight difference 
according to the LODs. Vehicle trajectory (RoadDist) and 
speed data keep a high correlation value, i.e. they are barely 
affected by LODs, whereas Skin Conductance and the gas 
pedal activity do not, i.e. they are more affected by LODs. In 
addition, the FindSpot analysis showed how the differences in 
all measures are quite spread out along the road, and common 
trends are identified only in specific segments, e.g. curvilinear 
vs rectilinear segments. It is also worth noting that collected 
data intrinsically differ in their trends from measure to 
measure. Vehicle trajectory and speed smoothly change 
according to the road geometry, whereas the other data present 
different trends: Skin Conductance quickly increases and then 
decreases as a reaction to external events, such as a curve, 
whereas the gas pedal is continuously moved to keep the 
desired speed. Consequently, trajectory and speed data seem 
to be more affected by the road geometry than the LODs of 
the virtual scenario. Further investigations should clarify if 
these measures are affected by interacting effects of 
circulation, like pedestrians or other vehicles.  

The data collected with the eye-tracker system show a 
similar mixed pattern. The gaze position data along the whole 
path are more sensitive to the road geometry than to the 
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LODs; the driver looks at the center of the road in the 
rectilinear segments, whereas the gaze anticipates the direction 
of the curves in the curvilinear segments. Despite this, the 
gaze position in curvilinear segments shows different trends 
across the LODs. In particular, in LOD0 the only reference to 
accomplish the driving task is the road; hence, the drivers look 
for more reference points within the environment to set the 
vehicle trajectory. By increasing the LOD the presence of the 
buildings’ facades facilitates the trajectory setting, and 
consequently, the number of focus points is drastically 
reduced. Conversely, buildings’ facades become a visual 
attractor along with the rectilinear segments, where the drivers 
tend to look also at them instead of solely focusing on the 
center of the road, as in LOD0. The analysis of the pupil 
diameters showed that higher LODs better engaged 
participants. Hence, visual attention increases with the 
increasing complexity of the scenario since pupil diameter is 
related to visual attention [69].  

Likewise, the subjective assessment reveals a complex 
picture. The three components of emotions experienced while 
driving, namely pleasure, arousal, and dominance, do not vary 
across the LODs. In the same vein, explicit evaluation of the 
realism of the driving sensation and the adequacy of the 
scenario to perform the assigned task remain the same, 
regardless of the LODs. However, when asked to assess the 
overall driving experience, participants prefer higher LODs. 
These data suggest that the influence of LODs on subjective 
measures is not significant when investigating aspects more 
closely related to the driving task. A possible explanation for 
the significant effect of LODs on the general evaluation of the 
driving experience lies in its broader meaning. Unlike 
previous measures, it is less focused on a specific feature of 
the driving task and implies a more general reflection on the 
environmental interaction. Such a consideration relies on a 
comparison among different literature traditions investigating 
the person-environment relationship. On the one side, studies 
on restorative environments showed that increased realism in 
the same VR scenario elicited more positive emotions [57]. 
Other studies with a similar psychological approach did not 
specifically investigate the issue of realism, still, they 
demonstrated that 3D VR simulations can more positively 
impact affect than 360° videos of the same environment [80], 
[81]. A common trait of such studies, which is widely spread 
in psychology methods, concerns the instructions given to the 
participants, who are invited to observe the surroundings 
sitting or freely wandering in the area (when the experimental 
setting allows them in doing so). As the focus of the 
investigation is the general experience in the environment, no 
specific assignments are traditionally foreseen, and the 
participants loiter for a certain amount of time in the simulated 
environment. A similar methodological approach can be 
observed in urban planning when VR technologies are often 
used to present design solutions to citizens. In these 
circumstances, participants are generally invited to explore an 
area to get an idea of how it will look like. They generally 
have different degrees of autonomy (e.g. free exploration 
simulating a walk in the area, free exploration with digital 

shortcuts such as teleportation, pre-determined exploration 
paths with free movement of head or torso for visual 
examination), yet, the procedure asks to physically and 
visually explore the environment without providing specific 
predefined goals (e.g. [82], [83]). On the other side, most 
studies about driving simulation provide specific tasks 
requiring to drive from one point to the other, focusing on the 
driving performance rather than on the global environmental 
experience [84]. As the main goal in this field lies in 
investigating the actual driving behavior, the environment is 
conceived as a means for reaching a purpose: participants have 
an instrumental relationship with the simulated environment, 
which is in addition mediated by the simulated car [85]–[87]. 
We argue that such a difference in the experimental procedure, 
namely a leisurely versus a task-driven environmental 
interaction, and the object of investigation, that is, the 
environmental experience versus the task experience and the 
performance, might affect the importance of the scenario 
realism. According to the literature, scenario realism seems 
relevant when scholars investigate the environmental 
experience as a whole during carefree interactions, whilst its 
importance decreases when studying the performance or the 
training effectiveness related to a certain task carried out in the 
environment. In the latter case, a more relevant role of 
simulator fidelity over scenario realism is to be considered. 
This stance is consistent with studies on avatars, which 
showed how a higher degree of control on the movements of 
the avatar when performing physical tasks in a simulated 
environment is associated with an improved sense of 
embodiment [88], [89], that includes spatial, motor and 
affective factors [90]. Although the relationship that a person 
establishes with an avatar and with a simulated vehicle entails 
many differences, such studies pave the way for integrating 
the knowledge on this issue and deepening the relationship 
between scenario realism and simulator fidelity in affecting 
the subjective experience in simulated environments. This 
would offer new insights in understanding the role of 
simulations with different means of transportation and the 
relevance of including avatars in some circumstances.  

VII. CONCLUSION
The current article investigates people’s behavioral and 

emotional reactions during a driving task in a simulated urban 
environment, comparing four different LODs. The results 
showed that vehicle trajectory and speed appear to be more 
influenced by road geometry, whereas Skin Conductance and 
the gas pedal activity are more sensitive to LODs. Gaze 
position is differently affected by LODs in curvilinear 
segments, where higher LODs offer more reference points 
requiring less visual exploration, and rectilinear segments, 
where the richer environment calls for more exploration. Pupil 
diameter increases with higher LODs, suggesting increased 
attention. The number of fixations is not affected by LODs, 
whereas their duration only decreases for LOD3. Subjective 
evaluation of the emotions experienced while driving does not 
vary across the LODs. The experimental investigation 
suggests that the LODs’ influence is lower than hypothesized 
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for many variables, and in some cases, it arises according to 
the geometry of the road.  

The comparison of these results with previous studies from 
the mobility field and other disciplinary sectors emphasizes 
that the importance of LOD cannot be considered per se but is 
related to the experimental design and the objective of the 
investigation. Depending on the specific simulation goals, the 
relevance of the scenario, simulator, or even avatar might play 
different roles. Such conclusions are a first attempt to connect 
different research traditions, which will require better 
deepening the interaction among the observed variables, for 
instance, including as experimental variable the simulator 
fidelity together with the scenario LODs. In addition, some 
limitations are worth mentioning, as they can affect the results. 
The study investigated a specific type of urban and social 
context, with a limited number of participants who are quite 
homogeneous in socio-demographical terms. In these regards, 
future works applying the same methodology should deal with 
different variables for the sake of direct comparison: different 
types of driving simulators (low and high quality); urban typo-
morphological patterns (e.g. compact, historical) and 
landscape environments (e.g. rural, industrial) and relative 
roads’ infrastructures; environmental conditions (e.g. sunny, 
foggy as well as the presence of people, cars, and so on); 
means of transportation (e.g. bike, walk); sample of drivers 
(e.g. people with a wider range of ages from young to older 
people). These types of variables, i.e. related to the context 
and its fruition, would contribute to a more exhaustive 
framework for informing the analysis via simulation of 
people’s emotional and behavioral reactions in motion. This 
would be a useful reference for choosing the proper 
instruments out of the simulation toolkit according to the 
specific goal in order to achieve reliable scientific outcomes. 
Indeed, a reference for setting up or evaluating simulations is 
essential, even if specific decisions should be made according 
to the specific research goals, the contextual case with its 
peculiarities, and the available resources.  
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