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Abstract—The dual-function radar communication (DFRC) is
an essential technology in Internet of Vehicles (IoV). Consider
that the road-side unit (RSU) employs the DFRC signals to sense
the vehicles’ position state information (PSI), and communicates
with the vehicles based on PSI. The objective of this paper is to
minimize the maximum communication delay among all vehicles
by considering the estimation accuracy constraint of the vehicles’
PSI and the transmit power constraint of RSU. By leveraging
convex optimization theory, two iterative power allocation algo-
rithms are proposed with different complexities and applicable
scenarios. Simulation results indicate that the proposed power
allocation algorithm converges and can significantly reduce the
maximum transmit delay among vehicles compared with other
schemes.

Index Terms—Internet of Vehicles, dual-function radar com-
munication, power allocation

I. INTRODUCTION

Internet of Vehicles (IoV) has recently attracted the atten-

tion of many researches as a typical application scenario of

ultra-reliable low-latency communications (uRLLC) in next

generation (NG) communications [1]. The aim of IoV is

to improve the transmit rate and simultaneously reduce the

transmit delay [2]–[5]. The main methods to achieve this aim

can be classified into two categories: traditional methods such

as convex optimization [6]–[8] and intelligent methods such

as machine learning [9]–[11].

In order to maximize the downlink beam gain, the vehicle

needs to upload its position state information (PSI) periodi-

cally, which results in significant uplink overhead. However,

by combining the radar and communication [12]–[14], the road

side unit (RSU) can sense vehicles’ PSI and simultaneously

transmit information to vehicles, which effectively cuts the

uplink system overhead. The current literature shows that

two different ways can be employed to combine the radar

and communication [15]. One way is the primary collabora-

tion between radar system and communication system [16].

However, with the increasing communication frequency, the

bands of radar and communication may be overlapped, which

may cause severe interference. Therefore, the other way is

to integrate radar and communication functions into the same

hardware and spectral resources, i.e., dual-function radar com-

munication (DFRC) [17].

P. Gao, L. Zhao and K. Zheng are with Intelligent Computing and
Communications Lab, Beijing University of Posts and Telecommunica-
tions (BUPT), Beijing, 100876, China (e-mail: gaopengzun@bupt.edu.cn; z-
long@bupt.edu.cn; zkan@bupt.edu.cn).

P. Fan is with the Information Coding and Transmission Key Lab of Sichuan
Province, CSNMT Int. Coop. Res. Centre (MoST), Southwest Jiaotong
University (SWJTU), Sichuan, 611756, China (e-mail: pzfan@swjtu.edu.cn).

When the DFRC is employed for sensing and communica-

tion in IoV systems, the maximum rate optimization problem

has been studied by taking into account the communication

power constraints [18]. While the sensing accuracy has been

not taken into full account, which significantly deteriorates the

communication performance. Moreover, the sensing accuracy

optimization problem has been studied by considering the

communication rate and power constraints, however ignoring

the main metric of IoV, i.e., transmit delay [19]. In this

paper, in order to minimize the maximum communication

delay among vehicles in the DFRC systems, the vehicles’ PSI

constraints as well as the transmit power constraint of RSU are

taken into account. By problem analysis and transformation,

two efficient algorithms are proposed with different compu-

tational complexities and applicable conditions. According to

the simulation results, the proposed algorithms can achieve

microsecond-level latency, meeting the latency requirements

of NG communications [20].

II. SYSTEM MODEL AND PROBLEM FORMULATION

As depicted in Fig. 1, a millimeter wave (mmWave) RSU

equipping with Nt transmit antennas and Nr receive antennas

transmits DFRC signals to K Nv-antenna vehicles. Both

the RSU and vehicles adopt uniform linear arrays (ULA),

and the antenna spacing of which is assumed to be half-

wavelength. Denote TCR as the maximum time duration of

interest, and TCR is divided into several time-slots, i.e., ∆T .

Denote xi = [θk,i, dk,i, vk,i, βk,i]
T

as the kth vehicle’s PSI at

the ith time-slot, where θk,i, dk,i, vk,i and βk,i are the angle

of departure (AoD) of the signal from the RSU to the kth

vehicle, the distance between the RSU and the kth vehicle, the

velocity and the radar channel coefficient of the kth vehicle

(contains the large-scale fading factor and the radar cross-

section (RCS)), respectively. We assume that the vehicle’s PSI
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Fig. 1. Illustration of DFRC system in IoV.
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remains constant during ∆T , and relates between adjacent

time-slots. Based on the estimated vehicles’ PSI at previous

time-slots and current time-slot, the transmit power at the

current time-slot should be allocated in order to optimize the

transmit delay among vehicles.

A. Signal Model

1) Transmission signal model: The RSU simultaneously

transmits K symbols to K vehicles, which can be written

as

si (t) = [s1,i (t) , s2,i (t) , · · · , sK,i (t)]
T ∈ C

K×1, (1)

where |sk,i (t)| = 1.

Assuming that uk,i represents the transmit precoder for the

kth vehicle, the transmit signal fi (t) of the RSU can be given

by

fi (t) =

K
∑

k=1

uk,isk,i (t) . (2)

2) Received communication signal model: Denote φk,i as

the angle of arrival (AoA) of the signal from the RSU to the

kth vehicle. And assuming that the ULA of the RSU is parallel

to the straight road, we have θk,i = φk,i. Then, the transmit

and receive steering vectors can be respectively written as [21]

a (θk,i) =

√

1

Nt

[

1, e−jπ cos θk,i , · · · , e−j(Nt−1)π cos θk,i

]T

,

(3)

v (θk,i) =

√

1

Nv

[

1, e−jπ cos θk,i , · · · , e−j(Nv−1)π cos θk,i

]T

.

(4)

Moreover, the Doppler Shift can be assumed as ςk,i =
vk,i cos (θk,i) fc/c, where fc and c represent the carrier fre-

quency and the speed of light, respectively. Therefore, the

channel matrix between the RSU and the kth vehicle can be

expressed as

HC (θk,i) = αk,ie
j2πςk,itv (θk,i)a

H (θk,i) , (5)

where αk,i = α̃d−1
k,ie

j
2πfc

c
dk,i is the large-scale fading factor

and α̃ is a constant [19].

On one hand, we employ the matched filter (MF) precoder

and detector, i.e., the transmit precoder uk,i = a

(

θ̂k,i|i−1

)

and the detector wk,i = v

(

θ̂k,i|i−2

)

, where θ̂k,i|i−1

(θ̂k,i|i−2 ) represents the one-slot (two-slots) prediction of

angle parameter. On the other hand, by considering the channel

hardening effect and asymptotic channel orthogonality of

mMIMO system [22], i.e.,
∣

∣a
H (θ)a (φ)

∣

∣→ 0, ∀θ 6= φ,Nt → ∞. (6)

The received communication signal at the kth vehicle can be

then written as

rC
k,i (t) = κ

√
pk,iw

H
k,iHC (θk,i)uk,isk,i (t) + zC (t) , (7)

where κ =
√
NtNv is the array gain factor, pk,i represents the

transmit power for the kth vehicle, and zC (t) ∼ CN
(

0, σ2
C

)

is the complex Gaussian noise [19], [23].

3) Received radar signal model: Denote b (θk,i) ∈ CNr×1

as the receive steering vector, which is similar to a (θk,i), and

the round trip channel matrix between the RSU and the kth

vehicle can be expressed as

HR (θk,i) = βk,ie
j2πµk,itb (θk,i)a

H (θk,i) , (8)

where µk,i = 2vk,i cos (θk,i) fc/c is the Doppler Shift.

According to (6) and (8), the received radar signal of the

RSU reflected by the kth vehicle can be given by

r
R
k,i (t) = κ̃

√
pk,iHR (θk,i)uk,isk,i (t− τk,i) + zk,i (t) , (9)

where κ̃ =
√
NtNr is the array gain factor, τk,i = 2dk,i/c

represents the delay between echo signal and transmit signal,

and zk,i (t) ∼ CN
(

0, σ2
R1Nr

)

denotes the complex Gaussian

noise [19], [23].

B. Problem Formulation

According to (7) and assuming that the system bandwidth

is B, the transmit rate of the kth vehicle can be given by

Rk,i = B log2

[

1 +
pk,iκ

2

σ2
c

∣

∣w
H
k,iHC (θk,i)uk,i

∣

∣

2
]

, (10)

therefore, the transmit delay of the kth vehicle can be ex-

pressed as

Tk,i =
Dk,i

Rk,i

, (11)

where Dk,i is the size of the delay-sensitive information for

the kth vehicle [24].

Limited by the total transmit power PM of the RSU and the

maximum tolerant delay Td, the objective of this paper is to

minimize the maximum transmit delay among K vehicles in

each time-slot while guaranteeing the estimation accuracy of

vehicles’ PSI, i.e., the optimization problem can be formulated

as

P1 : min
pk,i

max
k

Tk,i (12)

s.t. PCRB (θk,i) 6 ξθ, ∀k, (13)

PCRB (dk,i) 6 ξd, ∀k, (14)

Tk,i 6 min {∆T , Td} , ∀k, (15)

K
∑

k=1

pk,i 6 PM, (16)

where PCRB (θk,i) and PCRB (dk,i) are the Cramer-Rao

Bounds with Prior knowledge (PCRBs) of the angle and

distance between the kth vehicle and RSU, respectively; ξθ and

ξd are the thresholds for PCRB (θk,i) and PCRB (dk,i), respec-

tively. Generally, it is reasonable to only consider PCRB (θk,i)
and PCRB (dk,i) as PSI constraints, because the velocity and

RCS of the kth vehicle can be calculated by θk,i and dk,i.

III. POWER ALLOCATION FOR MIN-MAX LATENCY

A. Problem Analysis

PCRB is usually used to measure the positioning accuracy

of radar systems in IoV, which is defined as the reciprocal of

the Fisher matrix J = Jo+Jp [25], [26], where Jo and Jp
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represent the observed Fisher information and the prior Fisher

information, respectively [27]. Therefore, in light of [19],

assuming that Λ represents the diagonal matrix formed by

the eigenvalues of J
−1/2
p JoJ

−H/2
p , the PCRB matrix can be

given by

C = Jp(pk,iΛ+ I)
−1

J
H
p = J

−1 ∈ C
4×4. (17)

Whereas, the first two elements on the diagonal of PCRB

matrix represent the PCRBs for the angle and distance, which

can be respectively expressed as

PCRB (θk,i) = c11 =

4
∑

m=1

|b1m|2
pk,iλm,k,i + 1

, (18)

PCRB (dk,i) = c22 =
4
∑

m=1

|b2m|2
pk,iλm,k,i + 1

, (19)

where cij and bij denote the (i, j) elements of C and Jp,

respectively; λm,k,i (m = 1, 2, 3, 4) are the eigenvalues of Λ.

B. Problem Transformation

Based on (18) and (19), the formulated problem P1 can be

transformed into

P2 : min
pk,i

max
k

Tk,i (20)

s.t.

4
∑

m=1

|b1m|2
pk,iλm,k,i + 1

6 ξθ, ∀k, (21)

4
∑

m=1

|b2m|2
pk,iλm,k,i + 1

6 ξd, ∀k, (22)

Tk,i 6 min {∆T, Td} , ∀k, (23)

K
∑

k=1

pk,i 6 PM. (24)

Because both the PCRB (θk,i) and PCRB (dk,i) are monoton-

ically decreasing functions of pk,i, the lower bound pm exists

based on (21) and (22). However, it is hard to obtain the

closed-form of pm. Therefore, to solve the above problem,

we first relax the constrains (21) and (22) into

4
∑

m=1

|b1m|2
pk,iλm,k,i

6 ξθ, ∀k, (25)

4
∑

m=1

|b2m|2
pk,iλm,k,i

6 ξd, ∀k. (26)

To simplify the expressions, we define

Ak,i = (Dk,i/B) ln 2, and (27)

Bk,i =
∣

∣κwH
k,iHC (θk,i)uk,i

∣

∣

2
/

σ2
C. (28)

Then, the optimization objective can be rewritten into

Tk,i = Ak,i/ln (1 + Bk,ipk,i), (29)

and the optimization problem P2 can be further simplified into

P3 : min
pk,i

max
k

Ak,i

ln (1 + Bk,ipk,i)
(30)

s.t. pk,i > max {pR, pθ, pd} , pm,k, ∀k, (31)

K
∑

k=1

pk,i 6 PM, (32)

where

pR = [exp (Ak,i/min {∆T, Td})− 1]/Bk,i, (33)

pθ = (1/ξθ)

4
∑

m=1

(

|b1m|2
/

λm,k,i

)

, (34)

pd = (1/ξd)

4
∑

m=1

(

|b2m|2
/

λm,k,i

)

. (35)

C. Low-complexity Power Allocation to P3

Observed from (31)-(35), if
∑K

k=1 pm,k > PM, the op-

timization problem P3 has no solution. Therefore, we next

only consider to the cases where a solution can be found to

the optimization problem. Before solving the optimal power

allocation scheme for the RSU, we first introduce the following

proposition.

Proposition 1: Whether for the original optimization prob-

lem P1, or for the simplified optimization problem P3, all the

vehicles should have the same transmit delay, i.e.,

Tk,i =
Ak,i

ln (1 + Bk,ipk,i)
, T, ∀k. (36)

Proof: We prove Proposition 1 by contradiction. Accord-

ing to the optimal power allocation, the transmit delay should

satisfy

Ta,i (pa,i) > Tk,i (pk,i) > Tb,i (pb,i), k 6= a, b. (37)

Based on (29), the transmit delay Ta,i (·) and Tb,i (·) are

monotonically decreasing functions. Therefore there should

exist ∆p ∈ (0, pb,i − pm) satisfying that

Ta,i (pa,i) > Ta,i (pa,i +∆p)

= Tb,i (pb,i −∆p) > Tb,i (pb,i). (38)

Then, we can define the new power allocation p̃a,i = pa,i +
∆p, p̃b,i = pb,i−∆p, p̃k,i = pk,i(k 6= a, b), then the maximum

transmit delay decreases, which contradicts to the min-max

criterion. Therefore, all the vehicles should have the same

transmit delay, which is denoted as T .

Based on Proposition 1, the optimal power allocation

scheme of the RSU can be written as

p∗k,i =
1

Bk,i

[

exp

(Ak,i

T

)

− 1

]

. (39)

Due to the monotonically decreasing property, to minimize the

maximum transmit delay among all vehicles, we should have

K
∑

k=1

pk,i = PM. (40)
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Substituting (39) into (40), we can obtain

K
∑

k=1

1

Bk,i

[

exp

(Ak,i

T

)

− 1

]

= PM. (41)

In terms of (41) and the required information size Dk,i for

different vehicles, the optimal power allocation p∗k,i in (39)

can be discussed in two cases.

• Case 1 (Dk,i = D). When the size of information Dk,i

is the same for all vehicles, we have Ak,i = A based on

(27). Then, based on (41), we have

T = A







ln



1 + PM

(

K
∑

k=1

1

Bk,i

)−1










−1

. (42)

Substituting (42) into (39) results in the optimal power

allocation, i.e.,

p∗k,i = PM

(

Bk,i

K
∑

k=1

1

Bk,i

)−1

. (43)

• Case 2 (Dk,i 6= D). When the size of information Dk,i

is different for all vehicles, we have Ak,i 6= A based on

(27). In order to minimize the maximum transmit delay

among vehicles, the power allocation of the RSU can be

obtained by designed Alg. 1 based on bi-section search.

The complexity of Alg. 1 contains two parts, namely a

sorting algorithm (line 2) and a loop (line 3). The sorting

algorithm has a complexity of O (K). On the other hand,

upon denoting the number of iterations by T and noting

that

(

max
k

{Dk,i/Rk,i} −min
k

{Dk,i/Rk,i}
)

/

2T ≤ εT

is a sufficient condition for the loop to stop based on the

termination condition TU − TL ≤ εT, the complexity of

Alg. 1 can be formulated as

O (max {K, log2 (Mt/εT)}) ,
Mt = max

k
{Dk,i/Rk,i} −min

k
{Dk,i/Rk,i} . (44)

D. Optimal Power Allocation to P1

The optimal power allocation p∗k,i in Section III-C is ob-

tained by relaxing the constrains (21)-(22), therefore it may not

be the optimal solution for the original problem P1. To further

improve the system performance, we design Alg. 2, based on

Alg. 1 for optimal power allocation, but not a closed-formed

expression. Based on Proposition 1, we can know that the

transmit delay should be equal among all K vehicles. On the

other hand, Tk,i is a monotonically decreasing function with

respect to pk,i. Therefore, we can increase the power for the

vehicle with maximum transmit delay, and correspondingly

reduce the same power for the vehicle with the minimum

transmit delay, until the delay difference among vehicles

vanishes. Based on above discussion, Alg. 2 is proposed to

achieve the optimal solution p◦k,i for the original problem,

where line 7 is used to avoid the ping-pong phenomenon

among the vehicles with maximum and minimum transmit

delays. Similar to Alg. 1, the complexity of Alg. 2 is also

determined by two components, a loop (line 3) and a sort

Algorithm 1 : Delay Iterative Optimization Algorithm

1: Initialize the threshold εT and pk,i =
1
K
PM.

2: Calculate Tk,i based on (11) and compute TL =
min {Tk,i} , TU = max {Tk,i} , ∀k.

3: while TU − TL > εT do

4: Let T = 1
2 (TL + TU).

5: If
∑K

k=1
1

Bk,i

[

exp
(

Ak,i

T0

)

− 1
]

> PM, let TL = T ; Else

TU = T .

6: end while

7: Output p∗k,i according to (39).

Algorithm 2 : Complementary Iterative Algorithm

1: Initialize the threshold εp, ∆p and pk,i =
1
K
PM.

2: Calculate Tk,i based on (11).

3: while ∆p > εp do

4: Let k̃M = argmax
k

{Tk,i} and k̃m = argmin
k

{Tk,i}.

5: Let pk̃M,i = pk̃M,i +∆p and pk̃m,i
= pk̃m,i

−∆p.

6: Calculate Tk̃M,i and Tk̃m,i
based on (11).

7: If Tk̃M,i < Tk̃m,i
, let pk̃M,i = pk̃M,i−∆p, pk̃m,i

= pk̃m,i
+

∆p and ∆p = ∆p/2.

8: end while

9: Output p◦k,i = pk,i.

algorithm (line 4). Hence, we can express the total complexity

of Alg. 2 as O (K × log2 (∆p/εp)), which is more complex

than Alg. 1. Therefore, we only adopt Alg. 2 when Alg. 1

is unavailable in the low transmit power at the RSU. In the

simulation sections, we will discuss the applicable conditions

of Alg.1 and Alg. 2 in details.

IV. SIMULATION RESULTS AND DISCUSSIONS

A. Parameter Setup

In the simulation, the default parameters are given as

follows. The distance between the RSU and the center of

the road is H = 4 m. The carrier frequency of the signal,

the system bandwidth and the slot interval are fc = 30 GHz,

B = 400 MHz and ∆T = 0.01 s, respectively. The noise

power at the RSU and vehicles are σ2
R = σ2

C = 0.0025.

B. Transmit Delay Results

Fig. 2 illustrates the transmit delay versus the number

of iterations for the Alg. 1. When the number of iterations

increases, the lower bound TL increases and the upper bound

TU decreases, and they rapidly converge to a constant, which

demonstrates the convergence of Alg. 1. On the other hand,

the dashed lines in Fig. 4 show the transmit delay versus the

number of vehicles for Alg. 1. With the increasing number

of vehicles, the convergence value of Alg. 1 increases slowly,

because the amount of power allocated to each vehicle de-

creases.



5

0 2 4 6 8 10 120.14

0.15

0.16

0.17

0.18

0.19

0.20
Tr

an
sm

it 
de

la
y 

(m
s)

Iteration number

    TU      T       TL 
    

K = 10, PM = 42 dBm
Nt =  Nv = 32

Fig. 2. Convergence of Alg. 1.

9 12 18 24 30 36 42 48
0.14

0.16

0.18

0.20

0.22

0.24

0.26

Nt = Nv = 32

M
ax

im
um

 d
el

ay
 (m

s)

Maximum transmit power (dBm)

 K = 3  K = 4  K = 5
       EPA
       Alg.1
       Alg.2
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The maximum delay versus the maximum transmit power is

illustrated in Fig. 3. With low transmit power at the RSU, there

may be no solution for the formulated problem based on Alg.

1; however Alg. 2 can still obtain the optimal power allocation

to minimize the maximum delay. When the maximum transmit

power becomes high, the relaxing operation in constrains

(21)-(22) can be omitted for Alg. 1, however it becomes fatal

for Alg. 1 under the limited transmit power. Furthermore, with

the increasing number of vehicles, the applicable power thresh-

old of Alg. 1 increases because the allocated power of each

vehicle decreases. Moreover, both the proposed algorithms

outperform the equal power allocation (EPA) scheme [28] due

to the reasonable power allocation among vehicles.

Fig. 4 demonstrates both the transmit power boundary

between Alg. 1 and Alg. 2 and the maximum delay versus

the number of vehicles. Compared with Fig. 3, the solid

line with square symbol in Fig. 4 further illustrates the

minimum transmit power requirement for Alg. 1. With the

increasing number of vehicles, the transmit power boundary

tends to increase because the increasing vehicles require more

power to guarantee the minimum performance requirements.

In addition, the two dashed lines in Fig. 4 show an upward

trend and the gap between the two dashed lines increases

with the increasing number of vehicles. The increasing gap

indicates that larger gain could be achieved by our proposed

algorithms compared with EPA.
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Fig. 5 plots the maximum delay versus the number of

vehicles. With the increasing number of antennas, the transmit

delay decreases, for a given number of vehicles. On the other

hand, increasing the number of transmit antennas is more

effective to reduce the transmit delay than increasing the

number of receive antennas, which can be observed by the red

lines with triangles and the blue lines with circles. The main

reason is that the receive beams are calculated by the predicted

angles of two-slot, while the transmit beams only need the

predicted angles of one-slot, which results in a smaller error.

V. CONCLUSIONS

The DFRC signal could cut the uplink communication

overhead and effectively reduce the signal transmit delay

in IoV. This paper proposed a scheme for transmit power

allocation at the RSU to minimize the maximum transmit delay

among vehicles, taking into account the PSI constraints. After

problem analysis and transformation, two iterative algorithms
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were proposed with different computational complexities and

transmit power levels. Simulation results indicated that the

proposed algorithms could significantly reduce the maximum

transmit delay among vehicles. And increasing the number

of RSU transmit antennas was more effective than increasing

the number of vehicle’s receive antennas. DFRC-based power

allocation for minimizing communication transmit delay is

an exciting and emerging area of research. While this pa-

per mainly focuses on integrating radar and communication

functions for straight-line road scenario due to the page limit,

future research challenges and directions still need to be

explored, such as the optimization problems of full-duplex

DFRC, and unmanned aerial vehicles (UAVs) aided DFRC.
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