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A Nonlinear Car-following Controller Design
Inspired By Human-driving Behaviors to Increase

Comfort and Enhance Safety
Wubing B. Qin

Abstract—This paper investigates the car-following problem
and proposes a nonlinear controller that considers driving
comfort, safety concerns, steady-state response and transient
response. This controller is designed based on the demands of
lower cost, faster response, increased comfort, enhanced safety
and elevated extendability from the automotive industry. Design
insights and intuitions are provided in detail. Also, theoretical
analysis are performed on plant stability, string stability and
tracking performance of the closed-loop system. Conditions and
guidelines are provided on the selection of control parameters.
Comprehensive simulations are conducted to demonstrate the
efficacy of the proposed controller in different driving scenarios.

Index Terms—longitudinal control, car-following, collision-free,
transient response, steady-state response

I. INTRODUCTION

Recent decades have witnessed a growing interest in vehicle
automation in academia and industry due to its potential in
improving safety, mobility, fuel economy, and traffic through-
put [1]–[5]. Vehicle automation involves implementation of
many advanced driving features that can be categorized into
longitudinal features, lateral features, side features and aux-
iliary features. These features have various levels of auton-
omy [6], from advanced driver assistant systems (ADAS)
to autonomous vehicles (AVs), and eventually to connected
automated vehicles (CAVs). Among the longitudinal features,
longitudinal controller [7] for the car-following problem is the
most important and has been studied extensively worldwide.

The early development on longitudinal controllers dates
back to the 1960s [8]–[14]. Thereafter, different techniques
are applied to the development of sensor-based control, of-
ten referred to as adaptive cruise control (ACC) [15]–[19].
From the beginning of this century, the booming wireless
communication technology has fostered the development of
communication-enhanced control techniques, which utilize
vehicle-to-everything (V2X) communication to supplement the
information that is not accessible to onboard sensors. These
techniques include cooperative adaptive cruise control (CACC)
[20]–[25] and connected cruise control (CCC) [26], [27],
which have been demonstrated to perform well in experiments.

Concurrently, the automotive industry is dedicated to the
practical deployment of these advanced driving features onto
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production vehicles. As a result, AVs are easily overloaded
with tens of tasks, such as ACC, lane centering (LC), forward
collision avoidance (FCA), evasive steering assist (ESA), etc.
These algorithms are implemented on middleware modules
that bind the upper-level planning/decision-making modules
with the lower-level actuator control modules. For cost reduc-
tion, middleware modules on production vehicles are usually
affordable but less powerful micro-controllers. Therefore, the
automotive industry sets extremely high requirements on lon-
gitudinal controller for level-2-plus (L2+) vehicles.

The first requirement is that the controller must be com-
putationally inexpensive and implementable on middleware
modules. Many existing longitudinal controllers require on-
line optimization [28]–[32] such as model predictive control
(MPC), dynamic programming, etc. To make this type of
controllers fit middleware platforms in real-time implemen-
tations, it is a common practice to shorten prediction horizon,
downgrade numerical precision, and linearize models. The
resulting performance degradation hinders the deployment of
online optimization technique on production vehicles.

The second requirement is that the longitudinal controller
must take driving comfort and safety into consideration. On
the one hand, in a dynamic traffic environment, the controller
must ensure natural behaviors (i.e., reasonable acceleration
and jerk) of the ego vehicle when scenario changes due to
cut-in, cut-out, merging, splitting, etc. On the other hand,
the ego vehicle must be able to avoid imminent collisions.
Although optimization-based control algorithms can include
these aspects as constraints, solving constrained optimal con-
trol problem is beyond the capability of middleware modules.
Whereas, it is rather difficult to consider driving comfort in
other control techniques, such as LQR, gain scheduling, etc.

The third requirement is that the controller must be main-
tainable and extendable. Due to the fact that most longitudinal
controllers in literature cannot meet the aforementioned re-
quirements, currently the automotive industry utilizes another
control technique on level-1 (L1) or level-2 (L2) vehicles,
that is, lookup tables (LUTs). However, its major issue in
maintainability and extendability hinders its deployment onto
L2+ vehicles because of the following reasons. To characterize
scenario-dependent actions, the state space is partitioned into
small regions to form a multi-dimensional LUT, which de-
pends on range, range rate, desired time headway, ego vehicle
speed, etc. This easily leads to explosion in the number of
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tuning parameters. For example, to obtain a coarse LUT,
thousands of parameters need to be determined in field exper-
iments. Due to this cumbersome tuning process, these LUTs
are then fixed as the baseline design that cannot be changed
thereafter. The common solution to resolve issues identified
afterwards is to overlay patches, which makes the algorithm
unmaintainable. Consequently, LUT-based algorithms are not
extendable for increased level of automation.

In this paper, we investigate the car-following problem
and attempt to design a longitudinal controller to meet the
requirements of the automotive industry for L2+ vehicles.
Due to the computational limitations, we reinvestigate the
widely-used linear controller [33]–[40], and reaffirmed its ef-
fectiveness and stability performance around the uniform flow
equilibrium. However, the lack of consideration on transient
response generates unnatural driving behaviors and deteri-
orates driving comfort. Therefore, we propose a nonlinear
controller by extending this linear controller in the following
way: 1) we ensure the topological equivalence between the
linear controller and the proposed nonlinear controller around
the uniform flow equilibrium; 2) we improve driving comfort
in transient phase by applying closed-form nonlinear functions
to mimic human-driving behaviors; 3) we add a feedforward
term to avoid collisions in safety-concerned scenarios. The
proposed controller is computationally cheap with increased
comfort, enhanced safety, and elevated extendibility.

The major contributions are as follows. Firstly, transient
response is included and can be guaranteed in the design, while
the existing controllers typically leave the task of ensuring
transient response to planning algorithms. Thus, the proposed
controller has much similar behaviors to human drivers while
approaching the desired uniform flow equilibrium when the
initial speed error or range error is large. Secondly, it has
enhanced safety in two aspects. On the one hand, in safety-
concerned scenarios imminent collisions will be avoided by the
feedforward term in the design. On the other hand, due to the
deliberate design of transient response, the proposed controller
will not overreact in case of temporary failures/malfunctions.
For example, there is a common problem that perception algo-
rithm may detect non-existing “ghost” vehicles, or misclassify
far-away stationary objects (trees, traffic signs, etc.) as sta-
tionary vehicles. Although these false detections only appear
for few seconds, existing controllers typically generate harsh
brakes because of large speed difference with respect to the
“ghost” vehicle regardless of range. These unexpected harsh
brakes deteriorate driving comfort and pose a severe threat
to safety for following vehicles. In contrast, when a “ghost”
vehicle appears far away, the proposed controller may start
with coasting and then re-accelerate upon its disappearance.
The guarantee on transient response ensures that the actions
are subtle throughout this process without noticeable behav-
iors. Another major contribution is that the parametrization
of driving comfort and physical limits makes the proposed
controller extendible to more scenarios, and integrable with
upper-level algorithms for L2+ vehicles.

This paper is organized in the following way. In Section II,
we start with the preliminaries on the car-following problem,
control design objectives and dynamic models. Then we

P
v

F
v

h

Fig. 1. Car-following scenario.

propose a nonlinear controller and explain it in detail. In
Section III, we derive closed-loop nonlinear dynamics, and
analyze its stability and tracking performance. The condi-
tions on plant stability and string stability, and guidelines on
tracking performance are given on the selection of control
gains. In Section IV, we conduct simulations to validate
the proposed controller in multiple typical driving scenarios
and compare the results against those using a widely-used
controller. Finally, conclusions are drawn, and future research
directions are pointed out in Section V.

II. CONTROLLER DESIGN

In this section we start with the problem statement and
present the nonlinear controller in Section II-A. Then the
design details on the nonlinear feedback law and collision-
free feedforward law are provided in Section II-B and II-C,
respectively.

A. Problem Statement and Nonlinear Controller Design

In this paper, we consider the predecessor-follower pair
shown in Fig. 1, and start with the simplest model, that is,

ḣ = vP − vF ,

v̇F = ades ,
(1)

where vP, vF and h represent the predecessor speed, the
follower speed and the inter-vehicle distance, respectively.
Also, ades is the desired acceleration given by the car-
following controller. This model implicitly indicates that the
follower acceleration is assumed to be capable of tracking
the desired acceleration perfectly, which is non-realistic in
practice. However, for the controller we propose in this paper,
it provides insights and facilitates understanding. For more
realistic scenarios, we refer readers to Section IV-C on how to
extend the proposed controller to models with higher fidelity.

We assume that the follower can utilize either onboard
sensors or V2V communication to obtain the predecessor
speed vP, follower speed vF and inter-vehicle distance h. The
objective is to design a controller for the follower in this car-
following scenario that can generate the desired acceleration
ades based on the accessible information and other customiz-
able user preferences. This controller must meet the following
objectives:

1) The uniform flow equilibrium is stabilizable at steady
state, that is, the follower eventually equates its speed
with the predecessor while maintaining the desired dis-
tance given by the so-called range policy.

2) When the initial state is far away from the uniform flow
equilibrium, the follower must respond reasonably in the
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transient phase while approaching the predecessor and
settling down at the uniform flow equilibrium.

3) In case of emergency that is within the follower’s phys-
ical capability, the follower is able to avoid collision.

Regarding the range policy, we use the constant time-headway
policy in this paper, i.e.,

hdes = h0 + vP th , (2)

where h0 is the standstill distance, and th is the desired time-
headway. We remark that this desired distance is based on
the predecessor speed instead of the follower speed that is
widely used in literature, and the reason will be explained in
Section IV.

We propose the following controller

ades = acf + afb , (3)

that consists of a feedback term afb to guarantee reasonable
steady state response (objective 1) and transient response
(objective 2), and a feedforward term acf to avoid collision
(objective 3). By defining the errors from the desired state as

v̂ = vP − vF , ĥ = h− hdes , (4)

we design the collision-free feedforward law

acf = max

{
− v̂2 ·H(−v̂)

2 max{h− hmin, ε}
, amin

}
, (5)

where H(x) is the heaviside step function, hmin is the
minimum allowed inter-vehicle distance, ε > 0 is used to
avoid singularity, and amin < 0 is the physical minimum
acceleration. The feedback term

afb = āfb + asat · g
(
k1S
asat

)
, (6)

consists of a feedback law that ensures the follower state
evolves along a desired surface S = 0 explained below
in the transient phase, and the corresponding acceleration
āfb. Here k1 is a control gain, asat > 0 is the maximum
allowed acceleration, and g(x) denotes a wrapper function of
x satisfying the following properties:

1) It is continuously differentiable and strictly increasing
over R.

2) It is an odd function, i.e., g(x) = −g(−x) for x ∈ R.
3) It is bounded in [−1, 1], i.e., g : R→ [−1, 1].
4) Its derivative strictly decreases for x ∈ R≥0 such that

g′(0) = 1 and lim
x→+∞

g′(x) = 0.

In this paper we use the smooth wrapper function

g(x) = 2
π arctan

(
π
2x
)
, (7)

and Fig. 2(a, b) plots this function and its derivative.
Inspired by human-driving behaviors, we design the surface

Ŝ = v̂ + q

(
k2 ĥ;

acom

k2

)
, (8)

S = max{min{Ŝ, vmax − vF}, −vF} , (9)

to ensure the transient response and steady-state response,
where k2 is another control gain, acom is the comfortable ac-
celeration in the transient phase, vmax is the preset maximum
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Fig. 2. (a, b) Function g(x) and its derivative g′(x). (c, d) Function q(x)
and its derivative q′(x) for different c value when b = 0.5.

speed, and q(x; b) denotes a shaping function with a parameter
b > 0 satisfying the following properties:

1) It is continuously differentiable and strictly increasing
over R.

2) It is odd in x, i.e., q(x) = −q(−x) for x ∈ R.
3) It has a curvilinear asymptote y =

√
2 b x as x→ +∞,

i.e., lim
x→+∞

{
q(x)−

√
2 b x

}
= 0.

4) Its derivative is continuous and strictly decreasing over
R≥0 and q′(0) = 1.

Note that here we use the shorthand notation q(x) to repre-
sent q(x; b) when highlighting parameters is not necessary.
This notation will be maintained for other functions as well
throughout the paper. Henceforth, the underlying acceleration
indicated by the surface (8) is

āfb = q′
(
k2 ĥ; acomk2

)
k2v̂ , (10)

In this paper, we use the smooth shaping function

q(x; b) = g(xc )
√

2 b x g(xc ) + c2 , (11)

where c > 0 is a slackness parameter and g(x) is the wrapper
function (7). Fig. 2(c, d) shows the function and its derivative.

B. Feedback Control

To gain more insights, we start with the simple scenario
where the predecessor speed is constant (v̇P ≡ 0), but the
initial errors (v̂ and ĥ) can be either large or small. One may
refer to Section III for more details on the dynamic tracking
performance when the predecessor speed varies (v̇P 6= 0).
Also, we put aside the collision-free feedforward term in this
part to facilitate understanding.

The nonlinear feedback control law (6) aims to ensure that
the follower can adjust speed reasonably based on the errors v̂
and ĥ regardless of their magnitude. For now we neglect the
feedforward term (5), and assume that the saturation limits in
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(9) are not reached. When the errors v̂ and ĥ are small, one
may obtain the linearized controller

ades = afb = āfb + k1S , (12)

where

āfb = k2v̂ , S = v̂ + q0(ĥ) , (13)

and

q0(x) = k2x . (14)

This is equivalent to the widely-used linear feedback controller

afb = k̄1v̂ + k̄2ĥ , (15)

in the literature [2], [33]–[40], where

k̄1 = (k1 + k2) , k̄2 = k1k2 . (16)

Many other existing controllers also apply a similar technique
that utilizes a linear combination on multiple error terms. This
technique has been proven to be effective when initial errors
are small. However, in the following we show that linear
combination of error terms produces unexpected behaviors in
the car-following problem when initial errors are large.

Utilizing S and v̂ as the states, we can rewrite the closed-
loop system (1, 15) into

Ṡ = −k1S , (17)
˙̂v = −k1S − k2v̂ . (18)

by using the assumption that v̇P ≡ 0. It is easy to verify that
if k1 > 0 and k2 > 0,

S∗ = 0 , v̂∗ = 0 , (19)

is a stable equilibrium of the closed-loop system (17, 18),
which corresponds to the desired uniform flow equilibrium.
On the one hand, (17) governs the evolution of transient
response while approaching the steady-state equilibrium (19).
On the other hand, S converges to zero faster than v̂ since
S acts as an excitation input to (18). Therefore, the closed-
loop system evolves along the surface S ≈ 0 in the transient
phase, and gradually settles down to the equilibrium (19).
This observation will be verified by simulations in Section IV.
By differentiating S = 0, one can obtain the underlying
acceleration āfb (cf. (13)) in order to evolve along this surface.

Utilizing (4), we can rewrite the second term in the con-
troller (12) into

âfb := k1S = k1(vdes − vF) , (20)

where

vdes = vP + k2ĥ . (21)

This implies that the linearized controller attempts to make
the vehicle speed vF follow the desired speed vdes, which is
based on the predecessor speed and range difference against
desired value. We will show this interpretation in Section IV
with more details.

Indeed, this linearized controller (15) can achieve rea-
sonable performance when initial errors v̂ and ĥ are small
enough. However, investigating the underlying acceleration āfb

(cf. (13)) to evolve along the surface S = 0 when initial errors
are large, we observe the following unnatural behaviors:
• When the predecessor is slower (v̂ < 0), the follower will

always decelerate despite the large inter-vehicle distance
(ĥ > 0), since āfb only depends on speed difference.
Thus, a harsh brake may be generated unexpectedly in
the case of large speed difference (v̂ � 0) even when the
predecessor is far away (ĥ� 0).

• Similarly, when the predecessor is faster (v̂ > 0), the
follower will always accelerate despite the collision-
imminent inter-vehicle distance (ĥ� 0).

To resolve these issues, we investigate the natural responses
of human drivers in the following scenarios:
• When the follower approaches a slow-moving predeces-

sor far away (v̂ < 0 and ĥ > 0), human drivers tend
to decelerate at a near-constant comfortable acceleration
−acom < 0 to minimize jerk and increase comfort.
Ideally, the follower speed equals the predecessor speed
when reaching the desired range, i.e., v̂ = 0 and
ĥ = 0. By applying principles of kinematics on the
relative motion of the predecessor and follower, one can
approximately characterize this tendency with

v̂2 = 2 acomĥ =⇒ v̂ +

√
2 acomĥ = 0 . (22)

• Similarly, when the follower closely follows a fast-
moving predecessor (v̂ > 0 and ĥ < 0), human drivers
tend to accelerate at a constant comfortable acceleration
acom such that its speed equals the predecessor speed
when reaching the desired range, i.e., v̂ = 0 and ĥ = 0.
This tendency can be approximately characterized by

v̂2 = −2acomĥ =⇒ v̂ −
√
−2 acomĥ = 0 . (23)

In summary, when initial errors are large, the surface that
human drivers tend to follow is approximately

v̂ + q̂(ĥ) = 0 , (24)

where

q̂(x) = sign (x)
√

2 acomx sign (x) . (25)

This tendency of constant acceleration approach is only valid
for large initial errors. The approximation error will produce
undesired behaviors when errors become small. This is be-
cause the desired acceleration given by (25) changes abruptly
from acom to 0 upon reaching the desired equilibrium, leading
to unexpected jerky behaviors.

Therefore, we combine the applicable scenarios of linear
control and human-driver-inspired control into the surface (8),
and requires that q(x) is approximately equal to q0(x) when
|x| is small (property 4), but q̂(x) when |x| is large (property
3). Indeed, one can use any q(x) satisfying the aforementioned
properties to obtain reasonable performance. In this paper, we
choose (11) by replacing non-continuous sign function with a
smooth wrapper function and making relevant modifications
to satisfy these properties. Fig. 2(c, d) shows this function
q(x) and its corresponding derivative q′(x) when the slackness
parameter equals 1, 3, 5, respectively. As indicated, larger c
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value implies a moderate decrease of acceleration from b to 0
that resolves the issue of jerky behaviors. However, larger c
value also results in a wider effective range of linear strategy
that may deteriorate performance. We observe that larger c
values satisfying c < 2b achieve good performance.

To evolve along the desired surface while approaching the
predecessor from large initial errors, the underlying acceler-
ation āfb can be obtained by differentiating Ŝ = 0; cf. (10).
Similar to (20), we can rewrite Ŝ in (8) into

Ŝ = v̂des − vF (26)

where the desired speed is

v̂des = vP + q(k2ĥ) . (27)

To resolve the issue that this desired speed might be outside
the follower speed range, we update it to

vdes = max{min{v̂des, vmax}, 0} (28)

which is equivalent to (9).
In the linear controller (20), the same control gain k1 is

applied for both small and large errors of S in order to track
the desired speed (21). However, practically we prefer larger
gains for small errors to achieve better tracking performance,
but smaller gains for large errors to avoid “overreaction” and
potential oscillations. To resolve this conflict, gain scheduling
are typically utilized such that different gains can be applied
for errors in different ranges. However, this technique re-
quires strenuous tuning and stitching to ensure satisfactory
performance. Alternatively, we utilize a new method that can
effectively decrease the gain when necessary. In particular,
the wrapper function g(x) is designed for this purpose. As
indicated in Fig. 2(a, b), the derivative of the wrapper function
g(x) monotonically decreases with respect to |x|. As a result,
the nonlinear controller (6) utilizing this wrapper function will
decrease the gain accordingly based on the error magnitude.

One may notice that we have only investigated two typical
scenarios (v̂ · ĥ < 0) when designing the controller. Indeed, it
can be verified that if k1 > 0, the proposed controller performs
well in other scenarios (v̂ ·ĥ > 0) as well: i) when the follower
follows a close-and-slow-moving predecessor (v̂ < 0 and ĥ <
0), (8, 9) yields that S < 0 and the controller (6) decelerates
the follower. ii) when the follower approaches a far-and-fast-
moving predecessor (v̂ > 0 and ĥ > 0), (8, 9) yields that
S > 0 and the controller (6) accelerates the follower.

Remark 1: This nonlinear controller is extended from the
widely-used controller (15) by resolving the issue of unnatural
behaviors in the transient phase when the follower states
are far away from the uniform flow equilibrium. However,
when the follower states are close enough to the uniform
flow equilibrium, the controller (15) linearly approximates the
proposed nonlinear controller.

C. Collision Avoidance

The feedback law ensures that the follower approaches the
predecessor along the desired surface in the transient phase and
settles down to the desired equilibrium at steady state. How-
ever, it cannot guarantee that the deceleration is large enough

to avoid collision. In practice, a collision is only possible when
preceding vehicle is slower, i.e., v̂ < 0. To avoid collision, the
minimum collision-free deceleration −âcf < 0 can be applied
such that the follower speed equals the predecessor speed upon
reaching the minimum inter-vehicle distance hmin, yielding

v̂2 = −2 âcf(h− hmin) =⇒ âcf = − v̂2

2 (h− hmin)
, (29)

by applying principles of kinematics on the relative motion.
Then we update âcf into acf given in (5) by taking the
following aspects into consideration: (1) This term is only
needed when collision is possible, i.e., v̂ < 0; (2) The actual
distance might temporarily be slightly shorter than hmin due
to response delay; (3) The resulting deceleration might exceed
vehicular physical limit amin and potentially cause permanent
damage to the braking system.

III. ANALYSIS

There are three key aspects in car-following design that need
to be investigated. The first one is whether the closed-loop
system possesses a uniform flow equilibrium representing the
follower’s capability of traveling at the same speed as the pre-
decessor while maintaining desired distance. The second one
relates to stabilizability of this equilibrium, often referred to
as plant stability or internal stability. It reflects the follower’s
ability to reach the desired equilibrium when the predecessor
speed is constant. The third aspect is the so-called string
stability [41]–[45], which represents the follower’s capability
to attenuate fluctuations imposed on the predecessor speed.
Research [46, 47] shows that many phantom traffic jams are
typically caused by string unstable vehicles.

In this section, we will investigate these aspects of the
closed-loop system (1) with controller (3-11). Also, we will
investigate the tracking performance along the specifically
designed surface S. For simplicity, stability and tracking per-
formance are analyzed based on the corresponding linearized
model, because it is topologically equivalent to the nonlinear
system in the neighborhood of the equilibrium. We derive
conditions on plant stability and string stability, and provide
guidelines on how to achieve best tracking.

To study tracking performance in the transient phase, the
nonlinear transformation (4, 8, 9) is applied to the closed-loop
system (1, 3-11) to transform states from (h, vF) to (Ŝ, v̂),
whose inverse transformation is

h = hdes + q−1(S − v̂) ,

vF = vP − v̂ ,
(30)

where q−1(x) represents the inverse function of q(x). Assum-
ing that the saturation limits in (9) are not reached, one can
obtain the closed-loop system

Ṡ = −acf − g(k1S)+
(
1− k2thQ(S − v̂)

)
v̇P ,

˙̂v = −acf − g(k1S)−Q(S − v̂)k2v̂ + v̇P ,
(31)

where

Q(x) = q′
(
q−1(x)

)
. (32)
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It can be easily verified that when the predecessor speed is
constant, i.e., vP ≡ v0, the closed-loop system (31) possesses
the uniform flow equilibrium

S∗ = 0 , v̂∗ = 0 , (33)

where the follower travels at the same speed as the predecessor
and maintains desired distance given by its range policy.

When the predecessor speed varies around a constant nom-
inal speed v0, we can define the input perturbation as

ṽP = vP − v0 , (34)

and the resulting perturbations on states as

S̃ = S − S∗ , ṽ = v̂ − v̂∗ . (35)

By defining the state, the input and the output as

x =

[
S̃
ṽ

]
, u = ˙̃vP , y =

[
S̃
ṽ

]
, (36)

and utilizing the inverse function theorem, one can linearize
(31) about the equilibrium (33) and obtain

ẋ = Ax + Bu ,

y = x ,
(37)

where

A =

[
−k1 0
−k1 −k2

]
, B =

[
1− k2th

1

]
. (38)

The characteristic equation is

det(s I−A) = s2 + (k1 + k2)s+ k1k2 = 0 , (39)

where s ∈ C is the eigenvalue of the system. To ensure
stability, all eigenvalues must lie in the left half of the complex
plane.

Proposition 1: The closed-loop system is plant stable if

k1 > 0 , k2 > 0 . (40)

Proof: Applying Routh-Hurwitz criterion to (39), one can
obtain the necessary and sufficient condition of the linearized
system (37), that is,

k1 + k2 > 0 , k1k2 > 0 , (41)

which is equivalent to (40). Moreover, the stability of the non-
linear system (31) is topologically equivalent to its linearized
model (37) around the equilibrium.

To study tracking performance and string stability, we define
the transfer functions

G̃1(s) =
S̃(s)

ṼP(s)
, G̃2(s) =

Ṽ(s)

ṼP(s)
, (42)

where ṼP(s), Ṽ(s) and S̃(s) are the Laplace transform of
ṽP(t), ṽ(t) and S̃(t), respectively. One can obtain these
transfer functions as

G̃1(s) =
(1− k2th)s(s+ k2)

s2 + (k1 + k2)s+ k1k2
, (43)

G̃2(s) =
s(s+ k1k2th)

s2 + (k1 + k2)s+ k1k2
, (44)

through [
G̃1(S)

G̃2(s)

]
= s(s I−A)−1B . (45)

Notice that

G̃2(s) =
Ṽ(s)

ṼP(s)
=
ṼP(s)− ṼF(s)

ṼP(s)
= 1− ṼF(s)

ṼP(s)
, (46)

where ṼF(s) is the Laplace transform of ṽF = vF − v0.
Thus, the transfer function G(s) from the perturbations on
predecessor speed to those on follower speed can be obtained,
that is,

G(s) :=
ṼF(s)

ṼP(s)
= 1− G̃2(s)

=
(k1 + k2 − k1k2th)s+ k1k2

s2 + (k1 + k2)s+ k1k2
.

(47)

By defining the corresponding magnitude as

M̃1(ω) = |G̃1(jω)| , M(ω) = |G(jω)| , (48)

we obtain

M̃1(ω) =

√
(1− k2th)2ω2(k2

2 + ω2)

(k1k2 − ω2)2 + (k1 + k2)2ω2
, (49)

M(ω) =

√
(k1 + k2 − k1k2th)2ω2 + k2

1k
2
2

(k1k2 − ω2)2 + (k1 + k2)2ω2
. (50)

Based on Fourier theory, a periodic signal can be represented
as a countable sum of sines and cosines, which can also be
extended to absolutely integrable non-periodic signals using
Fourier transform. With the assumption that the perturbations
on the predecessor speed are absolutely integrable and have
finite energy, string stability can be characterized by attenu-
ation of sinusoidal perturbations at all frequencies according
to the superposition principle. Thus, string stability condition
requires that the amplification ratio is always less than 1 at all
excitation frequencies, that is,

∀ω > 0 : M(ω) < 1 . (51)

We remark that M(0) = 1 always holds because the follower
is able to follow the constant predecessor speed, which can be
viewed as zero frequency excitations.

Proposition 2: The closed-loop system is string stable if
condition (40) and the condition

k1th(k2 − 2) ≤ 2(k2th − 1) (52)

hold.

Proof: Condition (51) is equivalent to

∀ω > 0 : P (ω) < 0 , (53)

where P (ω) is the difference between the numerator and
denominator of M2(ω). That is,

P (ω) = −ω4 + k1k2

(
k1k2th − 2(k1 + k2)th + 2

)
ω2 , (54)
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Fig. 3. Stability diagrams. (a) th = 1 [s]. (b) th = 0.5 [s]. (c) th = 0.4 [s].
(d) th = 0.2 [s].

yielding the condition

k1k2

(
k1k2th − 2(k1 + k2)th + 2

)
≤ 0 , (55)

which is equivalent to (52) by considering the prerequisite
condition (40) on plant stability.

Fig. 3 shows the string stability diagram in (k2, k1)-plane
for different th. The shaded regions represent string stable
regions satisfying conditions (40, 52). Observe that the string
stable regions shrink as the desired time headway th decreases.

Plant stability have ensured that when the predecessor speed
is constant, the follower state will evolve along the desired
surface S = 0 to approach the uniform flow equilibrium
(33). When the predecessor speed varies, we also prefer good
tracking performance about this surface to avoid unexpected
behaviors caused by large tracking errors.

Claim 1: To achieve good tracking along the designed surface
S = 0 while approaching equilibrium (33), k2 may be chosen
in the neighborhood of k∗2 = 1

th
.

Proof: One can calculate

d
dω
M̃2

1 (ω) =
2 k2

1(1− k2th)2ω(k2
2 + ω2)2(

(k1k2 − ω2)2 + (k1 + k2)2ω2
)2 ≥ 0 (56)

for all ω ≥ 0, implying that M̃2
1 (ω) increases monotonically

for ω ∈ R≥0. Notice that M̃1(ω) is an even function, and

lim
ω→+∞

M̃1(ω) = |1− k2th| , (57)

yielding that

∀ω ∈ R : M̃1(ω) ≤ |1− k2th| . (58)

Thus, choosing k2 in the neighborhood of k∗2 can minimize
the upper bound of M̃1(ω), leading to the improvement in the
tracking performance.

In Fig. 3, the red dashed lines represent the preferred choices
of k2 = k∗2 . One can observe that when the desired time
headway th ≥ 0.5 [s], it is possible that the proposed controller
can guarantee plant stability, string stability and zero tracking

Parameter Value Description

h0 [m] 5 standstill distance
th [s] 1 desired time headway
hmin [m] 5 minimum allowed distance
ε [m] 0.5 small value to avoid singularity
vmax [m/s] 35 driver preset maximum speed
c [m/s] 1 slackness parameter
asat [m/s2] 4 maximum allowed acceleration
amin [m/s2] −10 physical minimum acceleration
acom [m/s2] 0.5 user-specific comfortable acceleration
k1 [s−1] 1.5 control gain
k2 [s−1] 1 control gain
kI [s−1] 0.1 control gain
τ [s] 0.8 time constant of actuator dynamics
∆ [m/s2] 0.5 disturbance of model (66)
∆̃ [m/s2] 0.5 disturbance of model (69)

TABLE I
PARAMETERS USED IN THE SIMULATION.

errors concurrently. However, when the desired time headway
is too small, the condition on tracking performance needs to
yield to the conditions on plant stability and string stability.

Remark 2: We derive the conditions in Proposition 1 and 2
to demonstrate that in the parameter space there exists plant
stable and string stable regions for the closed-loop system.
However, these conditions are pretty general since we did
not consider the effects of disturbances, time delays, actuator
dynamics, digital control, optimality, etc. As mentioned in
Remark 1, the widely-used controller (15) linearly approx-
imates the proposed nonlinear controller when the follower
states are close enough to the uniform flow equilibrium. Also,
performance degradation from these effects has been studied
extensively for the controller (15). Thus, previous results on
the linear controller (15) are still applicable to the proposed
nonlinear controller in the neighborhood of the equilibrium.
We expect that the plant stable and string stable regions in the
parameter space will shrink in general as these effects become
more and more significant. In the worst scenario, these regions
will disappear, implying that there are no parameters that can
guarantee plant stability and string stability.

IV. SIMULATION RESULTS

In this section, we conduct numerical simulations to demon-
strate the effectiveness of the proposed nonlinear car-following
controller and discuss its extensions. In Section IV-A we
compare the performance of the proposed nonlinear controller
against the widely-used linear controller when the follower ap-
proaches a constant-speed predecessor with large initial errors
from the desired uniform flow equilibrium. In Section IV-B we
demonstrate the performance of the proposed controller when
the predecessor speed varies. This includes validation on full
stops and string stability. In Section IV-C, we show how the
proposed controller can be extended to vehicle models with
higher fidelity and how to handle uncertainties. The parameters
used in the simulations are provided in Table. I.
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A. Approaching Constant-speed Predecessor

Figs. 4-7 compare the performance of the proposed con-
troller (3-11) against the linear controller (15) in the sce-
narios where the follower approaches a far-but-slow-moving
predecessor, far-and-fast-moving predecessor, close-and-slow-
moving predecessor and close-but-fast-moving predecessor at
constant speed, respectively. In particular, for the widely-used
linear controller (15), we change the range policy (2) to the
more commonly-used one, that is,

hdes = h0 + vF th , (59)

which is calculated based on the follower speed vF instead of
the predecessor speed vP. We remark that simulation results
look similar for this linear controller with both range policies
(2, 59). When initial conditions are far from the uniform
flow equilibrium, they always generate unexpected behaviors
exhibited in these figures. Regarding the proposed nonlinear
controller, the performance with range policy (2) is much
better than that with range policy (59). This is because the
desired speed vdes in (28) depends on the distance error ĥ
between the current value h and the desired value hdes. This
desired distance hdes acts as ultimate desired value when
the predecessor speed is not changing, because the ultimate
desired speed of the follower is vP. Changing range policy (2)
to (59) is equivalent to changing the ultimate desired distance
to current desired distance that relies on current speed vF.
Variations on current speed vF in closed-loop control will
in turn lead to variations in desired distance that deteriorate
performance. Thus, in the following the proposed nonlinear
controller are simulated with range policy (2).

In these figures, the following layout and color scheme are
maintained. The left columns correspond to simulation results
of the proposed nonlinear controller (3-11), while the right
columns correspond to the results of the linear controller (15).
Also, the top, the middle and the bottom panels show the time
profiles of the terms related to distance, speed and acceleration,
respectively. Specifically, in panels (a, b), the red solid curves
represent the inter-vehicle distance h, while the green dashed
curves indicate the desired value hdes given by the range policy
(2) or (59). In panels (c, d), the black dot-dashed curves,
the red solid curves and the green dashed curves represent
the predecessor speed vP, the follower speed vF, and the
desired speed vdes in (28) or (21), respectively, while the
blue solid curves using the vertical axis marked on the right
side indicate the tracking error S in (9) or (13). In panels (e,
f), the blue, the red, the orange and the green solid curves
represent the desired acceleration ades, the feedback term
afb, the underlying acceleration āfb in (10) or (13), and the
collision-free feedforward term acf in (5), respectively. Note
that different scales might be used to highlight the difference
between the left columns and right columns.

Fig. 4 shows a scenario where the follower approaches a
far-but-slow-moving predecessor with the initial conditions
h(0) = 90 [m], vP(0) = 20 [m/s] and vF(0) = 28 [m/s].
Both controllers can make the follower reach the uniform flow
equilibrium within 20 [s]. However, one can easily observe the
performance difference in the transient phase. Panel (e) shows
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āfb

acf

(e)
t [s]

[ m
s2

]
ades
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Fig. 4. The follower approaches a far-but-slow-moving predecessor. Left
column: with the nonlinear controller (3-11). Right column: with the linear
controller (15).
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Fig. 5. The follower approaches a far-and-fast-moving predecessor. Left
column: with the nonlinear controller (3-11). Right column: with the linear
controller (15).

that the nonlinear controller initially generates a near-constant
and comfortable desired acceleration −acom, which gradually
decreases to 0 when reaching the equilibrium. Therefore, the



PERMISSION IS STRICTLY REQUIRED FOR REPUBLICATION, REDISTRIBUTION, ADAPTATION OR REUSE OF ANY TYPE. 9

0 10 20
5

15

25

0 10 20
5

15

25

0 10 20
15

20

25

−8

−4

0

0 10 20
5

15

25

−20

−10

0

0 10 20
−6

−3

0

0 10 20

−6

0

6

t [s]

[m]

h

hdes

(a)
t [s]

[m]

h

hdes

(b)

t [s]

vF
vdes

vP

[m
s
]

S

[m
s
]

(c)
t [s]

vF

vdes

vP

[m
s
]

S

[m
s
]

(d)

t [s]

[ m
s2

]

ades

afb
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Fig. 6. The follower approaches a close-and-slow-moving predecessor. Left
column: with the nonlinear controller (3-11). Right column: with the linear
controller (15).

desired speed vdes decreases linearly with respect to time and
the follower speed tracks this desired speed closely as shown
in panel (c). Due to moderate reactions, the tracking error S
remains less than 0.2 [m/s] in the transient phase. Also, the
distance h quadratically decreases to the desired value hdes

without overshoots/oscillations as shown in panel (a). One
may also observe that in this non-safety-critical scenario the
magnitude of the collision-free feedforward term acf generates
some disturbance that is less than 0.5 [m/s2]. However, this
disturbance is compensated by the feedback term.

In contrast, the linear control strategy generates unexpected
behaviors shown in Fig. 4(b, d, f). Initially the distance error ĥ
dominates the control command on desired acceleration ades.
Thus, the follower speeds up with extremely large acceleration
to shorten the distance, and the desired speed vdes reaches
60 [m/s] that is beyond tracking capability. Once the follower
speed vF is increased and the distance h is shortened, the speed
error v̂ outweighs the distance error ĥ. Consequently, a harsh
brake is applied that reaches −6 [m/s2]. Due to overreaction,
the tracking error S is very large as shown in panel (d). Note
that no saturation is applied to the desired acceleration or speed
limit for the simulation here, but applying such saturations can
not improve performance.

Fig. 5 depicts another scenario where the follower ap-
proaches a far-and-fast-moving predecessor with the initial
conditions h(0) = 80 [m], vP(0) = 20 [m/s] and vF(0) = 16
[m/s]. Similarly, one can observe the performance difference
in the transient phase. Panel (e) shows that the nonlinear
controller initially accelerates the follower to ensure that its
speed vF tracks the desired speed vdes. This desired speed
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Fig. 7. The follower approaches a close-but-fast-moving predecessor. Left
column: with the nonlinear controller (3-11). Right column: with the linear
controller (15).

is slightly larger than the predecessor speed vP such that
the distance h can be shortened gradually. Then the follower
decelerates with a near-constant and comfortable acceleration
−acom, which gradually decreases to 0 at the final stage
when reaching the equilibrium. Panels (b, d, f) shows similar
unexpected behaviors of the linear controller to those depicted
in Fig. 4.

Fig. 6 demonstrates a safety-critical scenario where the fol-
lower approaches a close-and-slow-moving predecessor with
the initial conditions h(0) = 10 [m], vP(0) = 20 [m/s] and
vF(0) = 25 [m/s]. This is a representative scenario when a
slow-moving vehicle cuts in and collision is imminent. Panels
(a, c, e) illustrate the proper behaviors of the nonlinear con-
troller. Specifically, the follower initially applies a harsh brake
that reaches −6 [m/s2]. The shortest inter-vehicle distance h
is around 7 [m], which is larger than the designed safety
distance hmin. Note that the collision-free feedforward term
acf generates around −3 [m/s2] deceleration to avoid collision
in this safety-critical scenario. Once the follower is slower than
the predecessor and collision hazard disappears, the follower
accelerates at a near-constant comfortable acceleration acom

to speed up while the distance still increases. Finally, the
follower acceleration decreases to 0 smoothly upon reaching
the uniform flow equilibrium. Panels (b, d, f) shows unex-
pected behaviors of linear control strategy that the desired
acceleration ades exceeds the follower’s braking capability at
initial stage, and then reaches 1.5 [m/s2] due to over-braking.

Fig. 7 shows another scenario where the follower ap-
proaches a close-but-fast-moving predecessor with the initial
conditions h(0) = 10 [m], vP(0) = 20 [m/s] and vF(0) = 16
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Fig. 8. Performance of the nonlinear controller (3-11) when the predecessor
decelerates and stops completely. Left column: the predecessor decelerates at
−2 [m/s2]. Right column: the predecessor decelerates at −4 [m/s2].

[m/s]. This is not a safety-critical scenario, but as shown in
panels (b, d, f), the linear controller brakes at the initial stage
because the distance error ĥ outweighs the speed error v̂,
and then accelerates abruptly due to over-braking when the
distance gets larger. However, the nonlinear controller provides
reasonable performance indicated by panels (a, c, e). The
follower speeds up with a near-constant acceleration acom to
catch up with the predecessor speed, while the distance still
increases. When getting close to the uniform flow equilibrium,
the follower acceleration decreases to 0 and settles down at
this desired equilibrium without overshoots/oscillations.

B. Approaching Varying-speed Predecessor

In this part we demonstrate the performance of the proposed
nonlinear controller when predecessor speed varies. In Fig. 8,
the left column and right column represent the scenarios
where the predecessor decelerates to a complete stop with
constant acceleration −2 [m/s2] and −4 [m/s2], respectively.
The initial conditions are h(0) = hdes(0) = 25 [m] and
vF(0) = vP(0) = 20 [m/s]. The color scheme remains the
same as that used in Figs. 4-7. One may observe the following:
(1) the follower applies similar deceleration efforts as the pre-
decessor, and completely stops at the standstill distance h0; (2)
the desired speed vdes decreases almost linearly with respect
to time, and the follower speed keeps track of this desired
speed; (3) the desired distance hdes decreases linearly with
respect to time because the predecessor speed vP decreases
linearly with constant deceleration; (4) the actual distance h
also decreases linearly with respect to time before reaching
the standstill distance h0 because the speed error v̂ remains
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Fig. 9. Performance of the nonlinear controller (3-11) when the predecessor
speed fluctuates around v0 = 15 [m/s] at f = 0.05 [Hz]. Left column: with
amplitude vamp

P = 5 [m/s]. Right column: with amplitude vamp
P = 15 [m/s].

almost constant; (5) the follower speed vF and the actual
distance h are not exactly tracking the predecessor speed vP or
the desired distance hdes, respectively. However, the follower
speed vF tracks the desired speed vdes, implying that the
resultant tracking error S is rather small; cf. (8, 9, 26).

The simulation results above demonstrate that the proposed
controller can settle down at the uniform flow equilibrium
with proper acceleration effort in the transient phase when the
follower state is far away from the equilibrium or this equilib-
rium changes significantly. This implies plant stability of the
closed-loop system. To maintain string stability, perturbations
on predecessor speed must be attenuated by the follower.
Indeed, one can apply realistic perturbations collected from
field experiments to validate string stability, but it is difficult
to conclude from simulation results. According to Fourier’s
theory, perturbations with finite energy can be approximated
as sum of sinusoidal signals. Thus, we can impose a sinusoidal
perturbation on the predecessor speed, that is,

vP(t) = v0 + vamp
P sin(2πft) . (60)

Fig. 9 shows one set of simulation results when the excitation
frequency is f = 0.05 [Hz], and the initial conditions are
h(0) = hdes(0) = 20 [m] and vF(0) = vP(0) = 15
[m/s]. The left panels show the results in a moderate scenario
where vamp

P = 5 [m/s], while the right panels illustrate the
results in a more severe scenario where vamp

P = 15 [m/s].
Observe that in both scenarios fluctuations on the follower
speed are less than those imposed on the predecessor speed,
implying that the system is string stable at f = 0.05 [Hz].
We remark that the control gains used here satisfy the string
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stability conditions in Section III. Thus, one will observe
similar behaviors on fluctuation attenuation for other excitation
frequencies, indicating that the system is string stable.

C. Extensions to More Realistic Vehicle Models

So far we demonstrated the efficacy of the proposed non-
linear controller when the follower acceleration is capable
of tracking the desired acceleration; cf. (1). However, this
assumption does not hold in practice. Based on physics, the
longitudinal dynamics can be modeled as

meff v̇F =
η T

R
−mg sinφ− µmg cosφ− ρ(vF + vw)2 ,

(61)

by neglecting the flexibility of tires. Here, meff = m+ J
R2 is

the effective mass, containing the vehicle static mass m, the
moment of inertia J of rotating elements, and the wheel radius
R. Also, g is the gravitational constant, φ is the inclination
angle, µ is the rolling resistance coefficient, ρ is the air drag
constant, vw is the headwind speed, η is the gear ratio, and
T is the actuation torque. In a more realistic scenario, the
actuation torque is also governed by actuator dynamics, which
is typically modeled as a first-order system, that is,

Ṫ = −1

τ
T +

1

τ
Tdes , (62)

where Tdes is the desired torque, and τ is the time constant.
To ensure that the actual acceleration is able to track the

desired acceleration, automated vehicles typically implement
a low-level controller [48] in practice that calculates actua-
tion torque based on desired acceleration and other vehicle
parameters. In the following we demonstrate how the proposed
controller can be integrated with these low-level controllers.
For simplicity, we also assume there is no headwind (vw = 0)
and the inclination angle φ can be obtained with onboard
sensors (IMU+wheel-based acceleration measurements).

1) Physics-based Model without Actuator Dynamics: First
we consider the longitudinal dynamics (61) and ignore the
transmission dynamics (62) by assuming the actuation torque
T is capable of tracking desired torque Tdes perfectly (i.e.,
T = Tdes). One can apply feedback linearization technique to
obtain the desired torque Tdes based on acceleration command
u and nominal resistance. This yields the low-level controller

Tdes =
R

η
(meff u+mg sinφ+ µ̄mg cosφ+ ρ̄ v2

F) , (63)

where µ̄ and ρ̄ are the nominal values of rolling resistance
coefficient and air drag constant, respectively. Integrating
controller (63) into dynamics (61) leads to

v̇F = u+ ∆, (64)

where
∆ = (µ̄− µ)

m

meff
g cosφ+

ρ̄− ρ
meff

v2
F (65)

is the disturbance of the model. Thus, the car-following
dynamics can be simplified into

ḣ = vP − vF ,

v̇F = u+ ∆,
(66)
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Fig. 10. The follower approaches a far-but-slow-moving predecessor. Left
column: vehicle model (66) with the nonlinear controller (3-11, 67). Right
column: vehicle model (69) with the nonlinear controller (3-11, 67).

by choosing the distance h and the speed vF as state variables.
Note that model (1) is the case when the acceleration command
u is set to desired acceleration ades directly in the absence of
disturbance ∆. Typically this disturbance is small and can be
handled with various control techniques. In the following, we
utilize integral control technique as an example to extend the
proposed car-following controller. That is,

u = ades + kI e ,

ė = S ,
(67)

where ades is the controller given in (3-11) and S is the
surface in (9). We remark that the feedback part in (67)
is a nonlinear proportional-integral controller on the surface
S, which characterizes the error between range-dependent
desired speed vdes and follower speed vF; cf. (26-28). This
controller ensures that the follower states evolve along the
surface S in the presence of disturbance while approaching
and settling down around the desired equilibrium. It is obvious
that the closed-loop system (3-11, 66-67) possesses the desired
uniform flow equilibrium. One can follow the procedure in
Section III to derive stability conditions.

In Fig. 10, the left column demonstrates the response of the
closed-loop system (3-11, 66-67) in the same scenario as that
in Fig. 4. The disturbance is ∆ = 0.5 [m/s2] and kI = 0.1
[s−1]; cf. Table I. One can observe that the follower applies a
near-constant acceleration to decelerate while approaching the
predecessor, and eventually settles down around the uniform-
flow equilibrium. These transient behaviors are very similar to
human-driving behaviors even in the presence of disturbance.
Readers may simulate other scenarios as those in Fig. 4-
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9 with non-constant disturbances and notice that the car-
following controller (3-11) guarantees natural behaviors while
approaching the equilibrium.

2) Physics-based Model Including Actuator Dynamics:
The same low-level controller (63) and extended car-following
controller (67) can be applied when the actuator dynamics (62)
are considered along with the longitudinal dynamics (61). We
define the follower acceleration as

aF = v̇F , (68)

and attempt to calculate its derivative such that the state
variable can be transformed from actuator torque T to follower
acceleration aF. By taking the derivative of (61) and utilizing
(61-63, 68) in the substitution, we obtain

ḣ = vP − vF ,

v̇F = aF ,

ȧF = −1

τ
aF +

1

τ
u+

1

τ
∆̂ .

(69)

by choosing the distance h, the follower speed vF and the
follower acceleration aF as state variables. The disturbance is

∆̂ = ∆ +
mg φ̇ τ

meff
(µ sinφ− cosφ)− 2ρτ

vFaF

meff
, (70)

where ∆ is the same as that in (65). Again one can verify
that the closed-loop system (3-11, 67, 69) possesses the
desired uniform flow equilibrium, and can also derive stability
conditions following the procedures in Section III.

The right column of Fig. 10 illustrates the response of the
system (69) with the controller (3-11, 67) using the same
scenario as the left column. The time constant τ = 0.8
[s], the disturbance ∆̂ = 0.5 [m/s2] and kI = 0.1 [s−1].
One can observe similar natural driving behaviors when the
follower decelerates at near-constant acceleration to approach
the predecessor. However, due to the inertial drag in actuator
dynamics, the simple integral controller in (67) generates
some oscillations with amplitude around 0.1 [m/s2] while it
attempts to compensate the disturbance. We remark that as the
inertial drag increases, these oscillations will gradually become
noticeable, and eventually there will be no gains that can
stabilize the system using the extended controller (67). In such
cases one may need to apply other techniques to extend the
car-following controller (3) that guarantees the natural driving
behaviors. This will be discussed further in a follow-up paper.

D. Summary

In this section, we compared simulation results of the
proposed nonlinear controller against the widely-used linear
controller, and demonstrated its effectiveness and advantages.
Firstly, it preserves stability results of linear controller in
the neighborhood of the uniform flow equilibrium. In other
words, the steady state response remains unchanged due to
topological equivalence around that equilibrium. Secondly, the
proposed controller applies a near-constant acceleration strat-
egy that mimics human-driving behavior while approaching
the equilibrium with large initial errors. This natural behav-
ior improves passenger comfort significantly in the transient

phase. Moreover, the improvement in transient response can
enhance safety in case of temporary failures/malfunctions as
discussed in the introduction. Last but not least, the proposed
controller preserves simplicity that only requires constant time
complexity and constant space complexity in implementation.

We also demonstrated the extended format of the proposed
car-following controller for more realistic models when distur-
bances and actuator dynamics are considered. The proposed
car-following controller (3-11) serves as the baseline design
that ensures natural driving behaviors to increase passenger
comfort, while the extended part guarantees reasonable accel-
eration tracking in the presence of disturbance and dynamics.
This design separates physics-based but model-free design of
natural driving behaviors, and the model-dependent design of
acceleration tracking.

V. CONCLUSION

In this paper, we proposed a nonlinear car-following con-
troller that considers the transient response in the approaching
phase, the steady-state response around the uniform flow equi-
librium, and safety-critical scenario for collision-avoidance.
We studied plant stability, string stability and tracking perfor-
mance of the controller, and provided conditions and guide-
lines on the selection of control gains. We also used sim-
ulations to demonstrate that the proposed controller provides
satisfactory performance in different scenarios. In contrast, we
showed that the widely-used linear car-following controller
generates unexpected behaviors especially in the transient
phase before reaching the uniform flow equilibrium. Future
research directions may include the integration of actuator dy-
namics, consideration of inherent time delays, incorporation of
measurement imperfections, extension to connected automated
vehicle systems, analysis on nonlinear dynamics, etc.
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