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Abstract—Edge-assisted vehicle-to-everything (V2X) motion
planning is an emerging paradigm to achieve safe and effi-
cient autonomous driving, since it leverages the global position
information shared among multiple vehicles. However, due to
the imperfect channel state information (CSI), the position
information of vehicles may become outdated and inaccurate.
Conventional methods ignoring the communication delays could
severely jeopardize driving safety. To fill this gap, this paper
proposes a robust V2X motion planning policy that adapts
between competitive driving under a low communication delay
and conservative driving under a high communication delay,
and guarantees small communication delays at key waypoints
via power control. This is achieved by integrating the vehicle
mobility and communication delay models and solving a joint
design of motion planning and power control problem via the
block coordinate descent framework. Simulation results show
that the proposed driving policy achieves the smallest collision
ratio compared with other benchmark policies.

Index Terms—Autonomous motion planning, channel uncer-
tainty, edge computing, power control, V2X.

I. INTRODUCTION

Autonomous driving has attracted great attention from both
academia and industry for its potential benefits on safety,
accessibility, and efficiency. One fundamental task for au-
tonomous driving is efficient and safe motion planning, i.e., to
generate an optimal trajectory that not only attains the maxi-
mum system energy efficiency but also satisfies various safety
constraints arising from traffic rules and operational limits of
the vehicles [1]. Conventional motion planning strongly relies
on perception techniques that generate real-time positions of
surrounding obstacles. However, due to the sophisticated road
environment and time-varying weather conditions, accurate
positions cannot always be obtained via local sensing.

Vehicle-to-everything (V2X) motion planning has great po-
tential to reduce the sensing uncertainty and to improve the
safety for autonomous driving [2]–[4]. It consists of 4 main
steps: 1) each vehicle obtains its ego position and velocity
using onboard sensors; 2) all the vehicles share the information
of their positions and velocities with an edge server (ES);
3) the ES fuses the information and forwards the fused
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information to all vehicles; 4) the ego-vehicle navigates itself
to reach the goal while avoiding collisions with others. How-
ever, due to the inevitable wireless channel uncertainty [5],
V2X motion planning suffers from communication delays
during the information sharing stage, and the position and
velocity information may become outdated and inaccurate. As
a result, the conventional method [3] ignoring communication
uncertainties may lead to a dangerous driving policy. While the
recent work in [4] considering communication uncertainties
could mitigate the above issue to a certain extent, a collision
may still occur due to the potential V2X outage, especially
at key waypoints, e.g., merging and lane-change. Therefore, it
is necessary to not only exploit, but also control the channel
uncertainty for V2X motion planning, through the joint control
of vehicle motion and transmit power, which is still an open
problem.

In this paper, the impact of V2X physical layer designs
on motion planning is concisely characterized for the first
time. By integrating the communication delay and the vehicle
mobility models, a stochastic programming is formulated to
achieve a safe and efficient motion planning via the proposed
safe distance and transmit power control scheme, which aims
to allocate more power resources and extra safe distance mar-
gin at key turning points. The joint safety distance and power
control problem is nontrivial due to the nonlinear couplings
between motion dynamics and transmit power variables as
well as the probabilistic function arising from the communi-
cation delay model. To address this challenging problem, this
paper transforms the intractable probabilistic function into a
deterministic one by leveraging the Marcum Q-function [6].
Then, the resulting problem is tackled via the block coordinate
descent (BCD) framework, where the interior-point method [7]
and the projected-gradient (PG) method [8] are employed to
handle the corresponding subproblems, respectively. Finally,
simulation results show that the proposed driving policy
achieves the smallest collision ratio compared with other
benchmark policies.

The remainder of this paper is organized as follows. Section
II introduces the system model and formulates the regularized
MPC problem with channel uncertainty. Section III derives
the solution to the optimization problem. Simulation results
are presented in Section IV and the conclusion is drawn in
Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a lane-change driving scenario with one edge
server (ES), four vehicles, and two lanes, as shown in Fig. 1.
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The ego vehicle (EV) is intended to take a lane-change motion
to its left-hand side. During the movement, three surrounding
vehicles are considered for motion planning, including the
lead vehicle (LV) in the ego lane (EL), a target vehicle (TV)
and a follow vehicle (FV) in the target lane (TL). All related
parameters are disambiguated in Table I.
A. Lane-Change Vehicle Mobility Model

The EV adopts a model predictive control (MPC) policy
to perform trajectory planning within a time horizon (e.g.,
6 seconds), where the time horizon is divided into K equal-
length time slots with ∆t being the time interval between two
consecutive slots. At time instant k, the state of the EV is
represented by xk, yk, θk [9], where xk, yk are the longitudinal
and lateral coordinates, respectively, and θk ∈ [0, 2π] is the
yaw angle. On the other hand, the control variables of the
EV at time k are the velocity vk and the yaw rotation rate ωk.
Considering the vehicle motion constraint, these state variables
and control variables need to satisfy the vehicle dynamics [9] xk − xk−1 = vk cos(θk)∆t,

yk − yk−1 = vk sin(θk)∆t,
θk − θk−1 = ωk∆t.

(1)

In addition, due to the physical limitations of the vehicle,
the following boundary constraints are imposed on the control
variables: {

vmin ≤ vk ≤ vmax,
ωmin ≤ ωk ≤ ωmax,

(2)

where vmin, vmax, ωmin and ωmax are the lower and upper
bounds on the velocity and yaw rate for the EV, respectively.

Finally, the EV must avoid collision with the surrounding
vehicles. Denote the longitudinal positions of the LV, the TV,
and the FV by xLVk , xTV

k , and xFVk , respectively. Then, the
logical obstacle avoidance constraints are expressed by [10] xLVk − xk ≥ D, if EV ∈ EL,

xTV
k − xk ≥ D, if EV ∈ TL,
xk − xFVk ≥ D, if EV ∈ TL,

(3)

where D is the minimum distance to avoid a collision.
Having specified the mobility constraints, the remaining step

is to portray the goal of motion planning. By generating a
sequence of EV positions {xk, yk}Kk that are close to the target
waypoints {x̂k, ŷk}Kk , the MPC policy aims to provide a safe
and efficient driving policy by solving a finite horizon optimal
control problem [11]. To facilitate subsequent optimization, we
define a variable uk := [xk − x̂k, yk − ŷk]T as the distance
between the planned positions and the target positions and
variable ck := [vk − vk−1, ωk − ωk−1]T as the change of the
control parameters between two successive time slots. Since
uk is the distance incremental variable and ck is the control
variable, they measure the driving state and driving behaviour,
respectively. Accordingly, the cost function to be minimized
under the MPC policy is defined as [11]

K∑
k=1

(
uTkWeuk + cTkWuck

)
, (4)

where We ∈ R2×2 � 0 and Wu ∈ R2×2 � 0 are constant
positive definite weight matrices. It characterizes the total cost
when performing the trajectory planning within a time horizon.

ES

Lead Vehicle

Target Vehicle

Follow VehicleEgo Vehicle

Fig. 1. V2X motion planning for the lane-change scenario.

TABLE I
THE PARAMETERS FOR THE PROPOSED MPC POLICY

Symbol Definition
∆t The time interval between two consecutive slots
xk Longitudinal coordinate at time slot k
yk Lateral coordinate at time slot k
x̂k Target longitudinal coordinate at time slot k
ŷk Target lateral coordinate at time slot k
θk Yaw angle at time slot k
ωk Yaw rotation rate at time slot k
vk Velocity at time slot k
vmin The lower bound on the velocity
vmax The upper bound on the velocity
ωmin The lower bound on the yaw rate
ωmax The upper bound on the yaw rate
D The two-second rule distance to avoid collision
di,k The distance from vehicle i to the ES at time slot k
L0 The reference path loss when the Tx-Rx distance is 1 m
α The path loss exponent, between 2 and 5
md The safe distance margin
hi,k The uplink channel from vehicle i to the ES at time slot k
Pi,k The transmit power
Pmax The instantaneous maximum power
ni,k The receiver noise
ẽi,k The feedback error
R The minimum data rate requirement
Ci,k The target channel capacity from node i to the ES
β The feedback accuracy
σ2 The variance of receiver noise
Ξ The regularized cost function
ρk The penalty factor at time slot k

B. Communication with Channel Uncertainty

The MPC policy requires the input of {xLVk , xTV
k , xFVk } as

observed from (3). This information is obtained from the ES
and other vehicles. In particular, the surrounding vehicles first
upload their position information to the ES in the uplink and
the ES forwards the messages to the EV in the downlink.
Due to limited transmit power at the vehicles, there exists
a non-negligible physical-layer outage probability, pouti,k , for
uplink communication from node i to the ES at time k, where
i ∈ I := {LV,TV,FV}.1 When the communication outage
happens, the message needs to be re-transmitted, which leads
to V2X communication delays, denoted by {τi,k}. According
to [12], the communication delay τi,k is a monotonically
increasing function of outage pouti,k , and their relationship can
be approximately written as τi,k = τ0p

out
i,k , where τ0 is

the transmission time for each round of position information
uploading. In such a case, the position information would be

1It is assumed that the outage probability of downlink transmission is
negligible compared with that of uplink transmission due to high transmit
power at the ES.



3

inaccurate, which is given by xLVk = x̂LVk + ∆LV
k ,

xTV
k = x̂TV

k + ∆TV
k ,

xFVk = x̂FVk + ∆FV
k ,

(5)

where x̂LVk , x̂TV
k , x̂FVk are the ground truth positions and

∆LV
k ,∆TV

k ,∆FV
k are position estimation errors. Specifically,

the position error model is given by

∆i
k ∼ U(−vk(τ0p

out
i,k + tcomp), vk(τ0p

out
i,k + tcomp)), (6)

where U is the uniform distribution, vk is the speed of the EV,
and tcomp is the computation delay (including reading/writing
messages and convergence time of algorithms), respectively.
The above equation estimates the additional traveling distance
of vehicles due to outdated information.

V2X systems adopt the frequency division multiplexing
transmission scheme to avoid the interference between the
signals from different vehicles. The system supports a 10 MHz
or 20 MHz bandwidth channel, which is sufficient for 4
vehicles (each allocated at least a 2.5 MHz width channel)
to exchange position information. We consider a quasi-static
block Rayleigh fading model.2 The uplink channel coefficient
from vehicle i to the ES at time slot k is denoted by hi,k with
hi,k ∼ CN (0, µ2

i,k) and i ∈ I. Note that µ2
i,k = L0d

−α
i,k , where

L0, di,k, α are given in Table I. The value of µ2
i,k is predictable

and obtained via the channel estimations as it represents large-
scale fading and can be viewed as a constant during the lane
change procedure. The wireless transmission model is

yi,k =
√
Pi,khi,ksi,k + ni,k, i ∈ I, (7)

where yi,k, Pi,k, si,k, and ni,k are the received signal, the
transmit power, the transmitted symbol, and the receiver noise
when node i transmits information to its target receiver,
respectively, with E{|si,k|2} = 1 and ni,k ∼ CN (0, σ2).

In practical V2X systems, the estimated CSIs {ĥi,k} are
obtained from feedbacks of target vehicles, who estimate the
CSI by exploiting the channel reciprocity and the received
training sequence. Due to the feedback errors, the CSIs at the
ES are imperfect and perturbed by the feedback error ẽi,k. In
this case, given the estimated value ĥi,k, the channel gain hi,k
is given by [13]

hi,k = µi,k
√
βĥi,k + µi,k

√
1− βẽi,k, i ∈ I, (8)

where ẽi,k ∼ CN (0, 1) is the error at node i and time slot k
and is independent of hi,k. The parameter β ∈ (0, 1] represents
the feedback accuracy and is obtained by calculating the
correlation coefficient between hi,k and ĥi,k. The channel
model reduces to the perfect CSI case when β = 1.

From (7), the channel capacity from node i to its target
is Ci,k = log2

(
1 + Pi,k|hi,k|2/σ2

)
. To guarantee that the

positions of all vehicles can be reliably received by the ES
and that the decision of the server is successfully received
by the EV, Ci,k must satisfy Ci,k ≥ R, where R is the

2The ES is located at the computation center which is far from the moving
vehicles. Hence, there is no dominant line-of-sight signal propagation between
the ES and vehicles. There are a large number of statistically independent
reflected and scattered paths with random amplitudes.

minimum data-rate requirement for sharing position informa-
tion. However, since Ci,k is inaccurately known due to the
imperfect knowledge of ĥi,k, a reliable communication link
cannot always be guaranteed as it is possible that R > Ci,k.
Hence, an appropriate measure is the outage probability, which
is expressed as

pouti,k (Pi,k)= Pr
{
Ci,k < R| ĥi,k

}
= Pr

{
log2

(
1 + Pi,k|hi,k|2/σ2

)
< R

∣∣ ĥi,k} . (9)

C. Regularized MPC Problem Formulation

Due to the V2X transmission delay, the perfect information
of the surrounding vehicles may not be available and the
safe following distance parameter D in (3) cannot guarantee
collision avoidance during the lane change. To ensure a safe
EV movement due to the wireless channel uncertainty, this
paper proposes to add an extra safe distance margin md, which
modifies (3) into xLVk − xk ≥ D +md, if EV ∈ EL,

xTV
k − xk ≥ D +md, if EV ∈ TL,
xk − xFVk ≥ D +md, if EV ∈ TL.

(10)

Different from parameter D, md is an optimization variable
that should be optimized based on the channel state informa-
tion and vehicle dynamics. The optimized md should satisfy
the following properties: 1) If pouti,k is large, then md should
also be large; 2) If pouti,k = 0 for all (i, k), then md = 0; 3) The
benefit of increasing md is reduced as md increases. To design
an MPC considering the communication outage, we propose
a regularized cost function Ξ(md, Pi,k) to (4) as follows:

Ξ(md, Pi,k) =
pouti,k (Pi,k)

1− e−md
, (11)

which has the following properties: 1) Ξ approaches infinity
when md → 0, which encourages a positive md to guarantee
the safety; 2) Ξ is monotonically increasing in Pi,k, which
motivates the EV to select a small md when transmit power
Pi,k is small; 3) Ξ decreases slower as md increases, which
prevents the EV from choosing an exceedingly large md.

Based on the above discussions, our joint motion and power
control optimization problem is formulated as

P0 : min
F

K∑
k=1

(
uTkWeuk + cTkWuck + ρk

∑
i∈I

pouti,k (Pi,k)

1− e−md

)
(12a)

s.t. (1), (2), (10), md ≥ 0, (12b)
K∑
k=1

Pi,k ≤ Pmax, Pi,k ≥ 0, ∀i, k, (12c)

where F = {{uk, ck, {Pi,k}i∈I}Kk=1,md} and {ρk > 0}Kk=1

is the penalty factors. (12c) is the total power budget constraint
with Pmax being the power budget.3

Remark 1: The motion planning of vehicles and the power
control of communication in P0 are executed in the same

3The instantaneous power constraint is not considered as vehicles are
equipped with large RF ends and antennas.
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time slot. This is because a common motion control frequency
ranges from 20 Hz to 60 Hz [14] and the power control
frequency is equal to the inverse of a channel coherence
time slot, which ranges typically from 15 ms to 50 ms, also
corresponding to a frequency of 20 Hz to 60 Hz.

III. OPTIMIZATION SOLUTION TO P0

A. Outage Probability Transformation

According to (8), when ĥi,k is obtained, hi,k/µi,k can be
regarded as a complex Gaussian variable with mean

√
βĥi,k

and variance (1−β). Therefore, |hi,k/µi,k|2 given ĥi,k follows
a non-central χ2 distribution with two degrees of freedom and
the conditional cumulative distribution function (CDF) is

F|hi,k/µi,k|2|ĥi,k (x) = 1−Q1


√
β|ĥi,k|2

ζ
,

√
x

ζ

 , (13)

where ζ =
√

(1− β)/2 and Q1(x, y) is the first-order
Marcum Q-function [6, eq. 4.33]. Based on (13), pouti,k (Pi,k)
in (9) is given by

pouti,k (Pi,k) = F|hi,k/µi,k|2|ĥi,k

(
2R − 1

Pi,kµ2
i,k

σ2

)
. (14)

Then, putting (14) into P0 yields

P1 : min
F

K∑
k=1

uTkWeuk + cTkWuck

+

K∑
k=1

∑
i∈I

ρk

F|hi,k/µi,k|2|ĥi,k

(
2R−1
Pi,kµ2

i,k
σ2
)

1− e−md
(15a)

s.t. (1), (2), (3), (12c), md ≥ 0. (15b)

Since the constraint set of P1 is decoupled when either {Pi,k}
or {{uk, ck}Kk=1,md} is fixed, the optimization problem P0
can be decomposed into two subproblems under the BCD
framework [15]. By solving problem P1 at each time slot
iteratively, the optimized control actions and power allocation
can be directly obtained for motion planning, safe distance
margin, and power control.

B. Solving Problem P1 under BCD Framework

When {Pi,k} are fixed, the subproblem of P1 for optimizing
efficient trajectory is given by

D1 : min
md,{uk,ck}Kk=1

K∑
k=1

(
uTkWeuk+cTkWuck+

η

1− e−md

)
(16a)

s.t. (1), (2), (3), md ≥ 0, (16b)

where η =
∑
i∈I ρkF|hi,k/µi,k|2|ĥi,k

(
2R−1
Pi,kµ2

i,k
σ2
)

. Since con-
straints (1), (2), and (3) are affine constraints, together with
md ≥ 0, the feasible set of D1 is convex. On the other hand,
notice that We and Wu are positive definite, ukWeu

T
k and

ckWuc
T
k are convex on uk and ck, respectively. Therefore,∑K

k=1(ukWeu
T
k + ckWuc

T
k ) is convex, since the sum of

convex functions preserves convexity [16]. Moreover, since η

is a constant value,
∑K
k=1

η
1−e−md is convex on (0,+∞) [16].

Therefore, the objective function of (16) is convex and D1 is a
convex problem that can be efficiently solved via the interior-
point method [7].

On the other hand, when {{uk, ck}Kk=1,md} are fixed, the
subproblem for updating {{Pi,k}i∈I}Kk=1 is given by

Q1 : min
{{Pi,k}i∈I}Kk=1

K∑
k=1

∑
i∈I

ρk

F|hi,k/µi,k|2|ĥi,k

(
2R−1
Pi,kµ2

i,k
σ2
)

1− e−md
(17a)

s.t.

K∑
k=1

Pi,k ≤ Pmax, Pi,k ≥ 0,∀k, i. (17b)

Since k and i are independent, the summation over k and
i in Q1 are interchangeable. Moreover, since the cardinality
of set I is three and optimization variables {Pi,k}i∈I are
independent of one another, subproblem Q1 can be further
reduced to three parallel subproblems with the ith subproblem
being

Q1[i] : min
{Pi,k}Kk=1

K∑
k=1

ρk

F|hi,k/µi,k|2|ĥi,k

(
2R−1
Pi,kµ2

i,k
σ2
)

1− e−md︸ ︷︷ ︸
:=f(Pi,k)

(18a)

s.t.

K∑
k=1

Pi,k ≤ Pmax, Pi,k ≥ 0, ∀k. (18b)

SinceQ1[i] has a continuously differentiable objective function
and a linear feasible set, it can be solved by the projected-
gradient (PG) method [8], which alternatively performs an
unconstrained gradient descent step and computes the projec-
tion of the unconstrained update onto the feasible set of the
optimization problem. To be specific, the update of {Pi,k}Kk=1

at the lth iteration is given by

Pi,k

(
l +

1

2

)
= Pi,k(l)−A(l)∇Pi,kf, ∀k, (19)

where A(l) is a backtracking step size chosen by the Armijo
rule to guarantee the convergence [8, Prop. 2.3.3], and ∇Pi,kf
is given by

∇Pi,kf=
−ρk(2R − 1)σ2

2(1− e−md)ζ2P 2
i,k

I0

(√
(2R−1)β|ĥi,k|2σ2

µ2
i,kPi,kζ

4

)
exp

(
β|ĥi,k|2+ 2R−1

Pi,kµ
2
i,k

σ2

2ζ2

) ,
(20)

where I0(x) is the zero-th order modified Bessel function of
the first kind [17, eq. 8.445]. On the other hand, to project
Pi,k (l + 1/2) onto the feasible set of problem Q1[i] to find
its nearest feasible point Pi,k(l + 1), we have an equivalent
optimization problem expressed as

Pi,k(l + 1)= arg min
{Pi,k}Kk=1∈S1

K∑
k=1

∥∥∥∥Pi,k− Pi,k (l +
1

2

)∥∥∥∥2 , (21)

where S1 = {{Pi,k}Kk=1|
∑K
k=1 Pi,k ≤ Pmax, Pi,k ≥ 0,∀k}

is the domain of Q1[i]. Since (21) is a convex optimization
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Algorithm 1 Overall Algorithm for Solving P1

1: Initialize feasible points of {{uk, ck, {Pi,k}i∈I}Kk=1,md}.
2: repeat
3: Update {{uk, ck}Kk=1,md} for solving D1 via the

interior-point method.
4: Update {{Pi,k}i∈I}Kk=1 by solving Q1[i] in a parallel

manner for all i via the PG method.
5: until Stopping criterion is satisfied.

problem, a closed-form solution can be derived based on
Karush-Kuhn-Tucker (KKT) condition and is given by the
following theorem, which can be proved by following a similar
approach in [18, Proposition 2].

Theorem 1. The optimal solution of (21) is given by

Pi,k
† =

[
Pi,k(l + 1/2)− ζ†

2

]+
, ∀k, (22)

where ζ† satisfies
∑K
k=1

[
Pi,k(l + 1/2)− ζ†/2

]+
= Pmax

and can be obtained with the bisection search [8].

Based on (19) and Theorem 1, we can iteratively update
{Pi,k}Kk=1, where the convergence is guaranteed to be a
stationary point of Q1[i] [8, Proposition 2.3]. Moreover, since
Q1 consists of three parallel subproblems Q1[i] for each
variables {Pi,k}Kk=1,∀i, it can be solved in a parallel manner.

To sum up, with the feasible initial points in set F , P1
can be iteratively solved, where the proposed algorithm is
summarized in Algorithm 1, and the convergence of the
objective value of P1 can be proved using the approach in
[15]. As for the computational complexity of Algorithm 1,
it is dominated by the inner iteration in steps 3 and 4. For
step 3, D1 is solved via the interior-point method with the
complexity order of O((2K)3.5). For step 4, since subproblem
Q1[i] is solved via the PG method, which only involves the
first-order differentiation, it has O(K/%) complexity order
with an accuracy of % [8]. Since updating {{Pi,k}i∈I}Kk=1

involves solving three parallel subproblems, the complexity of
solving Q1 is O(3K/%). Together with the outer iterations, the
complexity order of Algorithm 1 is O(M((2K)3.5 + 3K/%)),
where M is the outer iteration number to converge. The
convergence behaviour of Algorithm 1 is shown in Fig. 2(a),
where the proposed algorithm converges rapidly within 2 iter-
ations under different vehicle speeds. The convergence time is
around 1 s with MATLAB R2021b and can be reduced to tens
of milliseconds by leveraging the more efficient programming
languages (Python or C) in real-time operating systems.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the driving performance of
the proposed policy with channel uncertainty through simu-
lations and experimental results. The width of each lane is
3.72 m based on the US standard. The starting locations of
EV, LV, TV, FV are (20 m, 1.85 m), (30 m, 1.85 m), (40 m,
5.55 m), (13 m, 5.55 m), respectively. The starting velocities
of EV, LV, TV, FV are 7.2 km/h, 5 km/h, 25 km/h, 7.9 km/h,
respectively. The bandwidth is set to be 10 MHz with noise
power spectral density being σ2 = −96 dBm/Hz [19]. The

required spectral efficiency is set to R = 2 bps/Hz, the
maximum transmit power is Pmax = 30 dBm, and the large-
scale fading parameter is set to µ2

i,k = 3.5. The safe distance
is D = 8.7 m according to the two-second rule (with a vehicle
length of 4.7 m and a speed of 7.2 km/h), ∆t = 1 s, and
the initial yaw angles for the LV, the TV, and the FV are
all 0o. According to 3GPP [19], the transmission time is set
to τ0 = 50 ms. The computation delay is tcomp = 10 ms. We
employ the Car Learning to Act (CARLA) simulation platform
for high-fidelity environments and dynamics generation [2].
Each vehicle is equipped with a positioning sensor and a
communication device. The penalty factor {ρk}6k=1 are set to
ρ1 = 1 and {ρk = 10}6k=2. As such, the EV would be more
conservative during its turning stage of the lane-change task.

First, to demonstrate the safety of the proposed policy,
we compare its trajectory with that of a baseline policy that
ignores the channel uncertainty [3] (i.e., the solution to P0
with {ρk = 0,∀k}). It can be seen from Fig. 2(b)-2(d) that the
trajectory of the EV adopting the proposed policy is generally
conservative to ensure sufficient distance margin for safety
driving compared to that of the baseline policy. As such, the
EV successfully bypasses the slow moving LV and avoids col-
lision with the FV during lane-change movement. In contrast,
the baseline policy adopts the competitive driving behavior that
leads to a vehicle collision, where the EV collides with the FV
at the third time step shown in Fig. 2(b). Moreover, with higher
velocities, the collision time is delayed by a second as shown
in Fig. 2(c). It can be seen from Fig. 2(d) that the proposed
policy can avoid collision during the lane-change even if the
surrounding vehicles are accelerating their speeds. To clearly
explain the implications of relative velocities, the changes
of relative velocities are shown in Fig. 3(a), which indicates
that the relative velocities will first decrease (or increase for
the TV) and then remain fixed during the turning stage to
guarantee a safe following distance.

Next, to account for the vehicle volumes and kinetics in
practical environments, the proposed strategy is validated in
CARLA simulator [2]. The experimental results of bird’s-eye-
views are shown in Fig. 3(b), where the EV is marked in a red
box. We capture three sequential snapshots of the lane-change
procedure with 1 second between consecutive snapshots. It can
be seen from the upper half of Fig. 3(b) that the EV moves
from the ego lane to the target lane, approaching the TV trajec-
tory as time increases, which indicates that the proposed policy
plans a dynamically feasible and collision-free trajectory to
reach the target lane. However, the baseline policy, shown in
the lower half of Fig. 3(b), adopts an exceedingly large yaw
angle at the second step, leading to a collision with the FV
at the third step. This corroborates the simulation results in
Fig. 2(b), indicating that the proposed policy achieves high
safety in both perfect and practical simulators.

Finally, the lane change performance results in terms of
the collision ratio during the lane change policy are shown
in Fig. 3(c)-3(d). The collision ratio is defined as the number
of collisions divided by the total number of simulation trials
during a studied time interval while the simulation results are
obtained by averaging over 100 simulation trials. Compared
to the V2X policy ignoring the channel uncertainty [3], the
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(b) Positions of all vehicles during
lane-change movements.
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(c) Positions of all vehicles during
lane-change movements with high-
speed surrounding vehicles.
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(d) Positions of all vehicles dur-
ing lane-change movements with
variable-speed surrounding vehicles.

Fig. 2. Convergence behaviour of the proposed algorithm and trajectories of all vehicles during lane-change with β = 0.3 and a = 1.
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(b) Bird’s-eye view of motion planning for
the proposed and baseline policies [3].
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(c) Performance comparison ver-
sus different outage probabilities
with 20 km/h for the LV.
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(d) Performance comparison ver-
sus different velocities of the LV
with 0.3 outage probability.

Fig. 3. Performance comparison of different policies with β = 0.3 and a = 1.

proposed policy significantly reduces the collision ratio, es-
pecially under a high outage probability and a high velocity.
Furthermore, compared with the V2X policy considering the
channel uncertainty [4] (to obtain the best performance of [4],
it is assumed that [4] has perfect knowledge of τi,k), the pro-
posed scheme still performs better. This is because the method
in [4] adopts a constant transmit power, while the proposed
scheme allocates more power resources at key waypoints. This
finding demonstrates the necessity of power control under a
stringent power budget in V2X motion planning.

V. CONCLUSION

This paper investigated a V2X-aided lane-change scenario
in autonomous driving. To ensure safe driving in the existence
of channel uncertainties, this paper proposed a robust V2X
motion planning strategy by jointly optimizing the safe dis-
tance margin, the trajectory, and the transmit power with the
BCD approach. Compared to the schemes without considering
communication delay or adopting power control, the proposed
policy significantly reduces the collision ratio in the lane-
change scenario.
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