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Abstract—In the wideband regime, the performance of many
of the popular modulation schemes such as code division multi-
ple access and orthogonal frequency division multiplexing falls
quickly without channel state information. Obtaining the amount
of channel information required for these techniques to work
is costly and difficult, which suggests the need for schemes
which can perform well without channel state information. In
this work, we present one such scheme, called wideband time
frequency coding, which achieves rates on the order of the
additive white Gaussian noise capacity without requiring any
channel state information. Wideband time frequency coding
combines impulsive frequency shift keying with pulse position
modulation, which allows for information to be encoded in both
the transmitted frequency and the transmission time period. On
the detection side, we propose a non-coherent decoder based on
a square-law detector, akin to the optimal decoder for frequency
shift keying based signals. The impacts of various parameters
on the symbol error probability and capacity of wideband time
frequency coding are investigated, and the results show that it is
robust to shadowing and highly fading channels. When compared
to other modulation schemes such as code division multiple
access, orthogonal frequency division multiplexing, pulse position
modulation, and impulsive frequency shift keying without chan-
nel state information, wideband time frequency coding achieves
higher rates in the wideband regime, and performs comparably
in smaller bandwidths.

Index Terms—wideband, impulsive signals, frequency shift
keying, pulse position modulation

I. INTRODUCTION

HE desire for higher data rates and the currently crowded

frequency spectrum has led to an interest in the wideband
regime, where there is more bandwidth available [2]]. There
are various challenges associated with the transition to the
wideband regime, which can detrimentally impact previously
used signaling schemes such as code division multiple ac-
cess (CDMA) and orthogonal frequency division multiplexing
(OFDM). One such challenge is obtaining accurate and reliable
channel state information, which CDMA and OFDM require
in order to achieve good data rates [3]], [4]. Doing so is difficult
due to the fading and noise associated with the wideband
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Part of this work has been previously presented in part in PIMRC 2019 [[1].
In this work, we expand into further detail on how changing the parameters
of WTFC impacts its capacity, and introduce large-scale fading and the
shadowing effect to the channel model.

regime [S]]. Without channel state information, the capacities
of CDMA and OFDM fall drastically. This naturally leads to
a renewed interest in investigating signaling schemes that do
not require any CSI for usage in the wideband regime.

Theoretical results such as [[6] demonstrate that the capacity
of a signaling scheme where the signal is not concentrated
or peaky will inevitably fall to zero as a function of the
bandwidth once a critical bandwidth is passed. For example,
the capacity of CDMA and other direct sequence spread
spectrum signaling (DSSS) schemes approach zero as the
bandwidth increases due to fourth moment constraints [7]],
[8l, and similarly, the capacity of OFDM approaches zero
as the bandwidth increases past a critical bandwidth [9].
On the other hand, a signal concentrated in both time and
frequency performs well in doubly dispersive channels, which
are associated with the wideband regime [10]. One strategy
to generate these concentrated or impulsive signals, is by
incorporating a duty cycle to the signaling scheme [6]], [11]-
[15]. Indeed, the probability of error associated with any rate
below the capacity of a fading dispersive channel can be made
to be arbitrarily small through a careful choice of the duty
cycle and inter-symbol time [[16]]. Thus, there is motivation to
explore impulsive signaling schemes for the wideband regime
when there is no CSI.

The performance of various signaling schemes with in-
corporated duty cycles in the wideband regime without CSI
has been previously investigated. Pulse position modulation
(PPM), which is a signaling scheme with an inherent duty
cycle, was investigated for usage in the wideband regime. It
was shown that the capacity of PPM with repetition coding
achieves rates close to the wideband capacity limit as the
signal-to-noise ratio (SNR) increases, and once high SNR
regimes are reached, the capacity of PPM levels off from
limitations on the smallness of the symbol times due to
the guard interval [12]]. The performance of DSSS signaling
schemes with a duty cycle were investigated in scenarios
where the number of channel paths was large. Unlike DSSS
schemes without a duty cycle, the capacity of DSSS schemes
with a duty cycle is more resilient to an increase in the number
of channel paths [[13]], and therefore to the larger bandwidths.
OFDM with a duty cycle was investigated in multiple input
multiple output (MIMO) scenarios in the wideband regime,
and rates close to the capacity bound are achievable with
critical duty cycles, at which the capacity of the scheme peaks
for the given parameters [6]. Frequency shift keying (FSK)
with a duty cycle, which is otherwise known as impulsive
FSK (I-FSK), approaches the capacity limit as the bandwidth
goes to infinity and the duty cycle approaches zero [14]. In the
finite bandwidth and non-zero duty cycle scenario, single and
two tone [-FSK can achieve within 2 dB of the energy-limited



capacity bound with an optimal duty cycle [15].

In much of the prior research on the performance of
signaling schemes with a duty cycle in the wideband regime,
the time duration in which the signal is transmitted is known to
both the transmitter and the receiver. However, information can
be encoded in the time duration the signal was transmitted, as
in the case of PPM. In this work, we present a wideband time
frequency coding (WTFC) modulation that combines single
tone I-FSK and PPM. In this modulation scheme, information
can be encoded in both the duration of a signal transmission
and the frequency of the transmitted signal. A frequency tone
is transmitted once per duty cycle with an increased amplitude,
and the time period in which the signal is transmitted is
unknown to the receiver.

There has been prior work on a combined FSK and
PPM modulation, but primarily for applications outside the
wideband regime. In optical communications, low-dimensional
FSK and PPM modulations were used to reduce the required
SNR compared to other modulations for similar bit error rates
(BER) [17] and to reduce the power penalties for a given BER
[18]. A FSK and PPM modulation was used in low energy
critical infrastructure monitoring networks in order to reduce
the power requirement compared to an FSK modulation for
equivalent BERs [19].

In comparison to these works, WTFC focuses on a high
dimensional combined FSK and PPM modulation for usage in
the wideband regime without CSI. We demonstrate that WTFC
performs well over a large range of bandwidths, is robust
under various channel conditions, and can achieve rates on the
order of the capacity bound. The capacity of WTFC remains
stable as the bandwidth becomes large and is greater than the
capacity of other modulations such as CDMA with a duty
cycle, OFDM with a duty cycle, and PPM, whose capacities
go to zero at larger bandwidths. When comparing WTFEC to
I-FSK, we show that WTFC outperforms I-FSK when the two
modulations have the same duty cycle.

This paper is organized as follows: In Section [[, we discuss
the Rayleigh fading channel model with large-scale fading,
and introduce the WTFC signal. In Section we discuss the
non-coherent square law receiver, and the discrete memoryless
channel model used to find the capacity of WTFC. In Section
we first investigate how different parameters impact the
probability of error and capacity of WTFC, and then compare
the performance of WTFC to other modulations such as
CDMA, OFDM, PPM, and I-FSK. In Section E we give our
concluding remarks.

The notations that are commonly used throughout this paper
are listed in Table [

II. SIGNAL MODEL
A. Channel Model

We consider a multipath fading channel model with and
without log-normal path loss and shadowing. For an input
signal z(t), the channel output y(t) is [20]], [21]

L
y(t) =m(t) Y ap(t)a(t — dp(t) + 2(t) e)
r=1

Notation Description

Ny Noise spectral density

Q@ Small-scale fading factor

m Large-scale fading factor

o Shadowing standard deviation

Ay Separation between adjacent frequencies
M Total number of frequencies available
B Bandwidth

T Symbol time

Ty Delay spread

By Doppler spread

0 Duty cycle

P, Transmit power

P, Receive power

TABLE I: Notations that are commonly used throughout this
paper.

where m(t) is the large-scale fading that includes both path
loss and shadowing, a,(t) and d,(t) are the channel gain and
delay associated with path r, respectively, L is the total number
of paths, and z(t) is the complex additive Gaussian white noise
with noise spectral density Njp.

The large-scale fading term m(t) can be represented as a
constant m that is time-independent [21]], [22]]

m(t) =m = V10~ Ls(d)/10 (2

4md, d
L,(d) =20log,, (F)\O) + 10vlogyq (d) +X, 3
0

where d is the distance between the transmitter and receiver,
dy is the reference distance, A is the wavelength of the signal,
~ is the path loss coefficient, and X, is a zero-mean Gaussian
random variable with standard deviation o. In this work, we
assume free-space path loss, but an experimentally derived
path loss relationship may be used instead of the first term of
@) [21).

The channel is assumed to have block fading in both
frequency and time. With this assumption, the channel gain
a,-(t) and channel delay d,(t) remain constant throughout a
coherence time 7, and are independent from one coherence
time period to the next [20]. The channel gain and delay are
highly correlated throughout a coherence bandwidth B, and
fade simultaneously within this coherence bandwidth. Thus,
we can express the channel gains and delays as constants
where a,(t) = a, and d.(t) = d,. The delay spread T, is
approximately the inverse of the coherence bandwidth, and
the Doppler spread B, is approximately the inverse of the
coherence time [23|]. The delay spread is assumed to be
constant, i.e., maxd, < T, For an underspread channel
where T; < T, we can rewrite as [20]

L
y(t) =mY_ apx(t —d,) + z(t) “)

B. Wideband Time Frequency Coding Signal

WTEC is a modulation scheme that is inspired by I-FSK
and combines FSK with PPM [1]]. The signal is comprised of
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Fig. 1: Grid depicting the transmission of two WTFC symbols
with a duty cycle of € and M possible frequencies. Shaded
regions denote the time period the symbols were transmitted
in, as well as the transmitted frequencies.

a single frequency tone whose amplitude is increased by the
square root of the inverse of the duty cycle, and is transmitted
only once per duty cycle during any time period. Information
is encoded in both the frequency of the signal and the time
duration that the signal is transmitted in. Fig. |1| illustrates the
transmission of two WTFC symbols with a duty cycle of § and
M possible frequencies. It can be seen that the transmission
of the WTFC signal is not fixed to a time period, and only a
single frequency is transmitted once per duty cycle.

Given a bandwidth B, a symbol time T, and an adjacent
frequency separation Ay = fiz1 — fi = ¢q/(Ts — Ta)
where ¢ € N, there are a total of M = B(Ts — Ty)/q
possible frequencies that can be transmitted. The frequency
separation A is a multiple of 1/(7s—T) in order to maintain
orthogonality and prevent spectral leakage, and the ¢ factor in
Ay is chosen such that Ay > By in order to account for
the Doppler spread when in a moving system. The signal is
transmitted for a duration of T — Ty in order to account for
the delay spread 7y and to prevent the potential overlap of
two time-adjacent signals at the receiver. The delay spread
Ty is used as a guard time, and other guard times may be
used as long as they are greater than the delay spread. The
transmission of the signal occurs once during the cycle time
period of [(p — 1)T5/0, pTs/0) where p € N.

For simplicity, we consider the signal transmission over a
cycle time of [0,75/6). The transmitted signal is [1]

Aexp(j2m fit), kT <t < (k+1)Ts — Ty,
xl,k(t) =

0, otherwise.
)
where
P,T,
A= ——"7— 6
0T —Ty) (6)

is the amplitude of the signal, f; is the frequency that is being
transmitted, k£ is the index of the time period in which the
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Fig. 2: Square-law detector used for non-coherent detection of
WTEC signals.

signal is being transmitted where & € [0,1/0—1], 6 is the duty
cycle, T is the symbol time, and P; is the average transmit
power.

C. Channel Output

The multipath fading channel output can be found using the
Central Limit Theorem when the number of paths, L, is large
and the fading coefficients, a.., are independent [20]. Given the
channel described in (4) and the transmitted signal z; 4 (¢), the
channel output is [1]

J(6) = {maAexp(ﬂwﬁtHz(t), KTy <t < (k+ 1T,

otherwise.

z(t), ™
where m is the large-scale fading factor, o is a zero-mean
complex Gaussian random variable with E[|a|?] = 1, z(t)
is the complex additive white Gaussian noise (AWGN) with
power spectral density No/2.

It should be noted that the average received power of the
signal P, can be related to the average transmit power P,
through

log(P;) = <2 log <47;d0> + vlog (i)) +log(P.) (8)

Throughout this work we will be primarily using the averaged
received power of the signal. The relationship between the
transmit and receive power will remain implicit.

III. DEMODULATION AND PERFORMANCE
A. Demodulation

A non-coherent receiver is used in order to avoid the costs
associated with obtaining CSI. The optimal non-coherent FSK
receiver is the square-law detector, which is a Maximum
Likelihood Estimator for FSK-based signals [20]. The square-
law detector, which is shown in Fig. 2] is comprised of
matched filters for all possible frequencies. The matched filters
are sampled every T, seconds. The maximum of all the
squared magnitudes of the outputs of the matched filters over
the entire duty cycle is used to determine the frequency of the
signal and the time period in which the signal was transmitted.

The output of the m-th matched filter associated with
frequency f,,, where m € [1, M], over time period nTs <
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Fig. 3: M/0-symmetric discrete memoryless channel model
used for WTFC.

t < (n+ 1)T,, where n € [0,1/6 — 1], is denoted by 7y, .
The output 7, ,, can be formally calculated as

(n+1)Ts

weroes il
Tm,n =
NO(TS - Td) nTs+Ty

:{maA BTy, if (myn) = (1K),

y(t) exp (—j27 fint) dt

Win,n s otherwise.

©))

where w,, ,, is a circularly symmetric Gaussian random vari-
able with variance 1. Decisions are then made using the max-
imum of all |r,, »|%. An error occurs when |r | < |ry.n]?
for (m,n) # (I,k). See App. for the simplification of
|7m.n|? When large-scale fading is not considered.

B. Discrete Memoryless Channel Model

WTEFC has been designed such that there is no temporal
or spectral leakage, and all receiver outputs are independent.
The noise outputs also have identical distributions. Therefore,
we can model errors using the discrete memoryless channel
model shown in Fig. 3] which is a M/ symmetric discrete
memoryless channel. The capacity of said channel is [24]

C= <log2(M/0) + (1 — P.)logy(1 — P.)

P, 0
+PelOgQ(M/e— 1>)T

where P, is the probability of an error which occurs when
|71,k]% < |rm,n|? at the receiver. Note that there is an additional
0/T factor due to the duty cycle incorporated in WTFC -
a symbol is transmitted only once every T,/6 seconds. In
this work, the probability of an error is first found through
simulation, and then used in (I0) to estimate the capacity
bound.

(10)

IV. NUMERICAL RESULTS

In the simulations, we used 10° iterations to find the
probability of error and capacity associated with each signaling
scheme (CDMA, PPM, OFDM, WTFC, and I-FSK) for the
given parameters. The inverse transform sampling method was
used to find the probabilities of error and capacity associated
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Fig. 4: Impact of changing the average received power and the
symbol time on the capacity of WTFC. The parameters used
are: duty cycle § = 1/1000, bandwidth B = 400 MHz, delay
spread T;; = 0.3us, and Doppler spread By = 360 Hz.

with WTFC and I-FSK in order to reduce the simulation time.
See App. [A] for details on this method. We use the AWGN
capacity as a baseline comparison, as it is a valid upper bound
on the capacity of multipath fading channels in both the finite
and infinite bandwidth scenarios [14]], [25].

This section is split into two subsections. We first explore
how changing the parameters impacts the probability of error
and capacity associated with WTFC. We then compare the
performance of WTFC to other modulation schemes under
various channel conditions.

A. Impact of changing parameters on WTFC

There are various parameters that can impact the probability
of error and capacity of WTFC. In this subsection, we investi-
gate how the duty cycle 6, average receive power P,., symbol
time T, and the shadowing effect impact WTFC.

Fig. @] shows how changing the averaged received power
and symbol time affect the capacity of WTFC. The x-
axes are labeled with SNR, which can be calculated using
10log,( (P, /NoB), and the ratio between the average received
power and noise spectral density 10log;q(P;/Np). It can be
seen that the symbol error probability decreases when the SNR
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Fig. 5: Impact of changing the duty cycle and the symbol
time on the probability of error and capacity of WTFC. The
parameters used are: average received power P, = 10°, noise
spectral density Ny = 1, bandwidth B = 100 MHz, delay
spread T;; = 0.3us, and Doppler spread By = 360 Hz.

increases. This is due to the increased amount of energy that
can be captured by the receiver when the SNR is larger. The
decrease in the symbol error rate when the SNR increases
results in an increase in the capacity of WTFC. However, a
decreasing symbol error probability becomes less beneficial as
the SNR grows large. This is due to the innate limit on the
total number of bits per symbol (|log,(M/6)]) that can be
transmitted. Altering the symbol time can increase the capacity
limit due to the shorter wait time between consecutive symbol
transmissions, but the limitation on the capacity still exists
regardless of the symbol time.

It can be observed that the symbol error probability de-
creases as the symbol time increases. This is due to the
relationship in (9), where the output of the matched filters,
Tm,n» 1S dependent on the square root of the symbol time. For
a given receive power, if the symbol time is increased, then
the amount of energy that the square-law detector captures
is also increased, which results in the smaller symbol error
rate. When the SNR is large and the symbol error probability
is small, WTFC with smaller symbol times has a larger
capacity limit. The decreased wait time between consecutive
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Fig. 6: Impact of shadowing on the probability of error and
capacity of WTFC. The parameters used are: average received
power P, = 10°, noise spectral density Ny = 1, bandwidth
B = 100 MHz, symbol time T = 100us, delay spread Ty =
0.3us, Doppler spread B; = 360 Hz, and shadowing effect
standard deviation o = 8 dB.

symbol transmissions with smaller symbol times results in
more transmitted bits per second. This aspect is seen in (I0),
where the capacity of the channel is inversely proportional to
the symbol time. One interesting aspect to note is that the
minimum ratio of the AWGN capacity to the WTFC capacity
remains the same regardless of the symbol time. The symbol
time should be carefully chosen for a target SNR and rate.

In addition to the symbol time, the duty cycle used also
impacts the symbol error rate and the capacity. Fig. J]illustrates
how changing the symbol time and duty cycle affects the
probability of error and capacity of WTFC. As we have already
discussed the impacts of the symbol time on the symbol error
rate and capacity of WTFC, we focus on the effects of the
duty cycle. Decreasing the duty cycle results in a decrease in
the symbol error probability due to the signal becoming more
impulsive and having a larger amplitude, as can be seen in
(6). Despite the decrease in the duty cycle resulting in more
possible time-frequency slots that a symbol can be represented
by, the larger amplitude still results in a smaller symbol error
probability.
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There are two regimes of interest when looking into the
impact of the duty cycle on the capacity of WTFC. When
the symbol error probability is greater than 1/2, the capacity
of WTFC increases when the duty cycle is decreased. The
reduction in the symbol error probability due to the amplitude
of the signal being increased has a greater effect on the
capacity than the increased wait time between consecutive
symbols. When the symbol error probability is less than 1/2,
the capacity of WTFC decreases with the decrease in the
duty cycle. In this regime, the increased wait time between
consecutive symbols has a greater effect than the reduction in
the symbol error probability.

One thing to note is that the maximum capacity that can
be reached is the same for different pairs of duty cycle and
symbol time. This corresponds with what was stated in [6],
where there exists a critical bandwidth occupancy that is
dependent on symbol time, bandwidth, and duty cycle, at
which the capacities of schemes are maximized.

Fig. [f] shows the impact of shadowing on the symbol
error probability and capacity of WTFC. This figure was
generated with the same parameters as Fig. [5] and with an
additional shadowing effect with standard deviation o = 8 dB
and a symbol time of 7T, = 100us. The shadowing effect
detrimentally impacts the symbol error probability, and its
effects are most evident when the symbol error probability is
small. For example, at a duty cycle of 1075, the the probability
of a symbol error with shadowing is approximately 6 times
greater than without shadowing, while at a duty cycle of
one, the two symbol error probabilities are near equivalent.
Due to the increase of the symbol error probability from
the shadowing effect, the capacity is lowered when there is
shadowing. The impact of the shadowing effect on the capacity
is more evident when the symbol error probability is large.
WTEC is robust against shadowing, and shadowing has a small
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Fig. 8: Comparison between WTFC with a duty cycle
of # = 1/100 versus I-FSK with duty cycles of 8 =
1/100,1/50,1/200. The parameters used are: average re-
ceived power P, = 1034, noise spectral density Ny = 1,
symbol time T = 101us, delay spread Ty = 20us, and
Doppler spread By = 360 Hz.

detrimental impact on its capacity. When the symbol error
probability is large, and near p. = 1/2, the loss in capacity is
approximately 3%, and when the symbol error probability is
small, there is virtually no loss in capacity.

B. Comparison between different modulations

In this subsection, we investigate how WTFC performs in
the wideband regime compared to other signaling schemes
without CSI such as CDMA, OFDM, PPM, and I-FSK. To find
the capacity for CDMA without CSI, we use an upper bound
on the wideband capacity, which can be found in Equation 94
from [7]]. For OFDM without CSI, we use Equation 2 in [9].
For the capacity PPM with repetition coding, we use Equation
17 from [12]. We then compare the performance of WTFC
versus I-FSK with different duty cycles to give insights into
the benefits and downsides of altering the duty cycle. For a
final comparison, we compare the robustness of WTFC versus
the other schemes in highly fading channels in order to show
how WTFC is minimally impacted by channel conditions.

Fig.[/|shows a comparison between the capacities of WTFC,
OFDM, CDMA, and PPM without CSI over bandwidths from
10 kHz to 1 GHz. Given the parameters used to find the
capacity, CDMA outperforms WTFC when the bandwidth
is small, but CDMA’a capacity begins to degrade when the
bandwidth becomes greater than ~30 kHz. CDMA initially
outperforms WTFC due to the small number of frequency
slices at smaller bandwidths. CDMA can take advantage of the
correlation of the smaller number of frequency slices, but the
correlation does not help improve its capacity once the number
of frequency slices grows large [7]. This leads to CDMA’s
failure at larger bandwidths. OFDM exhibits similar behavior
to CDMA when it comes to comparing its performance to
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WTEC. It also outperforms WTFC until a bandwidth of ~30
kHz, and past that bandwidth, WTFC outperforms it. As the
bandwidth grows, its capacity begins to approach zero. This is
due to the information being spread across time and frequency
which results in a lack of an impulsive signal [9]]. Without CSI
and impulsive signals, CDMA and OFDM perform poorly and
begin to fail as the bandwidth grows large.

In contrast to CDMA and OFDM, PPM does not perform as
poorly. PPM maintains a capacity close to the AWGN capacity
bound until a bandwidth of ~2 MHz is reached. Past this
bandwidth, the capacity of PPM begins to gradually approach
zero, similar to CDMA and OFDM'’s behavior. This divergence
from the capacity bound is due to restrictions on the symbol
time given limitations on the guard time [[12].

WTFC does not suffer the same gradual divergence away
from the AWGN capacity bound that CDMA, OFDM, and
PPM do. The capacity of WTFC grows as the bandwidth
increases. This is due to the gradually increasing number
of frequencies that can be transmitted when the bandwidth
increases. As the number of possible frequencies that can be
transmitted increases, the number of bits per symbol also in-
creases. While the probability of a symbol error also increases
with the bandwidth, the tradeoff between the increased symbol
error probability and information gain still results in an overall
increase in capacity. This indicates that WTFC is robust in the
wideband regime, unlike CDMA, OFDM, and PPM without
CSI. In addition, while WTFC may not perform as well in
smaller bandwidths, its capacity is still of order of the other
modulations’ capacities, indicating that WTFC is versatile in
multiple bandwidth regimes.

Fig.[8]shows a comparison between the capacities of WTFC
and I-FSK with various duty cycles in order to illustrate the
impact of the duty cycle. When comparing WTFC to I-FSK
with the same duty cycle, WTFC outperforms I-FSK. This is
due to the larger number of bits per WTFC symbol. The extra
information encoded in the time duration that the signal is

transmitted in allows for WTFC to achieve a higher rate than I-
FSK of the same duty cycle despite the increased symbol error
probability. When comparing WTFC to I-FSK with different
duty cycles, it can be seen that I-FSK with a larger duty
cycle has a larger capacity. Increasing the duty cycle increases
the symbol error probability, but reduces the inter-symbol
time, which allows for an increase in the capacity. However,
even with an increase in I-FSK’s duty cycle, WTFC still
outperforms I-FSK in smaller bandwidths due to information
being encoded in timem

Fig. [9] compares the performance of WTFC versus CDMA,
OFDM, PPM, and I-FSK in challenging channel conditions
where the delay and Doppler spreads are large. Fig. [9q
compares the schemes under channel conditions that would
be observed at highway automobile speeds in San Francisco,
and Fig. [Ob] compares the schemes under channel conditions
that would be observed at aircraft speeds in San Francisco.
We observe that the capacity of the non-impulsive schemes,
CDMA and OFDM, are highly dependent on the channel
conditions. OFDM and CDMA perform better in channels that
are less challenging, such as channels with a smaller Doppler
spread. In contrast, the impulsive schemes, WTFC, I-FSK,
and PPM, are robust against the channel conditions. While
the capacities of these schemes also become smaller when the
Doppler spread is larger, the decrease in the capacity is small
compared to the decrease in capacity that CDMA and OFDM
experience.

The decrease in the capacity of WITFC when the Doppler
spread becomes large is primarily due to the required fre-
quency separation Ay. Recall that the required frequency
separation can be calculated from the symbol time 7 and
delay spread T,; using Ay = q/(Ts — Tq) where ¢ € N with
the additional condition that the frequency separation is greater

11t should be noted that this portion of this work was previously published
in [1], and a different trend was showed when comparing WTFC to I-FSK
with different duty cycles. The mistake that resulted in this trend has been
corrected in the journal version.



than the Doppler spread A > By to prevent spectral leakage.
In Fig. Oal we have A; ~ 12 kHz, where ¢ = 1 satisfies the
condition that Ay > By = 360 Hz. However, in Fig. Ob
the Doppler spread is By = 25 kHz, and we must choose
g = 3 so that the condition Ay > By is satisfied. This reduces
the number of possible frequencies that can be transmitted,
which results in a smaller number of bits per symbol, and a
decrease in capacity. Despite this decrease in capacity, it can
still be seen that WTFC is robust under challenging channel
conditions.

V. CONCLUSION

We presented a wideband time frequency coding scheme
that combines I-FSK with PPM. We investigated how the
SNR, duty cycle, channel conditions, and shadowing effect
impact its symbol error probability and capacity. WTFC is
robust against shadowing and challenging conditions, and can
achieve rates of order of the AWGN capacity bound. These
aspects of WTFC show promise for the wideband regime.

We compared the performance of WTFC to CDMA, OFDM,
PPM, and I-FSK over a large range of bandwidths and in
different channel conditions. WTFC performs well in large
bandwidths, while CDMA, OFDM, and PPM begin to fail as
the bandwidth grows large. WTFC also performs well under
challenging channels, while CDMA and OFDM fail in these
channels. In comparison to I-FSK, WTFC outperforms I-FSK
when the two schemes have the same duty cycle. When the
duty cycles of I-FSK and WTFC differ, WTFC outperforms
I-FSK at smaller bandwidths.

Future work would include performing over-the-air testing
of WTFC. Proof of concept of I-FSK has already been
demonstrated in [26]], and shows the viability of an impulsive
FSK-based signaling scheme under Federal Communications
Commissions restrictions. PPM has also been experimentally
validated in optical and wireless communications, showing that
PPM can be implemented [27]], [28]. Given that WTFC is a
combination of I-FSK and PPM, there is promise for over-the-
air testing of WTFC to be shown in the future.
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APPENDIX A
INVERSE TRANSFORM SAMPLING

In order to reduce the simulation time required to generate
probabilities of error and capacity for WTFC, inverse trans-
form sampling was used. For simulations with 10 iterations,
the required number of random variable generations without
inverse transform sampling would be 10 x M/ where M
is the number of frequencies and 6 is the duty cycle. With
a small ¢ and a large M, the number of random variables
that needs to be generated becomes large, and can take a
large amount of computation time. With inverse transform
sampling and derivations of the distributions of the outputs of
the receiver, the number of random variables that are generated
can be reduced to the order of 10°. Inverse transform sampling
can be used both when there is and isn’t large-scale fading.

A. Simplification of receiver output without large-scale fading

While |7y, ,,|* can be calculated directly from r,, ,,, for the
case where large-scale fading is not considered, it is faster to
use the simplification of |r,, ,|? in simulation.

Without the large—scale fading term m, () is

aA
"m,n =
Wm,n,

Recall that « and w,,,, are circularly symmetric complex
Gaussian random variables with variance 1. The sum of
two circularly symmetric complex Gaussian random variables
remains a circularly symmetric complex Gaussian random
variable, with a different variance. When (m,n) = (I, k), the
variance of 7, , is est + 1, and when (m,n) # (I, k) the
variance of 7, , is 1.

Multiple steps are used to simplify |r,,.,|? and find its
distribution. We first find the distribution of a square of a
Gaussian random variable, and then find the distribution of
the sum of two Gaussian random variables. We generalize this
process by using Gaussian random variables with variance o.

Step 1: Square of Gaussian random variable X = X7 where

X1 NN(O,UQ)

—|—wmn, if (m,n) =

LN

otherwise.

(12)
= P(X1 < Vz) = P(X1 < —V7a)
= Fu(V7) - Fi(—V7)
sy =
1 / !/
- 3R FIE) + F(~va)
= L (A(VD) + AV (13)

1 1

= — ze_ﬁ
22 \/2ro2
= #e_ﬁ

Vono2x

Step 2: Sum of two squared Gaussian random variables
Z = X? + X2 where X1, X> 4 N(0,02)

o) = / iz — ) fay)dy

==y 1

_ _1 _
:/ \/27r02( ) 2\/27T02y re atdy
:2 2@ 207 / 2y 2dy
To

= e 20
27r02 /

f .

= 5€ / (z — 22) " 2dx

271'0 0
= 202

271_026 * T

1 2

= 76 252

202

(14)



’ f(z)dz

0

/Z o
= —Fe
0 20'2

=z
=1 —e 252

(15)

_z_
202 dz

Note that the PDF and CDF in step 2 corresponds to an expo-
nential random variable with A = 202, That is, Z ~ Exp(202).

With this, the squared outputs of the receiver are distributed
as

if (m,n) =
otherwise.

Exp(,u), (l’ k)
Exp(1), (16)

|Tm,n|2 ~

where p = 3 N° + 1 is the mean of the exponential random
variable when (m,n) = (I, k).

B. Distribution of the maximum of the noise

While finding the distribution of |r,, ,,|* reduces the number
of random variable generations by approximately half, further
reductions can be made. In particular, we focus on finding the
distribution of the maximum of the noise outputs. The square-
law rule still holds if we compare the non-noise receiver output
versus the maximum of the noise receiver outputs instead of
comparing the non-noise receiver output with all noise receiver
outputs. Using the maximum of all noise outputs, we only need
to generate 1 random variable representing the noise for each
iteration, compared to the previously required M /6—1 random
variables for each iteration.

We use the fact that the noise outputs are identically and
independently distributed to derive the inverse CDF associated
with the maximum of all noise outputs. We first find the CDF
associated with the maximum of N squared sums of Gaussian
random variables, and then find the inverse CDF.

Step 1: CDF of the maximum of N random variables that
are the sum of two squared Gaussian random variables X; =

X2 + X2 where X1;, Xo; 4 N'(0,02)Vi € [1, N].

a7)

where we use the identical distributions and independence of
X; to simplify the CDF.

Step 2: Inverse CDF derivation
( <1 — exp (
F(x)% = (1 — exp (
1
1—F(x)v =
(2)% = exp(—5 )
x

In (1 - F(x)%) =52

= —92¢2In (1 —

)
7))

F(x)%)
F~(p)=—20%In (1 —p%)

With the inverse CDF method, we can reduce the number of
random variables that need to be generated to represent the
receiver noise outputs from N = M /0 — 1 to 1 per iteration,
which can greatly reduce the simulation time required.
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