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Abstract—Direction of arrival (DOA) estimation is an impor-
tant research in the area of array signal processing, and has been
studied for decades. High resolution DOA estimation requires
large array aperture, which leads to the increase of hardware
cost. Besides, high accuracy DOA estimation methods usually
have high computational complexity. In this paper, the problem
of decreasing the hardware cost and algorithm complexity is
addressed. First, considering the ability of flexible controlling the
electromagnetic waves and low-cost, an intelligent reconfigurable
surface (IRS)-aided low-cost passive direction finding (LPDF)
system is developed, where only one fully functional receiving
channel is adopted. Then, the sparsity of targets direction in
the spatial domain is exploited by formulating an atomic norm
minimization (ANM) problem to estimate the DOA. Tradition-
ally, solving ANM problrm is complex and cannot be realized
efficiently. Hence, a novel nonconvex-based ANM (NC-ANM)
method is proposed by gradient threshold iteration, where a
perturbation is introduced to avoid falling into saddle points. The
theoretical analysis for the convergence of the NC-ANM method
is also given. Moreover, the corresponding Cramér-Rao lower
bound (CRLB) in the LPDF system is derived, and taken as the
referred bound of the DOA estimation. Simulation results show
that the proposed method outperforms the compared methods in
the DOA estimation with lower computational complexity in the
LPDF system.

Index Terms—ANM, DOA estimation, IRS, LPDF system, non-
convex.

I. INTRODUCTION

ECENTLY, intelligent reconfigurable surface (IRS) is
widely studied due to the ability of controlling elec-
tromagnetic wave [1,2], which brings a new perspective
on communication and radar systems [3]-[5]. IRS consists
of many passive reconfigurable elements, each element can
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achieve the desired amplitude and phase shift independently
to the incident siganl by using an intelligent controller [6]—[9].
Therefore, IRS is endowed with the capability of arbitrarily
manipulating the propagation and scattering of electromag-
netic (EM) waves [10]. Several interesting results are presented
including the generalized Snell’s law, Huygens meta surface
and cascaded transmit-array, which are the important aspects
of array signal processing [11,12]. Taking the advantages of
the IRS, IRS-based system has been proposed for the direction
finding applications.

For the estimation of source direction of arrival (DOA),
numerous methods have been studied for decades, such as
multiple signal classification (MUSIC) [13] and estimating
signal parameters via rotational invariance techniques (ES-
PRIT) [14], which belong to the subspace algorithms. To
achieve high estimation performance, the compressed sensing
(CS) methods [15]-[17] have been proposed by exploiting
the signal sparsity in the spatial domain, such as orthogonal
matching pursuit (OMP) [18] and ¢;-norm based singular
value decomposition (¢1-SVD) [19]. However, these methods
discretize the spatial domain into grids, and introduce off-
grid error. Hence, off-grid methods are proposed to overcome
this drawback. For example, an iterative reweighted method
is given in [20] and a sparse Bayesian inference is given
in [21] with considering the grid-mismatch problem. Addi-
tionally, atomic norm minimization (ANM)-based methods are
proposed to estimate the DOA in the continuous domain [22]—
[25].

However, as a specific form of norm minimization-based
methods, the ANM problem is non-deterministic polynomial
(NP) hard and cannot be solved efficiently [26]. It is usually
casted to a semi-definite programming (SDP) problem after
convex relaxation [27,28]. Traditional method for solving SDP
problem, such as interior point method, has high computational
complexity and memory requirement [29]. This hampers the
application of ANM in practical systems.

With the development of machine learning [30], the al-
gorithms proposed in the field of machine learning can
be adopted to solve the non-convex optimization efficiently.
In [31], two-stage and saddle-point escaping algorithms are
given to escape undesired saddle points and find a local
minimum efficiently, where the complexity of finding a saddle
point is given in [32]. Additionally, a perturbing gradient
descent (PGD) method is given and adds intermittent per-
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turbations during the iterations, where the second stagnation
point can be achieved without extra time [33]. Moreover, an
iterative hard threshold (IHT) method is proposed in [34,35],
and the improved algorithms are also developed, such as
normalized iterative hard thresholding (NIHT) [36], conjugate
gradient iterative hard thresholding (CGIHT) [37] and hard
thresholding pursuit (HTP) [38].

Consider the ability of controlling electromagnetic waves,
the IRS is applied to the direction finding system instead of
the traditional radar, and the DOA estimation methods are
proposed in the IRS-aided system. For example, the position
perturbation in IRS-aided unmanned aerial vehicle (UAV)
swarm system is considered , and a novel atomic norm-based
method is proposed in [39]. In [40], a non-iterative two-stage
method is proposed for channel estimation in a multiple input
and multiple-output (MIMO) system with IRS.

In this paper, a low-cost passive direction finding (LPDF)
system using IRS is developted, and a non-convex based
atomic norm minimization (NC-ANM) method for LPDF is
proposed. The contributions of this paper are summarized
below:

+ A novel LPDF system is established using IRS and the
corresponding signal model is formulated: Considering
the low hardware complexity and cost, a signal model
reflected by IRS and received by one antenna is given,
and an optimization problem is formulated for the DOA
estimation;

« A non-convex optimization-based method is proposed
to solve the ANM problem: A nonconvex-based ANM
(NC-ANM) method is formulated via gradient threshold
iteration to solve the non-convex optimization problem
directly, where a threshold is adopted to keep the sparsity
and a random perturbation is introduced into the iterations
to escape from saddle points;

o The convergence of the proposed method is analyzed:
To guarantee the performance of the proposed NC-ANM
method, both the algorithm convergence and complexity
are analyzed, and the Cramér-Rao lower bound (CRLB)
is derived to evaluate the estimation accuracy.

The remainder of this paper is organized as follows: The
LPDF system is proposed and the received signal model is
formulated in Section II. The DOA estimation method based
on the NC-ANM is proposed and the convergence analysis is
carried out in Section III. The CRLB of DOA estimation is
given in Section IV, and the simulation results are shown in
Section V. Finally, Section VI concludes the paper.

Notation: Lowercase and uppercase bold letters represent
vector and matrix, such as @ and A. (-)T and (-)! denote
the matrix transpose and the Hermitian transpose, respectively.
(-)* denotes the conjugate. ||-||,, ||-||; and ||-||, denote the /g
norm, the ¢; norm and the ¢, norm, respectively. |- || denotes
the Frobenius norm. ® denotes the Hadamard production.
Tr{-} denotes the trace of a matrix. Re{-} denotes the real
part of a complex number. Var{-} denotes the variance and
vec{-} denotes the vectorization.
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Fig. 1: The LPDF system block.

II. THE LOW-COST PASSIVE DIRECTION FINDING
SYSTEM

Considering the low-cost and low-complexity, a LPDF
system is formulated by an IRS, a receiver antenna, and a
field programmable gate array (FPGA), as shown in Fig. 1.
Different from the traditional direction finding systems, where
multiple receiving channels are used to measure the different
delays for the direction estimation, the proposed LPDF system
only needs one full-functional receiving channel. The incident
signals on the IRS are reflected to the receiver. To achieve this
operation, the code sequences such as "01001100..." are set
in advance, and the corresponding voltages generated by the
FPGA are provided to the IRS. Thus, each “0” or “1” element
of IRS can be realized by controlling the reflected phase as
0 or m with FPGA. With the different code sequences, the
reflected signals with the different phase shifts are received
by the antenna.

Assuming that the IRS consists of NV elements, and the
position of the n-th (n = 0,1,..., N — 1) element is denoted
as d,. The IRS generates specific amplitude and phase shift
using the FPGA controller to reflect the signals to a specified
direction. At this direction ¢, a receiver is placed to receive
the reflected signals. Considering the DOA estimation problem
for K far-field signals, the k-th signal from the direction 6y
is denoted as si(t) (k=0,1,..., K — 1), where ¢t is the time.
The bandwidth of the signals is narrow, while the sampling
frequency of IRS is high, which remains signals unchanged
during the multiple measurements.

First, the signals received by the n-th element of IRS can
be expressed as

K—1
ra(t) = 3 sp(t)ed?m R e, (1)
k=0

where A denotes the wavelength. During the p-th (p =
0,1,...,P — 1) measurement, the reflected signal can be
formulated as
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t) :Z An’pej‘b”*ﬂ’rn(t)eﬂ”d%Sin“’. 2)

where A,, , and ¢,, , denote the amplitude and phase shift of
the n-th element, respectively. Collect signals of P measure-
ments into a matrix
A T
X = [.’Bl,ﬁcg,...,mp_l] y (3)
where x, =
is defined as

[2p(0),zp(1), ..., 2, (t — 1)]. The steering matrix

A = [a(00), a(6h), -,

where the k-th column a(6) denotes a steering vector

CL(QK,l)], (4)

T

a(0) 2 |:ej27rd705in9k . 6]271' Lsinfy | . (5)

The signal matrix is defined as
S 2 [sg,81,...,55-1]", (6)
where the k-th signal s, = [s1,(0), sx(1)..., s (t — 1)]". Based

on the definitions, the received signal with additive noise can
be written as

Y=X+W=B"Z4+W, (7

where Y £ [yo,yl,...,yp_l}, VA4 = AS =
[20,21,.-,2p—1]. y, and z, denote the p-th column
vector of Y and Z. w = vec {W} ~ CN(0,021), and o,, is
the variance of noise. The measurement matrix B is defined
as

B [b07b17"'7bP71]7 3

where we have

T
a((p) L |:ej27rdT0 singp . ejQTr ilntp:| , (9)

e(p) 2 [Agpei®os, ..., Ay _1pei®n-1o]T. (10)
by = a(p) © e(p)
— |:A0 ej(QﬂdTOSin‘PJr(z’U,p)’ (11)

AN 1p 63(271' L sin p+¢n_ 1p):| )

After getting the received signal Y and the measurement
matrix B, we aim to estimate the DOA parameters 6 £
[60,61,...,0k_1]" by exploiting the signal sparsity in the
continuous domain. To avoid the approximation of convex
relaxation and high computational complexity, we propose a
novel nonconvex method to solve the original optimization
problem of atomic norm.

III. THE NC-ANM BASED METHOD FOR DOA
ESTIMATION WITH LPDF SYSTEM

A. Traditional ANM Method for DOA Estimation

In the traditional ANM-based method, the DOA estimation
in (7) is transferred into

1 2
win o ||Y =B Z|[, + 7 Z] 4 (12)

where 7 denotes the regularization parameter and is uesd to
control the ballance between the reconstruction performance
and the sparsity [25]. || Z]| , denotes the atomic norm of Z,
and is defined as

2], & inf{ Yo Z=> cra(by)d,
k k

(13)
ce >0, Hdkllz =1 }

Then, (13) can be approximately casted to a SDP problem [41]

ZI’IE’I‘I/ Tr(T(w)) + Te(V')
u (14
where T'(u) = cha(ﬁk) Hgy) e CV*¥N |y = cha(ﬁk)

is the first column of T(u), and V = chdkdk . The

optimization problem (14) can be solved by the CVX toolbox
in MATLAB directly [42].

However, this method has two issues. (1) [|Z]| 4 is used
as an approximation of [|Z]| 4 ; in (12) since the {4, norm
minimization problem is NP hard and unfeasible to be com-
puted [43,44], where [|Z]| 4, is defined as

K-1

HZ||AO 1nf{ Z = Z cra(6y)dy,

k=0 (15)

¢k 2 0,[|d]l, =1 }

This will lead to inaccuracy. (2) Solving the SDP problem
in (14) by CVX toolbox has high computational complexity.
Therefore, we proposed a direct method to solve the non-
convex ANM optimization problem with low complexity.

B. DOA Estimation Based on NC-ANM Method

In the DOA estimation problem (12), [|Z]| 4, is adopted
directly instead of the convex relaxation
1
min 2 [|Y = BYZ, + 7)1 2] - (16)
To solve the optimization problem in (16), a gridless DOA
estimation method ANM based on non-convex optimization
is proposed instead of convex relaxation. The proposed NC-
ANM method includes two steps, i.e., the iteration step and
the threshold step. In the iteration step, the iterative regulation
is formulated, where the gradients are drived and a random
perturbation is added to avoid converging to saddle points. In
the threshold step, the sparsity of ¢ is limited by comparing
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with the threshold, which can improve the convergence speed
and guarantee the conditional restriction of || Z]| .
First, the optimization problem can be rewritten as

. 1
min  —F(cg, By, 0) + 7| Z]| 4 0 (17)
ck,Br 0k 2 '
2
F(Ck,,Bk, Qk) = HY — BTZ cka(ek)ejﬁk (18)
k 2

where (17) is a nonconvex problem. €/Br can be treated as
d;, in definition of the atomic set. The coefficients ¢;, (k =
0,1,..., K — 1) are sparse and 6j is an unknown angle to
be estimated in the continuous domain. In order to solve the
nonconvex problem effectively using the iterative method, the
gradients of ¢, B, 0) are calculated as

O(F)
F =
vck 8ck
H
=2Re ¢ |Y — BTZ cka(Gk)emkl [—B"a(0k)e’Pr]
k
(19)
Similarly, we can get
o(F)
F =
Ve =8,
H
=2Re Y - BTZ cka(ﬁk)ejﬁk] (20)
k
l—jBTZ cka(Ok)ejBkl } ,
k
O(F)
F =
Vol =5,
H
k

[—BTZ Ck7a(9k)€jﬁk] } ;
k

where v = [0,j7,...,j(N — 1)71'}T with the space of IRS
elements being %/\.

With setting the sparsity, the sparse vectors ¢, 3, 68 and
corresponding gradients can be obtained, which determines the
iterative regulation. Here, cx, 3, and 6j represent the non-
zero elements in ¢, 3, and 0. It is noteworthy that the selection
of sparsity has to compromise the estimation accuracy and
computational complexity.

The details about the proposed algorithm are shown in
Algorithm 1.

In (25)-(27), we add a random perturbation when the
gradient is suitably small, which aims to avoid converging
to the saddle point in non-convex optimization. The elements
of perturbation matrix £ are sampled uniformly from a sphere

Algorithm 1 NC-ANM Method

1: Input: The received signal Y, the measurement matrix B,
the maximum number of iterations (), the step size 7, the
threshold 7" and the sparsity S.

2: Initialization: The random initialization ¢® € C5, B8° €
C5,0° € C® and ¢ = 0.

3: while ¢ < @ do

4:  Take the iteration as

¢t =¢? — V. F, (22)
BIT = B1 — nVg.F, (23)
0t = 97 — Vo F, (24)

where ¢?, 39, and 6 denote the updated ¢, 3, and 0
in the ¢-th iteration.
5. if perturbation condition VF(-) < ¢ holds then

ctT =t 4 g, (25)
BItt = pItt 4 ¢, (26)
g9+l = g1t 4 g9, 27)
7: end if
if ¢! > T then
It = it (28)

where c?*! denotes the s-th entry of ¢!, This step
keeps all elements larger than the threshold.
10: else

11: Set the values of remaining elements be 0
it =0, (29)
which ensure the sparsity of ¢ and || Z9]|,, <
12 |
A0°
12:  end if

13:  Arrange cit!, BT, 7t in descending order.
14: if the element of 897 satisifies

1
01t — 017 < gor 02 > 900 (30)
then
15: set ¢cIt! = 0. Thus &' is obtained after nonlinear
transformation.
16:  end if

17 q<+q+1.
18: end while )
19: Output: The DOA estimation 0 can be obtained.
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with a zero center and radius €. Taking ¢ as an example, we
can rewrite the update rule as

¢ =¢? -V F
=c?— T]chF — n(chF - chﬁ)7
—_—————

R(c?)

€29

where VI satisfies V.F = E[V.F]. Assuming the iteration
c? is independent that we can control the size of perturbation
term according to the central limit theorem (CLT) [45]

IR(cY)| :‘chF—chF’

SV Var(R(c1))polylog(P)

N [ polylog(P) '
~ P

where polylog{-} denotes the multiple logarithm in statis-
tics [46,47]. Then we can get the range of ¢ as

(32)

polylog(P) (33)
—p

€ < ny/Var(R(c?))polylog(P) < n

C. The Analysis of Algorithm Convergence

To analyse the convergence of the proposed method, we
give the following Definition 1 and Proposition 1, which have
been proved in Appendix A.

Definition 1. For the gradient Lipschitz continuous function
f, only when 0 < | < L, the following inequality holds for
any z,y € R":

VI () + 4 e
< flz) = f(y)
<V -9+ 5 eyl

(34)

where | denotes the Lipschitz constant and L is the upper
bound of V f.

Here, (18) can easily satisfy the condition of gradient
Lipschitz continuous by designing measurement matrix B. It
aims to limit the gradient.

Proposition 1. When function f satisfies the Definition 1, let

0§C<%, p=+/1—2Cl+ ¢2L? we can get

1+

P 42
5l =l

f) = Fly) < {f(y),z —y) +

(35)

Assume that the measurement matrix B is known with
designing the codes of IRS, and the gradient in algorithm V F'
satisfies the Lipschitz condition. In the threshold step of ¢-th
iteration, &? is obtained after comparing ¢? with the threshold

T. To prove that the threshold step accelerates the iterative
convergence, (36) is calculated

&7 — <13
=[e? -t + 7)ch_1F||§
=|e? - cq_le +21(Vea1 F, &0 — c771)

) (36)
+ 17V a1 F'[l5
< ch_l —et nch_lFHz
= anc‘lleHg ’
hence, we have
1
(Vea1 F, &1 — 171 < ~5n &7 — 73 (37)

Taking ¢? and ¢?~! into the inequality in Proposition 1, and
combining with (37), we can obtain the change of function
value after once iteration step and threshold step

F(&") — F(c™")

- _ 1+p,.- 12
1 1
§<ch*1Fchfcq >+T||CQ7Cq H2 (38)
— 1
< C+n(+p) Héq_cqlei_
2(n
By choosing the suitable step size 7 < ﬁ’ we can get

that it is non-incremental from F(c?~!) to F(¢?) and the
convergence is accelerated by threshold step

F(@) - F(c"™ ) < F(c?) - F(c"™ ) <0. (39
D. The Analysis of Algorithm Complexity

For the optimization problem (18), the main complexity of
proposed algorithm than traditional GD lies in finding the strict
saddle points and converging to the second-order stationary
point, which can be formulated as

IVF| < €, Amin(V2F) > —VIe, (40)

where a sufficient constant € is adopted intead of VF' = 0. We
take @ as an example. Under this condition, finding a saddle
point only needs 2I(F(6°)—F(8))/¢? iterations with n = 1/1,
where @ denotes the optimal solution of 0. That is to say the
strict saddle points can be found in O(1/€?) steeps.

The gradient satisfies the Lipschitz condition regarding
smoothness, and the following formula holds

F(6) < F(0" )4 Vgus FT(07 — 69 1) 1L |7 — 67|
41)

Taking 87 = 897" — )V go—1 F into (41) and limiting 0 < n <
1. we can get

F(07) <FO7) (1= Wy Vus PP
<F(O"") = 2| Voo FI

<F(0) + Vo1 (67" = 8) = || Vous F,
42)
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then taking Vo1 F = (6"
inequality can be obtained

—0771) into (42), the following

~

F(07) < F(0) + ng 1 0H _ Heq HH )
When ¢ = 1,2, ..., Q, sum all iterations to get
ZQ:(F(eq)) - QF() < %(HOO iy R 2)
q=1
o
n (44)

The inequality F(c?) — F(c?~') < 0 has been given in (39),
Q
thus QF(69) < Z( (67)). Finally, we can get

F(69) — F(d) < 0” (45)

0
- 277Q H0
That means the convergence rate is O(1/Q). Under Hessian-
Lipschitz condition, converging to a second-order-stationary
point costs almost the same time as GD converging to a
first order-stationary point. Usually, we bound the numbers
of iterations and find F(09) — F (@) < e, which only needs
O(1/e) steps. That is much lower in complexity than using
CVX, and more stable in performance than solving (12)
directly by the least square (LS) method [48].

IV. CRLB FoRrR DOA ESTIMATION WITH IRS SYSTEM

In this section, the CRLB will be derived to show the
performance of DOA estimation problem. First, we assume
that s follows the zeros mean Gaussian distribution with
s = vec{S} ~ CN(0,D), where £(ss'!) = D. Then the
received signal can be written as

Y 2 vec {Y} = (I ® BTA)S + w, (46)

It can be gotten that y follows the Gaussian distribution y ~

CN(0,G), where

G2 (I®B"A)D[I® (B"A)"|+2I. 47

Then the probability density function can be expressed as
1

_ -Gy
f(z) 7P det {G}e ' “48)
The Fisher information matrix F' can be written as
F F
F é 1,1 1,2 49
{Fz,l Fay)’ “49)
where we have
dln f(y;0,)
Fii=- —_— 7
1,1 & { 9000 0, 1/" ) (50)

1) denotes the all unknown information except 6. Then the k1,
ko-th entry of Fisher information matrix F'; ; can be obtained

as
oyiGly)
51
+5{ ooeoon, 0 OV

1,1 o Olndet {G}
kok: = o0, 00,

and each term can be obtained as

dndet {G} Tr{aG_la%fl }
00y, 00, 1 00k, (52)
oG~ 0G 0G
=Tr{ —— TG ' ——r—
r{ D61, 00y, } + r{ 00, 90, } ’
oyiGy) oG~
= 2L =Tr{ ———— 53
g{ 00y, 00y, 80k189k2G (53)
where gg; , gwc can be calculated as
9G _ 19 B"%4)\D(1o (B A)")
89k 00,
+(I®B"A)D(I® B"),
00y,
oG oB"
— (I A)DI e (B™A)"
+ (T2 B'A)D(I o A" 2B,
0Py,
where gf and 3B can be obtained easily. Then we can get
0G 0G
Fll -1 —1 _
ko ks = r{G 0. G a0r, } (56)
Similarly, we have
Oln f(y;0,)
Fio=— —_— 0 T
1,2 5{ 5051,[) 0,'!/) ) (57)
the k1, ko-th entry of Fisher information matrix F'; » can be
obtained as
1.2 Olndet {G} oyiGy)
e = 58
k,k2 89k181/1k2 +¢& 89k1 81/)k2 ’ (58)
and each term can be obtained as
1n det {G} _Tr{aG ki }
00k, O, 1 MY, (59)
oG~ 0G 1 O0G }
=Tr +Tr<{G " ———— >},
{ Ny, 00k, } { 00k, 0o
oynGty) oG™!
= 2 L =Tr{ ———— 60
5{ 00, OV, 00k, Ok, G (60)
therefore, we can get
oG oG
Fl2 =Tr -1 L. 1
S i o DI
Next we have
Oln f(y;0,)
Foq=— — 7210 2
2,1 5{ 8'(/)89 a’lp ) (6 )

the £y, ko-th entry of Fisher information matrix F'5; can be
obtained as

21 Olndet {G} +g{8yHG_1y)}
(63)

kil ™ a¢k189k2 81/1k1 39k2
0G

oG
T -1 -1
r{aqple 80k2G }
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TABLE I: Simulation Parameters

Parameter Value
The number of IRS N 32
The number of signals K 3
The number of measurements P 32
The sparsity of signal S 300
The space between elements d 0.5\
The DOA range of direction [—50°, 50°]
The SNR of received signal 20 dB

Then we can get

9n f(y;0,%)
S

and the k;, ko-th entry of Fisher information matrix F'3 5 can

be obtained as
Ho—1
Le {aay G@ y)}
Vi, Oy, 65)

Fap=—€ { (64)

2,2 o Olndet {G}

ke T Oy, O,
0G 0G
=Tr{ G ! Gt }
{ 0y, O,

Finally, the CRLB of the k-th DOA estimation can be got from
Fisher information matrix
K-1

var {0} > Z [Ffl]k’k.

k=0

(66)

The inverse of the Fisher information matrix is hard to be
obtained. Usually, a lower bound of FIM is used to describe
the DOA estimation performance [49].

K-1

var {6x} > > F}. (67)
k=0

V. SIMULATION RESULTS

In this section, the simulation results are given to show
the performance of the proposed NC-ANM method in LPDF
system. All the simulation results are obtained on a PC
with Matlab R2018b with a 2.6 GHz Intel Core i7 and 16
GB of RAM. The number of Monte Carlo simulations is
M = 200, and the other simulation parameters are given in
Table I. The IRS with 32 elements is controlled by a FPGA
to realize the phase responses of {0,7}. Let the amplitude
App =A1p == An_1,p = 1, then the entry of e(p) is
randomly chosen as 1 or —1.

First, with the simulation parameters in Table I, we try to
estimate 3 signals locating at the directions of —30.01°, 12.51°
and 20.00°. The sparsity .S = 300, the threshold 7" is set to the
g-th value of ¢? after sorting, and the measurements P = 32.
When the proposed method NC-ANM is adopted, the sparse
reconstruction result shown in Fig. 2 is —29.76°, 12.72° and
20.04°. It shows that the proposed method can reconstruct
signals effectively.

Then the reconstruction probabilities of the proposed
method, ANM and OMP are shown in Fig. 3 and Fig. 4
with different numbers of IRS elements and measurements.
When S = 300, P = 32, and N increases from 10 to 50
with the step of 5, the probabilities of the three methods are

1 T & ; ;
) D =O Iteration result
0.9F =X Ground-truth

0.8

0.7

0.6

0.4r

10 20 30 40 50

50 -40 30 20 -10 0 1
Ok(deg)

Fig. 2: The sparse reconstruction result.
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Fig. 3: The probability for signal reconstruction with different
IRS element numbers.

all improved and the proposed method performs best. If the
size of IRS is large enough, the probability can approach 1.
Similarily, the probabilities of these methods are also improved
with measurements number increasing. The proposed method
outperforms the ANM and OMP when P < 10.

Additionally, we use the proposed algorithm NC-ANM
for DOA estimation, and compare its performance with the
traditional methods, including ANM, OMP, LS, fast Fourier
transform (FFT) [50] and MUSIC. The root-mean-square
error (RMSE) of each method is calculated to measure the
performance of DOA estimation. RMSE is defined as

M-1

1 K-1 A 2
RMSE £ \/K Do oD g Ok = Omi) .

where 6, 5 denotes the ground-truth DOA of k-th signal
during m-th simulations, m = 0,1,.... M, k = 0,1,..., K.
GAM,;C denotes the corresponding estimated result. When the
proposed method, ANM, LS, MUSIC, FFT and OMP are
adopted, the simulation results are shown in Fig. 5 and the
RMSEs are shown in Table II.

(68)
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Fig. 4: The probability for signal reconstruction with different
IRS element numbers.

TABLE II: Estimation Results of DOA

Methods Signal 1~ Signal 2 Signal 3 RMSE
(deg) (deg) (deg) (deg)
Ground-truth —30.01 12.51 20.00 —

ANM —29.97 12.07 20.37 0.44

LS —29.58 11.77 19.48 0.58

OMP —30.50 12.50 20.50 0.48

FFT —29.68 12.38 21.20 0.80
MUSIC —30.12 —6.56 16.26 2.55
Proposed method  —29.76 12.72 20.04 0.19

1 —© Ground-truth
—— ANM method
0.9 —A OMP method
——LS method
0.8 MUSIC method
—& Proposed method
€07 —FFT method
-
g
2.0.6
7
]
= 0.5
o
v
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Fig. 5: The spatial spectrum for DOA estimation.

The proposed method is also compared with the traditional
ANM method. The DOA estimations using the proposed NC-
ANM method are —29.76°, 12.72° and 20.04°, where the
RMSE is 0.19°. Under the same condition, the estimated
DOAs using traditional ANM are —29.97°, 12.07°, 20.37°,
and the RMSE is 0.44°. It is 56.3% worse than the proposed
method. Besides that, the traditional ANM adopts CVX tool-
box for solving the SDP problem, which has high complexity
and derives the suboptimum solution because of the relaxation.
In the OMP method, the spatial angle is discretized into grids

TABLE III: Computation Time

ANM LS OMP FFT  Proposed method

Time(s) 1.99 035 046 0.80 1.06

—=--CRLB
-©-Proposed method
=7~ ANM method
=#-OMP method
~E-LS method

FFT method

RMSE (deg)

0 5 10 15 20 25 30 35
SNR (dB)

Fig. 6: The performance of DOA estimation with different
SNRs.
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(deg)

RMSE
S

Fig. 7: The performance of DOA estimation with different
numbers of IRS.

with the step of 0.5°, where the ground-truth DOAs are not
on their grid exactly. Compared with the proposed method and
ANM, the OMP has a higher RMSE of 0.48° due to the grid
mismatch.

Different from the sparse-based methods, the LS method,
FFT method and MUSIC method have worse performance.
The estimated results of LS are —29.58°, 11.77°, 19.48° with
RMSE of 0.58°. It is 66.9% higher than the proposed method
because it has an unstable solution due to matrix inversion.
The MUSIC method applied in the LPDF system fails be-
cause of single measurement. Even though considering the
reference [51] and using the Single-snapshot MUSIC method
under single-snapshot data, we can only get one inaccurate
DOA at —30.12°. Its performance has been greatly weakened
compared with its in the phased array because of the limitation
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Fig. 8: The performance of DOA estimation with different
measurements.

of measurement. Similarly, although FFT can obtain the DOA
estimation of —29.68°, 12.38°, 21.20°, its RMSE 0.80° is the
highest.

The proposed method can achieve the best performance
with relative higher computational complexity of 10.44s. If we
reduce the iteration times and sparsity rate, the RMSE reduces
to 0.43° and the computational time of each method is shown
in Table III. The proposed method has lower complexity than
ANM with similar RMSE.

Then, the performance versus SNR with different methods
is studied, where the elements number of IRS N = 32, the
measurement number P = 32, and the SNR is varied from
0 dB to 35 dB with the step of 5 dB. With the MUSIC
algorithm invalid, we no longer consider its performance. The
simulation results are shown in Fig. 6. It can be observed
that the RMSEs of the sparse-based methods are much better
than FFT and LS. When the SNR is lower than 10 dB, the
estimation performances of the proposed method and OMP are
almost the same. With the increase of SNR, the performance
of these methods gradually improves. Until the SNR achieves
15dB, the proposed method has the best performance among
these methods.

For different sizes of IRS, the DOA estimation performance
is shown in Fig. 7, where the measurement number P = 32,
SNR = 20 dB and the number of IRS elements N varies
from 10 to 45 with the step of 5. It can be observed that
the performance of these methods is improved with more IRS
elements and the proposed method has the lowest RMSE until
N = 40. When elements are more than 40, the estimation
performance has a platform errors.

Additionally, when SNR = 20 dB, the IRS elements number
N = 32, the measurements number P is varied from 10 to
45 with step size 5, the corresponding estimation performance
of these methods versus IRS elements is given in Fig. 8. The
RMSE:s of the proposed method, ANM and OMP decrease
significantly before P = 25. LS and FFT methods can achieve
the same performance when the number of measurements is
large enough. Moreover, the proposed method also has the best

DOA estimation performance among these methods.
Through the above simulations, we can conclude that the
proposed method has better performance via overcoming the
weekness of existing methods. The ANM method has high
complexity and derives the suboptimum solution. The OMP
method has the limitation of grid mismatch. The LS method
is unstable due to the matrix inversion. The FFT method
performs badly with less snapshots or measurements.

VI. CONCLUSION

In this paper, the model of LPDF system and received signal
have been formulated, and the DOA estimation problem has
been considered. In the LPDF system, IRS has been used
to receive the signals in the blind spots in the advantage
of a low cost. For the DOA estimation problem, the NC-
ANM method has been proposed to achieve high accuracy and
low complexity. The NC-ANM method has solved the non-
convex optimization problem directly via gradient threshold
iteration, where the random perturbation is added to avoid the
local optimum solution. Simulation results demonstrate that
the proposed method outperforms the existing methods in the
scenario with LPDF system. Future work will focus on the
proposed DOA estimation method with gain-phase errors.

APPENDIX A
THE PROOF OF THE PROPOSITION

According to the Definition 1, the formula obtained by
exchanging x and y is

V@)~ @)+ ly ol

< fly) - f(=) (69)
<@y —2)+ 5 Iy~
Add it with (34)
(V&) - VF@) @~ <Lz —yl2.  (0)

According to Cauchy inequality
(Vf(@) = V) (@ —y) [(& -y (Vi) - V)]
=[[(Vf(@) = Vi) @ =),
<|IVF(z) = VIl e -yl

(71
we can get
[(z =)' (Vf(z) = Vf(y))]
<V () = V) (@ =)l (72)
<L|z—-yl3,
(V) =Vl < Lz —yll, (73)
Then the following inequality can be obtained
le =y = CVf(@) + Vi)l
= |z =yl — 20(z — y)" (Vf(z) = V(1))
+ (VI @) = V), (74)

<1 —2¢0 + CL?) & — |2
2 2
=p~ [z —yll3,
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where p = /1 — 2¢l 4+ ¢(2L2. Thus, we can get

|z —y—CVf) +CVIW, <pllz—yll,- (75)
From
|z —ylly = CIVF(z) = VI(y)ll,
<z —y—CVI) + VI, (76)
Sp ||l' - y||2 9
CIIVE(@) = VEWly = llz —yll,
<z —y = ¢V (@) + VW), (77)
<pllz —yll,,
we can get
Lz —ylly < IV () — VW,
¢ (78)
1+p
ST lz —yll, -

Finally, the inequality (35) can be obtained
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