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Abstract—Terahertz (THz) band communication technology
will be used in the sixth-generation (6G) networks to enable high-
speed and high-capacity data service demands. However, THz-
communication losses arise owing to limitations, i.e., molecular
absorption, rain attenuation, and coverage range. Furthermore,
to maintain steady THz-communications and overcome coverage
distances in rural and suburban regions, the required number of
base stations (BSs) is very high. Consequently, a new communi-
cation platform that enables aerial communication services is re-
quired. Furthermore, the airborne platform supports line-of-sight
(LoS) communications rather than non-LoS (NLoS) communica-
tions, which helps overcome these losses. Therefore, in this work,
we investigate the deployment and resource optimization for
multi-access edge computing (MEC)-enabled unmanned aerial
vehicles (UAVs), which can provide THz-based communications
in remote regions. To this end, we formulate an optimization
problem to minimize the sum of the energy consumption of
both MEC-UAV and mobile users (MUs) and the delay incurred
by MUs under the given task information. The formulated
problem is a mixed-integer nonlinear programming (MINLP)
problem, which is NP-hard. We decompose the main problem
into two subproblems to address the formulated problem. We
solve the first subproblem with a standard optimization solver,
i.e., CVXPY, due to its convex nature. To solve the second
subproblem, we design a resources-based multi-agent proximal
policy optimization (RMAPPO) deep reinforcement learning
(DRL) algorithm with an attention mechanism. The considered
attention mechanism is utilized for encoding a diverse number
of observations. This is designed by the network coordinator
to provide a differentiated fit reward to each agent in the
network. The simulation results show that the proposed algorithm
outperforms the benchmark and yields a network utility which
is 2.22%, 15.55%, and 17.77% more than the benchmarks.

Index Terms—Unmanned aerial vehicles (UAVs), mobile-edge
computing, resource allocation, sub-terahertz communication,
multi-agent proximal policy optimization, attention mechanism.

I. INTRODUCTION

To provide reliable network services at the target loca-
tion, unmanned aerial vehicles (UAVs) are considered suit-
able candidates due to their efficient on-point deployment
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[1]. In addition, UAVs can offer improved energy efficiency
(EE), better network coverage, and increased network capacity
by complementing existing terrestrial base stations [2], [3].
However, using UAVs as communication platforms has sev-
eral obstacles concerning usage, trajectory development, and
network bandwidth allocation for terahertz (THz)-band full-
duplex wireless communications. Because today’s generation
creates, transmits, and utilizes information, wireless data flow
has increased dramatically in recent years [4]. Furthermore,
mobile data traffic is predicted to exceed 56 exabytes each
month, with video traffic increasing thrice [4]. This requires
the use of a wireless network with up to a terabit per second
(Tbps) per device per throughput. Due to the remarkable
increase in wireless communication, the exploration of a new
radio spectrum has become necessary to satisfy customers’
increased requirements [5] [6].

The THz-band offers high bandwidth and data throughput
compared to regular radio frequency (RF) communication
bands. Currently, a new study avenue for telecom researchers
and policymakers is the 0.1−10 THz frequency range [7]. The
THz frequency range potentially offers a large bandwidth up to
THz, which results in a hypothetical Tbps capacity [8]. Con-
sequently, the supplied bandwidth is larger than a millimeter-
wave (mmWave) system by one order of magnitude [9].
Furthermore, THz transmissions have greater connection direc-
tionality and lower eavesdropping possibilities than mmWave
signals. THz band research suggests that these frequencies
have several advantages over optical frequencies, i.e., THz
frequencies are excellent options for uplink communication.
THz frequencies enable the propagation of non-line-of-sight
(NLOS) signals to substitute reliable ones under adverse
weather circumstances such as rain, fog, turbulence, and dust.
In addition, an ambient sound emission from optical sources
will not impact the THz frequency range and is not related
to any safety or health limitations [10]. However, despite
high propagation loss, THz-band transmissions always have
a huge bandwidth advantage [11]. This huge loss is caused by
the passage of the electromagnetic (EM) signal through the
medium, as well as the absorptive loss caused by the molecular
absorption of atmospheric water vapor molecules [12], [13].

Most prior works neglected the full-duplex communication
in UAV-assisted networks at THz-band. However, there are just
a few articles [14]–[16] about UAV communication via the
THz channel. In [14], the effect of mobility with uncertainty
on THz frequency communications among flying-type UAVs
was investigated. Furthermore, outside tests were conducted
to assess the mobility with an uncertainty of flying UAVs
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of various sizes. Faced with mobile uncertainty, the possible
capacity of THz connections was examined. The performance
of UAV-enabled integrated access and backhaul networks
within the same band was to be improved by assisting the
interference control approach based on UAVs [15]. Moreover,
mobile user base station (BS) interactions and downlink power
allocations were optimized using the fixed-point approach
and particle swarm optimization (PSO). The position and
orientation error constraints were used [15] to study the
position and orientation estimation potentials of a multiple
input multiple output (MIMO) orthogonal frequency division
multiple access (OFDMA) link between two THz-enabled
UAVs. The performance of incorporated access and backhaul
networks was improved in [15] with the use of a UAV-based
interference control strategy. In [16], the authors considered
the throughput and trajectory maximization of UAVs, but
they only considered UAV communication. The full-duplex
communication and computation resources allocation based
on multi-access edge computing (MEC)-assisted UAVs are
missing.

Little prior research on optimizing UAV trajectory, spec-
trum, power, and energy with full-duplex communication over
THz-channel has been conducted. In addition, a few key
challenges in the proposed networks are as follows: how can
MEC-UAVs movement patterns be evenly designed? And how
should varied MEC-UAVs movement patterns and changing
networks resources demand to be considered together in terms
of resource allocation for the THz-communication link? To
fill this research gap and answer those questions, we jointly
consider optimizing these factors in our work. The key con-
tributions of this work are summarized as follows:

• We present a MEC-assisted UAVs network architecture
for its data-driven task offloading to the MEC-UAVs
over THz-band communication. Moreover, we investigate
the effective joint trajectory optimization and resource
allocation problem of MEC-UAVs in sub-THz networks.

• With each network resource acting as an agent, we model
this problem as a cooperative multi-agent reinforcement
learning (RL) mechanism.

• On the one hand, resource allocation must satisfy mobile
user constraints and improve quality of service (QoS);
on the other hand, the trajectory of the MEC-UAVs must
be optimized to the greatest extent possible. The ultimate
objective is to maximize network utility (i.e., minimize
network energy consumption and delay) while striking a
balance between these two goals.

• To handle the resource allocation and trajectory difficul-
ties in MEC-UAV networks, we present a resources-based
multi-agent proximal policy optimization (RMAPPO)
deep reinforcement learning (DRL) technique based on
the actor-critic mechanism.

• To construct distributed RMAPPO models, we employ
a centralized training and distributed execution (CTDE)
scheme, where each agent may monitor other agents’
state and action information and then collaborate to fulfill
the resource allocation job.

• Furthermore, the attention mechanism is introduced with

RMAPPO-DRL, which enables each agent to focus on
more relevant information and explicitly optimize itself.

• The effectiveness of the proposed approach is validated
by comprehensive simulation results obtained by numer-
ous experiments, which can maximize resource allocation
and optimize the MEC-UAVs’ trajectory with extremely
constrained resources.

The rest of this paper is organized as follows. In Section
II, we present the related works of this paper. Then, the
proposed system model and problem formulation are presented
in Section III. After that, in Section IV, the proposed algo-
rithm is described. The implementation and simulation results
are described in Section V, and finally the conclusions are
presented in Section VI. The main notations are summarized
in Table. I.

II. RELATED WORK

A. Full-Duplex Communication

In this subsection, we provide a literature review on full-
duplex communication [17]–[22] . In [17], authors investi-
gated how to facilitate the efficient coexistence between a
full-duplex access point (AP) and half-duplex mobile users
in a wireless local area network. The interaction between
full-duplex AP and half-duplex mobile users is investigated
using an asymmetrical duplex (A-Duplex) AP as a media
access control (MAC) protocol. The authors of [18] conducted
a comprehensive examination of an analogous full-duplex
amplify-and-forward relaying performance and suggested a
channel based on power line communication (PLC) features.
This channel is an analog adaptive circuit to enhance signal
amplification at the relay and prevent any instability brought
on by the positive feedback chain. Authors suggested a full-
duplex wireless communication network in [19] that may
simultaneously support wireless power transmission from a
hybrid AP in the downlink and a time-division multiple access
(TDMA) scheme for mobile user devices in the uplink.

In a cell-free massive multiple-input multiple-output
(MIMO) network with incomplete channel state information
(CSI) under spatially correlated channels, the authors in [20]
investigated the spectral efficiency (SE) of network-aided full-
duplex communications. Large-dimensional random matrix
theory is used to offer the deterministic counterparts used
in the uplink total data rate with a least mean square error
(MSE) receiver, the downlink total data rate with zero-forcing,
and similarly the regularized zero-forcing beamforming. To
jointly combine fog computing with cloud computing, the
authors in [21] develop in-band full-duplex communications.
The authors build an M/M/1 queuing model to represent the
computing delay by considering the statistical fluctuation of
the computation time induced by co-located and concurrent
workloads. In [22], the performance of the suggested full-
duplex D2D-aided mmWave MIMO-NOMA with randomly
scattered mobile users was investigated and evaluated under
reasonable assumptions. The authors concluded that maximiz-
ing the full-duplex connection’s transmission power is crucial
since doing so ensures less self-interference and raises system
capacity. However, none of the earlier work has discussed
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full-duplex communication (i.e., uplink and downlink) for the
following networks that are possible by THz.

B. THz-Band Communication

In this subsection, we provide a literature review on THz-
band communication [14], [23]–[26]. The authors in [23]
devised a combined optimum resource allocation mechanism
within the THz frequency band for self-powered devices (e.g.,
nano-devices) to enable energy harvesting (EH) that is based
on nano-networks to achieve the largest channel capacity. The
EH models and wireless communication within the THz fre-
quency band were created utilizing the modulation technique
known as time-spread on-off keying (TS-OOK). In [24], the
authors use a combination of measurement, modeling, and ana-
lytical methodologies to investigate two common deployments
for the interference of side lanes, composed of urban road
and highway contexts, for low terahertz bands and millimeter-
wave. On the side lanes, both direct interference and multipath
interference of transmitting cars are taken into account. The
authors in [25] reported the results of a 2×2 MIMO channel-
based THz-band line-of-sight (LoS) communication. The net-
work infrastructure is built on the sub-harmonic mixer, which
converts the vector network analyzer’s measurement frequency
into a range of 298 to 313 GHz.

The authors in [26] represent a series of THz band experi-
mental results based on propagation channel data (i.e., outdoor
environment) with double-directional. The tests are carried
out in one of the recently authorized frequency zones for the
THz study by the Federal Communication Commission (FCC),
which is between 141 and 148.5 GHz. The authors employed
dual directional channel sounds with a frequency spectrum
sounding method relying on RF-over-Fiber extensions for
measurements over 100 m in urban settings. To understand
how mobility uncertainties impact mmWave or THz-band
communications between airborne UAVs, the researchers in
[14] took a preliminary approach. They started by conducting
several field tests to ascertain the movement uncertainty of
airborne UAVs of various sizes, including micro, small, and
big. Next, the impact of mobility uncertainty is considered
when evaluating the capability of mmWave or THz links.
However, none of the earlier work has discussed THz-based
full-duplex (i.e., uplink and downlink) communication based
on UAVs.

C. UAV-Assisted Wireless Networks

In this subsection, we will discuss the UAV-based wireless
networks in the literature [27]–[31]. To make the most use
of network resources, UAVs have lately gained popularity
in industries including the Internet of Things (IoT), sensor
networks, and three-dimensional (3D) wireless networks. In
wireless sensor networks (WSNs), where energy utilization
of sensors in data transmission is essential, data gathering
by UAV is rather significant. The authors of [27] suggested
a UAV-enabled WSN to solve this issue, in which a UAV is
dispatched to collect data from networked sensors. The authors
of [28] proposed a wireless-powered communication network
outfitted with rotary-wing UAVs to enable simultaneous energy

collection and information relay to several ground mobile
users.

The authors in [29] have investigated how UAV wireless
mesh networks and ground-based networks share the same
spectrum to increase UAV network capacity. For rotary-wing
UAV-enabled full-duplex wireless-powered IoT networks, the
authors in [30] construct three optimization problems: a
sum-throughput maximization (STM) problem, a total-time
minimization (TTM) problem, and a total-energy minimizing
(TEM) problem. However, none of the earlier work has
discussed THz-based full-duplex (i.e., uplink and downlink)
communication along with UAV trajectory optimization. The
author presented a framework for a collaborative multi-UAV-
assisted MEC system coupled with a MEC-enabled terrestrial
base station in [31]. However, real-time MEC-UAV trajectory
and deployment optimization, which is critical in this network
situation, is missing.

D. Multi-Agent Reinforcement Learning

In this subsection, we will discuss the multi-agent rein-
forcement learning (MARL) in the literature [32]–[34]. Rein-
forcement learning (RL) is one of the most advanced machine
learning approaches, in which agents develop themselves by
interacting with their environment, continually exploring, and
gathering experiences to optimize their rewards [32]. RL has
achieved significant advances in various sectors in recent
years, including robots, autonomous cars, gaming, energy
management, and others [33]. It has been demonstrated to be a
successful solution to resource allocation issues. In real-world
situations, agents regularly collaborate to achieve the same
goal. Single-agent RL techniques might fail or perform sub-
optimally in these environments for various reasons, including
partial observability in multi-agent systems, which is exac-
erbated by increasing the number of agents. MARL claims
to tackle these issues with its decentralized execution and
centralized training paradigm. In this paradigm, agents make
judgments based on local observations, but training entails
utilizing all publicly accessible knowledge.

One widely held belief in the MARL literature is that
we will only train a limited number of agents, which is
incorrect for many real-world MARL applications. Agents in
a cooperative video game, for example, may “generate” (i.e.,
be generated) or “dead” throughout a single episode (i.e.,
end before the other agents). For example, a group of robots
may run out of battery power, forcing one to terminate its
journey before the other. In general, an agent can terminate
prematurely, implying that it ceases to affect the environment
or other agents in the middle of an episode. Furthermore, extra
agents can be recruited during an episode.

Existing algorithms often address these scenarios by putting
inactive agents in absorbing states. Regardless of action
choice, an agent stays absorbing until the entire collection
of agents reaches a termination condition. Absorbing states
allow current methods to teach cooperative agents to perform
tasks with early termination while simplifying environment
and multi-agent API implementations [34]. Furthermore, ab-
sorbing states allow decentralized partially observable Markov
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decision processes (POMDPs) and Markov games to depict
terminated jobs early without modification. However, the re-
search is currently lacking on the implications of PPO-based
MADRL for UAV networks, resource allocation, and trajectory
optimization [35].

III. SYSTEM MODEL

A. Network Model

We consider a full-duplex communication and computation
system with MEC-assisted multi-UAV networks, which con-
sists of a set V of V UAVs attached to MEC servers and a set
U of U mobile users (MU) as presented in Fig. 1. We assume
that MEC-UAVs are operating in the THz frequency band
and the available system bandwidth is orthogonally divided
amongst multiple MEC-UAVs. Furthermore, we assume that
the MEC-UAVs swarm is managed by an airship1 deployed
by the network operator. To represent the dynamic nature of
the network nodes, i.e., MEC-UAVs and MUs, we study the
network operation within a setN of N time slots. The network
configuration is deemed fixed due to the brief duration of each
time slot n.

Each MEC-UAV v moves its location to provide optimal
wireless communication services to associated MUs while op-
timizing resources. The locations of MEC-UAV v ∈ V and MU
u are lnv = [xnv , y

n
v , h0]

T and lnu = [xnu, y
n
u ]
T at the time slot n.

Furthermore, each MU u ∈ U has delay-sensitive computation
task at each time slot n as Ψu(n), which can be defined as
the tuple Ψu(n) = {Dpre

u (n), Cmin
u } ∀u ∈ U , ∀n ∈ N , where

Dpre
u (n) is the task’s input data size and Cmin

u is the minimum
CPU cycles to calculate the task data. It is difficult for MUs
to compute their task locally due to the restricted computation
capability of each MU and the delay limitation of the tasks.
As a result, MU can transfer a portion of their tasks to MEC-
UAVs over a THz-band communication link to conduct remote
computing.

B. Local Computation Model

For remote computation, we define a decision variable as a
αvu(n), which is a proportion of MU u’s task data that need
to offload to MEC-UAV v at each time slot n. After that the
proportion of the task data that computes at MU u at time slot
n can be defined as follows:

Din
u (n) = (1− αu(n))Dpre

u (n). (1)
After obtaining the proportion of task data Din

u (n) for local
computation, we can find local computation delay of MU u at
time slot n is as follows:

tcomp
u (n) =

βuD
in
u (n)

cin
u

, (2)

where βu denotes the desired CPU cycles to compute 1-bit
of input task data and cin

u is the computation capacity (i.e.,
cycles/s) that MU u utilizes at each time slot n. After obtaining
the local task data Din

u (n) and its computation time tcomp
u (n),

1It is appropriate to deploy an airship to administer a network of MEC-
UAVs since its endurance period is quite long and height is best suited for
aerial control.

TABLE I: Summary of Notations.

Notation Definition
V Set of MEC-UAVs, |V| = V
U Set of mobile users (MUs), |U| = U
Uv Set of users of MEC-UAVs v , |Uv | = Uv

Rul
u,v Achievable data rate for the uplink transmission

from MU u ∈ Uv to MEC-UAVs v ∈ V
Rdl

u,v Achievable data rate for the downlink transmission
from MU u ∈ Uv to MEC-UAVs v ∈ V

Bul
v Bandwidth for uplink transmission of each

MEC-UAVs v ∈ V
Bdl

v Total bandwidth for downlink transmission of
each MEC-UAVs v ∈ V

ωul
u,v Allocated subchannel for downlink transmission

from MEC-UAVs v ∈ V to MU u ∈ Uv

ωdl
u,v Allocated subchannel for downlink transmission

from MEC-UAVs v ∈ V to MU u ∈ Uv

p0 Transmit power for uplink transmission at each
MU u ∈ U

pu,v Transmit power for downlink transmission of MU
from MEC-UAVs v ∈ V to MU u ∈ Uv

tul
u,v Uplink transmission delay from MEC-UAVs v ∈ V to

MU u ∈ Uv

tdl
u,v Downlink transmission delay from MEC-UAVs v ∈ V to

MU u ∈ Uv

t
comp
u,v Computation delay of MEC-UAVs v ∈ V to MU u ∈ Uv

t
fly
v Flying time of MEC-UAVs v ∈ V
Tu,v Total communication delay from MEC-UAVs v ∈ V to

MU u ∈ Uv

D
pre
u Data size of MU u ∈ U before offloading processing

Dmec
u Offloading data size of MU u ∈ U

Din
u Data size to be processed in MU u ∈ U

D
post
u,v Data size of MU u ∈ Uv after offloading processing

in MEC-UAVs v ∈ V
δ

prog
v Processing capability of MEC-UAVs v ∈ V
αu Offloading parameter of MU u ∈ U ’s data
E

up
u,v Energy consumption uplink transmission of

MEC-UAVs v ∈ V
for MU u ∈ Uv

Edl
u,v Energy consumption downlink transmission of

MEC-UAVs v ∈ V
for MU u ∈ Uv

E
comp
u,v Computing energy consumption of MEC-UAVs v ∈ V for

mobile users u ∈ Uv

E
fly
v Flight energy consumption of MEC-UAVs v ∈ V

Ev Total energy consumption of MEC-UAVs v ∈ V

we can calculate the local computation energy consumption at
MU u to execute the task at time slot n is as follows:

Ecomp
u (n) = qu

(
cin
u

)2
βuD

in
u (n), (3)

where qu refers to the chip architecture constant installed in
MU u.

C. MEC-UAVs Computation Model

In order to execute MU u task data to the MEC-UAV,
i.e., remote computation, each MU u offloads a fraction of
the computation task to MEC-UAV v by using the THz-band
communication link. Therefore, the achievable data rate for
the uplink communication link from MU u to MEC-UAV v at
each time slot n is [36]:

Rul
u,v(n) = ωul

u,vB
ul
v log2

(
1 +

pul
uh0

ωul
u,vB

ul
v (dnu,v)

2ead
n
u,vσ2

)
,

(4)
where ωul

u denotes the fraction of bandwidth (i.e., THz-band)
designated to MU u, Bul refers to the total bandwidth for
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Fig. 1: Illustration of joint trajectory and resource optimization of MEC-enabled UAVs in sub-THz networks.
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••• •••

Fig. 2: Structure of the network time slots.

the uplink transmission of MEC-UAV v, pul
u is the transmit

power of MU u, σ2 represents the Gaussian noise power, a
indicates the molecular absorption constant for THz-frequency,
dn is the distance between MU u and MEC-UAV u, h0 is the
channel gain at a reference distance d0 = 1 m, and dnu,v =√

(h0)
2

+ ‖lnv − lnu‖
2 is distance between MEC-UAV v and

MU u at time slot n.

Thus, the uplink communication delay experienced by MU
u associated with MEC-UAV v at time slot n is as follows:

tul
u,v(n) =

Dmec
u (n)

Rul
u,v(n)

, (5)

where Dmec
u (n) = αu(n)Dpre

u (n) denotes the task data size of
MU u that is offloaded to MEC-UAV v at time slot n. Then,
the uplink communication energy consumption for MU u at

time slot n can be defined as follows:
Eup
u,v(n) = tul

uv
(n) · pul

u . (6)
Following that, MU u offloaded task data (e.g., Dmec

u (n)) is
executed at MEC-UAV v.

As a result, the computation delay incurred by MU u in
order to successfully complete the computation of its offloaded
task data at MEC-UAV during time slot n can be calculated
as follows [37]:

tcomp
u,v (n) =

βvDmec
u (n)

cmec
u,v

, (7)

where βv denotes the required CPU cycles to compute 1-bit
of input data and cmec

uv refers to the computation capacity of
MEC-UAV v that is allocated to compute the offloaded task
of MU u.

Additionally, the energy consumption at MEC-UAV v to
compute the task data Dmec

u (n)) that was offloaded from MU
u at time slot n can be defined by following [38]:

Ecomp
u,v (n) = qv

(
cmec
u,v

)2
βvDmec

u (n), (8)
where qv refers to the chip architecture constant that is
installed at MEC-UAV v.

Following computation of the offloaded task Dmec
u (n) at

MEC-UAV v, MU u receives the processed result through
downlink communication. Consequently, the achievable data
rate for the downlink communication from MEC-UAV v to
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MU u at time slot n is as follows:

Rdl
u,v(n) = ωdl

u,vB
dl
v log2

(
1 +

pu,vh0

ωdl
u,vB

dl
v (dnu,v)

2ead
n
u,vσ2

)
,

(9)
where ωv,dl

u denotes the allocated THz-bandwidth from MEC-
UAV v to MU u, Bdl

v refers to the total THz-bandwidth for the
downlink communication of MEC-UAV v, and pv,dl

u represents
the transmit power of MEC-UAV v to MU u.

As a result, MU u during time slot n encountered the
following downlink communication delay:

tdl
u,v(n) =

Dpost
u,v (n)

Rdl
u,v(n)

, (10)

Dpost
u,v (n) = δprog

v Dmec
u (n), (11)

where δprog
v denotes a constant between 0 and 1, and Dmec

u (n)
presents the data size of processed task of MU u that is
transmitted back from MEC-UAV v at time slot n. Next, MEC-
UAV v uses the following amount of energy to communicate
the processed result back to MU u at time slot n:

Edl
u,v(n) = tdl

u,v(n) · pu,v. (12)
In addition, we evaluate the flight energy consumption, which
is required to keep MEC-UAV v afloat and, if necessary, to
continue its movement. The flight energy consumption of a
MEC-UAV v is determined by its speed and design. Therefore,
the flight energy consumption of a rotary-wing MEC-UAV v
with speed vv at time slot n is calculated as follows [39]:

Efly
v (n) = tfly

v · vv(n)

[
c1(vv(n))2 +

c2
(vv(n))2

]
, (13)

where parameters c1 and c2 are determined by the MEC-
wing UAV’s area, weight, and air density. Additionally, we
solely consider the MEC-UAV’s flying energy and exclude its
hovering energy for the sake of generality.

In order to complete the execution of MUs’ tasks at time
slot n, the energy consumption at both MEC-UAV v and its
associated MUs Uv can be calculated as follows:

Ev(n) = Efly
v (n) +

Uv∑
u=1

[
Ecomp
u (n) + Eul

u,v(n)+

Edl
u,v(n) + Ecomp

u,v (n)
]
. (14)

The following total delay was encountered by MU u associated
with MEC-UAV v in order to finish the execution of its task
at time slot n:
Tu,v(n) = tcomp

u (n) + tul
u,v(n) + tcomp

u,v (n) + tdl
u,v(n). (15)

Based on the findings of the preceding study, we can now
outline our energy and delay minimization problem in the next
subsection.

D. Problem Formulation

In this subsection, we will define the detailed problem
formulation based on the proposed system model. This work’s
major goal is to meet each MU’s QoS requirements while
minimizing the total energy consumption and network delay
of both MEC-UAV and MUs, which are incurred under the
tasks’ supplied information (i.e., MUs’ task data size, 2D

position, and UAV-MEC association). Therefore, we can define
our optimization problem as follows:

P1: minimize
ωul,ωdl,p,

cin,cmec,L,α

N∑
n=1

V∑
v=1

[
ηEv(n) + (1− η)

Uv∑
u=1

Tu,v(n)

]
(16a)

subject to

V⋃
v=1

Uv = U , (16b)

Ui ∩ Uj = ∅,∀i 6= j ∈ V, (16c)

Rul
u,v(ω

ul) ≥ Rmin,

∀u ∈ Uv∀v ∈ V,
(16d)

Rdl
u,v(ω

dl, p,L) ≥ Rdl
min,

∀u ∈ Uv,∀v ∈ V,
(16e)

Uv∑
u=1

ωul
u,v ≤ 1, ∀v ∈ V, (16f)

0 ≤ ωul
u,v ≤ 1, ∀u ∈ U , (16g)

Uv∑
u=1

ωdl
u,v ≤ 1, ∀v ∈ V, (16h)

0 ≤ ωdl
u,v ≤ 1, ∀u ∈ U , (16i)

Uv∑
u=1

ωdl
u,vB

dl
v pu,v ≤ Pmax

v , ∀v ∈ V, (16j)

0 ≤ pu,v ≤ Pmax
v ,∀u ∈ Uv,∀v ∈ V,

(16k)
Uv∑
u=1

cmec
u,v ≤ Cmax

v , ∀v ∈ V, (16l)

Cmin
u ≤ cmec

u,v ≤ Cmax
v ,∀u ∈ Uv,∀v ∈ V,

(16m)

Cmin
u ≤ cin

u ≤ Cmax
u ,∀u ∈ U , (16n)

‖lnv − lnv̄ ‖ ≥ Lmin,

∀v 6= v̄ ∈ V,∀n ∈ N ,
(16o)

‖ln+1
v − lnv ‖
D

≤ Vmax,

∀v ∈ V,∀n ∈ N ,
(16p)

0 ≤ αu(n) ≤ 1,∀u ∈ U ,∀n ∈ N , (16q)
where the objective function defines the trade-off between task
energy consumption and computation delay at each MEC-
UAV, which is controlled by the parameter η. Constraints
(16b) and (16c) guarantees that each MU can be associated
with only one MEC-UAV. Constraints (16d) and (16e) ensure
that each MU and MEC-UAV must fulfill the QoS for uplink
and downlink achievable data rate, respectively. Constraints
(16f) and (16g) are the constraints for the proportion of THz-
bandwidth allocation from MU u to its associated MEC-
UAV v for uplink communication. Similarly, constraints (16h)
and (16i) are the constraints for the proportion of THz-
bandwidth allocation from MEC-UAV v to its associated MU
u for downlink communication. Constraints (16j) and (16k)
are constraints for the transmit power allocation from MEC-
UAV u to its associated MU u. Moreover, constraints (16l)
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and (16m) are the constraint for the computation resources
allocation from each MEC-UAV v to its associated MU u.
Similarly, constraint (16n) is the constraint that guarantees
that each MU u’s local computation power should not exceed
the maximum computation budget. Moreover, we provide the
constraint for each MEC-UAV’s trajectories, i.e, constraint
(18l) represents that the distance between two MEC-UAVs
should be greater than the threshold (i.e., safe and ensures
energy efficiency) distance, which is defined as Lmin, and
constraint (16p) ensures that speed of each MEC-UAV v
should be less than the threshold values which ensures the QoS
for MUs. Finally, the constraint (16q) decides how much data
proportion of each MU u will be offloaded to MEC-UAV v. To
solve this proposed problem, we provide a solution approach
in the next section.

IV. TOWARDS RESOURCES-BASED MULTI-AGENT
PROXIMAL POLICY OPTIMIZATION DEEP REINFORCEMENT

LEARNING SOLUTION APPROACH

It can be observed that the formulated problem in (16) is
a mixed-integer nonlinear programming (MINLP) problem,
which is a non-polynomial-time (NP-hard) problem. There-
fore, it is not possible to get an optimal solution within
polynomial time. Thus, to solve the problem realistically,
we decompose the main problem into two subproblems as
follows. First in Subsection IV-A, since the optimization
for computation resource allocation takes place within each
network device (i.e., MEC-UAVs and MUs), the subproblem
for computation resource allocation is introduced. Second
in Subsection IV-B, through the resources-based multi-agent
proximal policy optimization (RMAPPO) deep reinforcement
learning method, we address the optimization problem for
communication and offloading resource allocation, and the
MEC-UAVs’ trajectories.

A. Computation Resource Allocation for MEC-UAVs and MUs

In this subsection, we tackle the subproblem of local
(MUs-based) and offloaded (MEC-UAVs-based) computation
resource allocation and need to find the optimal solution for
each. The subproblem can be defined as follows:

P1.1: minimize
cin,cmec

N∑
n=1

V∑
v=1

[
ηEv(n) + (1− η)

Uv∑
u=1

Tu,v(n)

]
(17a)

subject to

V⋃
v=1

Uv = U , (17b)

Ui ∩ Uj = ∅,∀i 6= j ∈ V, (17c)
Uv∑
u=1

cmec
u,v ≤ Cmax

v , ∀v ∈ V, (17d)

Cmin
u ≤ cmec

u,v ≤ Cmax
v ,∀u ∈ Uv,∀v ∈ V,

(17e)

Cmin
u ≤ cin

u ≤ Cmax
u ,∀u ∈ U . (17f)

It can be observed that the proposed subproblem is convex
in nature and can be solved with any standard optimization
solver. Therefore, to solve this problem, we can utilize the

CVXPY toolkit [40]. After solving this problem, we can
obtain the optimal computation resource allocation solutions
i.e., c∗in, c∗mec.

B. Resources-based Multi-Agent Proximal Policy Optimiza-
tion Deep Reinforcement Learning for Resources Allocation
and Trajectory Optimization

In this subproblem, we will find the optimal decision
variables for communication resource allocation (i.e., uplink
and downlink bandwidth and transmit power), MEC-UAVs
trajectories, and offloading data proportions. The subproblem
can be defined as follows:

P1.2: minimize
ωul,ωdl,p,
L,α

N∑
n=1

V∑
v=1

[
ηEv(n) + (1− η)

Uv∑
u=1

Tu,v(n)

]
(18a)

subject to

V⋃
v=1

Uv = U , (18b)

Ui ∩ Uj = ∅,∀i 6= j ∈ V, (18c)

Rul
u,v(ω

ul) ≥ Rul
min,

∀u ∈ Uv,∀v ∈ V,
(18d)

Rdl
u,v(ω

dl, p,L) ≥ Rdl
min,

∀u ∈ Uv,∀v ∈ V,
(18e)

Uv∑
u=1

ωul
u,v ≤ 1, ∀v ∈ V, (18f)

0 ≤ ωul
u,v ≤ 1, ∀u ∈ U , (18g)

Uv∑
u=1

ωdl
u,v ≤ 1, ∀v ∈ V, (18h)

0 ≤ ωdl
u,v ≤ 1, ∀u ∈ U , (18i)

Uv∑
u=1

ωdl
u,vB

dl
v pu,v ≤ Pmax

v , ∀v ∈ V,

(18j)
0 ≤ pu,v ≤ Pmax

v ,∀u ∈ Uv,∀v ∈ V,
(18k)

‖lnv − lnv̄ ‖ ≥ Lmin,

∀v 6= v̄ ∈ V,∀n ∈ N ,
(18l)

‖ln+1
v − lnv ‖
D

≤ Vmax,

∀v ∈ V,∀n ∈ N ,
(18m)

0 ≤ αu(n) ≤ 1,∀u ∈ U ,∀n ∈ N . (18n)
It can be observed that the subproblem is complex in nature. To
solve this problem, we propose a low-complexity multi-agent
deep reinforcement learning algorithm based on proximal
policy optimization, which can be discussed in the sequel.

1) Proximal Policy Optimization (PPO): Proximal policy
optimization (PPO) is a representative reinforcement learning
algorithm that is simple to implement and apply in various
environments and shows stable performance [41]. PPO is a
method to simplify the complex calculation of trust region
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Fig. 3: Learning architecture of proximal policy optimization (PPO) agent.

policy optimization (TRPO). TRPO maximizes a surrogate
objective as follows [42]:

LTRPO
n (θ) = Ên

[
πθ(An|Sn)

πθold(An|Sn)
Ân

]
= Ên

[
rn(θ)Ân

]
, (19)

where rn(θ) denotes the probability ratio, An and Sn are
an action and reward in time step n. Without a constraint,
maximization of the surrogate objective function LTRPO of
TRPO would lead to an excessively large policy update.
Also, the surrogate objective function LTRPO of TRPO has
to find the second derivative and has a complex formula
expansion [42]. Therefore, in PPO, the shortcomings of TRPO
were supplemented by performing approximately with the first
derivative through the clipping method. The following is the
objective function to which the clipping is applied:

LCLIP
n (θ) = Ên

[
min(rn(θ)Ân, clip(rn(θ), 1− ε, 1 + ε)Ân)

]
,

(20)
where ε is a hyperparameter and Ân is a truncated version
of generalized advantage estimation which can be defined as
follows:

Ân = δn + (γλ)δn+1 + · · ·+ (γλ)N−n+1δN−1, (21)
where δn = rn + γV (sn+1) − V (sn). The function in (20)
takes a lower value when comparing the objectives used in
the TRPO with the objectives to which clipping is applied.
With this clipping method, we only consider the change in
the probability ratio if it improves the objective. If it makes
the objective worse, we leave it out.

Following that, PPO has an actor-critic network but has a
network design that shares the parameters of policy and value
functions. We must employ a loss function that combines the
policy surrogate and an error term from the value function
if we utilize a neural network design to share the parameters
for the policy function and the value function. The following
aim, which is improved with each iteration, is obtained by
combining the policy surrogate with a value function error
term:
LPPO
n (θ) = Ên

[
LCLIP
n (θ)− c1LVF

n (θ) + c2E[πθ](sn)
]
, (22)

where c1 and c2 are coefficients, E denotes an entropy
function, and LVF

n is a squared-error loss. In this objective

LPPO can further be augmented by adding an entropy bonus
E to ensure sufficient exploration. Fig. 3 shows the overall
learning structure for the described PPO learning.

2) Embedded Multi-Head Attention (MHA) Mechanism: In
our proposed RMAPPO, we consider the ability to respond to
situations in which the number of connected MUs dynamically
changes. Since the input size of the general network model
is fixed, we cannot effectively respond to the changing MUs
information we want. Therefore, this paper proposes a learning
network model regardless of the number of connected MUs by
adding attention in front of the input layer. We use a technique
called Multi-Head Attention (MHA) [43]. MHA was initially
proposed as a model for natural language processing but has
recently become the most popular model widely applied to
deep learning-based fields such as vision and RL and natural
language processing. MHA module consists of parallel scaled
dot-product attention equal to the maximum number of users
that can be connected to one MEC-UAV, as shown in Fig. 4a.
Scaled dot-product attention is calculated by entering Query:
Q, Key: K, and Value: V of as follows:

Att(Qu,Ku, Vu) = softmax(
(QKT )√

du
)V, (23)

where du is an input’s dimension of each MU u. In our
system model, we set the input of MHA to each MU’s location
and task requirement. Therefore, each MU’s location and
requirements of task are used as Query: Q, Key: K, and Value:
V . Through scaled dot-product attention, inputs of each MU
are normalized to a fixed-sized vector, which is then combined
through a Concat function as follows:

MHA(su)u∈U = Concat(Att1, . . . , AttU , . . . , Attmax), (24)
and,

su(n) = {Ψu(n), lnu}, (25)

where Ψu(n) represents the required information of the task
before offloading at each MU u, and lnu indicates the position
of each MU u. For a nonactive scaled dot-product attention,
the input is zero. As a result of the MHA module, we can
optimize through the same model even if the number of
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(b) Structure of resources-based multi-agent proximal policy optimization
(RMAPPO) with an attention mechanism.

Fig. 4: Illustration of the proposed RMAPPO

MUs connected to the MEC-UAV changes. This can be used
practically on the basis of the fact that the number of MUs
connected to MEC-UAV can change.

3) Structure of Resources-based Multi-Agent Proximal Pol-
icy Optimization (RMAPPO): As shown in Fig. 4b, the
proposed RMAPPO in this paper is each optimization variable
(ω, P, α, L) PPO agents. Each agent learns simultaneously in
the same environment. To correspond to a different number of
MUs information, the observed information is encoded into
the information of a fixed size through the MHA module.
Moreover, each agent derives an action to determine the
reward. In this case, the MARL structure with the same reward
has limitations because the constraints corresponding to each
agent are different. Therefore, in this paper, the coordinator
can provide different rewards according to the constraints of
each agent. Next, we introduce the Markov Decision Process
(MDP) of the agents used for learning.

The RMAPPO formulation for optimizing MEC-UAV net-
work deployment is introduced based on MDP in this subsec-
tion. Initially, each agent gets the following observation based
on MHA from the network:

S(n) = {lnv ,MHA(su(n))u∈Uv}u∈V , (26)
where MHA(·) is the multi-head attention module, and lnv
denotes MEC-UAV v’s position. In our proposed framework,
we consider each network resource as an agent. Thus, after
getting these observations, each agent takes actions according
to their policy distribution, which can be defined as follows:

Aω
ul

v (n) = {ωul
u,v(n)}u∈Uv , (27)

Aω
dl

v (n) = {ωdl
u,v(n)}u∈Uv

, (28)

Apv(n) = {pu,v(n)}u∈Uv
, (29)

ALv (n) = {∆xn+1
v ,∆yn+1

v }, (30)

Aαv (n) = {αu(n)}u∈Uv , (31)

where Aωul

v (n) and Aωdl

v (n) denote the bandwidth allocation
agent and their respective actions, Apv(n) denotes the transmit

power allocation agent and their respective actions, ALv (n)
denotes the trajectory design agent and their respective actions
where ∆xn+1

v and ∆yn+1
v are the distance traveled of x-axis

and y-axis, respectably., and Aαv (n) denotes the amount of
offloading task data control agent and their respective actions.
Following the construction of the observations and action
spaces, we must define a reward function that assures the goal
of our optimization issue by satisfying each constraint. There-
fore, in our proposed learning, the coordinator can transfer the
different rewards based on each constraint to each agent. As
a result, we can establish our reward function for each agent,
which can be defined as follows:

Rω
ul

v (n) = ∆uv(n) + ζul · F v,ul
n (fv,ul

n ) · fv,ul
n , (32)

Rω
dl

v (n) = ∆uv(n) + ζdl · F v,dl
n (fv,dl

n ) · fv,dl
n , (33)

Rpv(n) = ∆uv(n) + ν ·Gvn(gvn) · gvn, (34)

Rαv (n) = ∆uv(n), (35)

RLv (n) = ∆uv(n)− ξ · hvn, (36)

where uv(n) = ηEv(n) + (1 − η)
∑Uv

u=1 Tu,v(n) is the
utility for the objective in the proposed problem, ∆uv(n) =
uv(t) − uv(t − 1) is the sum of the utility change. ζul, ζdl,
ν, and ξ are penalty factors. F v,ul

n (fv,ul
n ) is an index function

that F v,ul
n (fv,ul

n ) = 0 if fv,ul
n < 0, and F v,ul

n (fv,ul
n ) = 1 if

fv,ul
n ≥ 0 where fv,ul

n = 1 −
∑Uv

u=1 ω
v,ul
u (n). F v,dl

n (fv,dl
n ) is

also an index function that F v,dl
n (fv,dl

n ) = 0 if fv,dl
n < 0, and

F v,dl
n (fv,dl

n ) = 1 if fv,dl
n ≥ 0 where fv,dl

n = 1−
∑Uv

u=1 ω
v,dl
u (n).

Similarly, Gvn(gvn) is an index function where gvn = Pmax −∑Uv

u=1 ω
dl
u,vB

dl
v pu,v(n). hvn ∈ {0, 1} is an indicator for con-

straint (18l) that hvn = 1 if ∃i ∈ V : ‖liv − ljv‖ < Lmin. After
constructing the MDP based on our proposed optimization
problem, we can obtain the optimal values of decision vari-
ables by running the proposed RMAPPO algorithm, which is
defined in Algorithm 1.
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Algorithm 1 Learning Process for Resources-based Multi-
Agent Proximal Policy Optimization (RMAPPO)

1: Initialize: the initial network πω
ul

0 and πω
dl

0 for agent of
subchannel, network πp0 for agent of power, network πα0
for agent of offloading, and network πL0 for agent of
trajectory

2: Obtain: optimal computation resources from P1.1 solu-
tion, i.e., c∗in and c∗mec

3: for episode= 1, 2, ..., E do
4: Initialize randomly each MU’s position and association.

5: for time slot= 1, 2, ..., N do
6: Upload observation sv(n) of each UAV-BS v to

Airship
7: Encoding sv(n) to Sv = MHA(sv(n)v∈V)

8: Run policy Aωul

v ∼ πω
ul

θold
Aωdl

v ∼ πω
dl

θold
, Apv ∼ πpθold

,
Aαv ∼ παθold

, and ALv ∼ πLθold
.

9: Compute each reward Rωul

v , Rωdl

v , Rpv , Rαv , and RLv
for UAV-BS v

10: Save (Sv(n),Av(n),Rv(n),Sv(n + 1)) in memory
of each agent

11: end for
12: Compute advantage estimates

〈
Âω

ul

1 , ..., Âω
ul

N

〉
,〈

Âω
dl

1 , ..., Âω
dl

N

〉
,
〈
Âp1, ..., Â

p
N

〉
,
〈
Âα1 , ..., Â

α
N

〉
, and〈

ÂL
1 , ..., Â

L
N

〉
13: Optimize surrogate LPPO wrt θω

ul
, θω

dl
, θp, θα, and θL,

with minibatch from memory
14: θω

ul

old ← θω
ul
, θω

dl

old ← θω
dl
, θpold ← θp, θαold ← θα, and

θLold ← θL

15: end for
16: Output: Optimal networks πω

ul

θopt
, πω

dl

θopt
, πpθopt

, παθopt
, and πLθopt

V. PERFORMANCE EVALUATION

A. Simulation Setup & Benchmarks

We consider 3 MEC-UAVs in a region of 500 m2, which
provide services to the 50 MUs in our simulation setup. It is
assumed that MEC-Enabled UAVs can initially move at a fixed
altitude of h0 = 50 m. Moreover, the learning network model’s
parameters and main network parameters’ values are given in
Table II. Finally, to evaluate the performance of the proposed
algorithm, we use the following four benchmark algorithms as
follows:
• RMAPPO (proposed): The proposed resources-based

MAPPO algorithm, in which each optimization variable
is thought of as an agent that learns its variable optimiza-
tion.

• GMAPPO: The General MAPPO algorithm, in which one
MEC-Enabled UAV acts as an agent and learns resource
allocation and trajectory optimization simultaneously.

• FairnessAll: The algorithm takes into account a fair all-
resource allocation to each MU with a trajectory that
leads directly to centroids.

• FairnessW: This algorithm takes into account a fair sub-
band allocation for each MU. However, it optimizes vari-

TABLE II: Parameters for Simulation

Parameters Description Value
σ2 Additive white Gaussian noise power -175 dBm/Hz
p0 Uplink transmitting power of each

users
0.5 W

Pmax Total transmitting power for down-
link of each UAVs

5 W

a Absorption coefficient 0.005
B Total bandwidth 0.2 THz
Rmin Minimum achievable rate 0.05 Tbps
h0 Channel gain at ref. -40 dBm
T Number of time slots in each episode 100
Batch size 256
Learning rate 0.0003
Max steps 200000
Number of units for each hidden layer 256
Number of hidden layer for MAPPORS 2
Number of hidden layer for MAPPOUAV 3
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Fig. 5: Cumulative rewards over the number of episode.

ables except for sub-band allocation using the proposed
algorithm.

• FairnessP: This method takes into account a fair power
allocation to each MU. However, it optimizes factors
other than power allocation using the suggested approach.

B. Simulation Results & Discussion

Fig. 5 depicts the cumulative reward of each learn-
ing agent as the episode progresses. With the suggested
RMAPPO, Agent∗ is accountable for each resource variable
(ωul,ωdl,p,L,α). At the same time, AgentG learns all re-
source variables according to the GMAPPO. As seen in Fig. 5,
all agents converge around 1e+5 episodes. It can be shown that
AgentL has the largest final cumulative reward, allowing us to
conclude that trajectory optimization has the biggest influence
on utility when compared to other resource variables. Also,
because the learning is not entirely optimized, AgenttG has
a final cumulative reward of around 1, which is smaller than
AgentA.

Fig. 6 shows the distribution of resources allocated over the
total time slot using a violin plot. In Fig. 6, the maximum
allocations of uplink and downlink bandwidth are less than
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1, and the power is less than 47 dBm. As a result, we can
see that resource allocation through the proposed algorithm
satisfies the constraints and is allocated successfully.

The trained model is used to depict the change in utility of
each benchmark algorithm over time in the same experimental
setting as depicted in Fig. 7. To begin with, all benchmark
algorithms exhibit graphs of increasing utility with time. This
is because MEC-enabled UAVs will become more useful
as they move closer to the MU. In terms of convergence
speed and final utility, the proposed RMAPPO outperforms all
benchmarks. Following that, FairnessW and FairnessP perform
well since it is sensible to provide fair resources when the
distance between the MEC-Enabled UAV and MUs grows.
Following that, the fact that FairnessA has poor performance
demonstrates that offloading is a key variable for utilities.
Finally, GMAPPO performs similarly or somewhat better than
FairnessAll. Because the number of hidden layers or units in the
learning model was inadequate, many resource variables could
not be fully optimized simultaneously, resulting in underfitting.

The distances and cumulative allotted resources bar graph
of each MU belonging to a MEC-Enabled UAV in a one-
time slot are shown in Fig. 8. It can be observed in Fig. 8,
that the proposed RMAPPO has a propensity to award more
resources to MUs who are far away. Fig. 9 shows a beneficial
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Fig. 8: Resources allocation to each MU with distance.
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effect on this, i.e., the feasible rates of each MU in the same
environment as presented in Fig. 8 can be validated in Fig. 9.
The proposed resource optimization algorithm resulted in an
average 3.53% and 19.74% performance improvement in the
achievable rate of MUs compared to the fair and random
resource allocation, respectively.

Fig. 10 depicts the offloading variable α of one MU based
on time slot. The comparison graph in Fig. 10 indicates a
trade-off relationship between distance and offloading. It can
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be observed that the closer the distance, the more the MU
offloads the MEC-enabled UAV to boost performance.

Finally, Fig. 11 compares the performance of the optimized
offloading variable α to the fixed offloading ratio (α =
0.3, 0.5, 0.7) using the proposed RMAPPO. As a consequence,
the proposed algorithms improve average performance by
30.45%, 13.97%, and 5.22% compared to the fixed offloading
ratio. Moreover, by comparing performance in the early and
late time slots, it is discovered that it is more effective to
conduct less offloading in the early time slot when the distance
between the MEC-Enabled UAV and the MU is significant, and
it is more efficient to do more offloading when the distance is
small.
The trajectories of MEC-Enabled UAVs produced from the

training model and the MU’s deployments are shown in
Fig. 12. The generated trajectory goes closer to the centroid
of each cluster, demonstrating the efficiency of our suggested
methods for trajectory optimization.

VI. CONCLUSION

This paper investigated the joint resource allocation and
trajectory optimization of MEC-UAVs in sub-THz networks.
Then, we devised an optimization problem to minimize the
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Fig. 12: Deployment of MEC-enabled UAV-BSs with trained
model for MUs.

sum of MEC-UAVs and MUs energy consumption and task
delay under the given task information while meeting resource
constraints. To deal with this issue, we divided the origi-
nal problem into two subproblems. Then, we proposed an
RMAPPO algorithm to deal jointly with resource allocation
and trajectory optimization, which can make quick decisions in
the given environment due to its low complexity. Furthermore,
each agent can focus more on their actions and rewards based
on the proposed RMAPPO. Furthermore, the proposed system
can respond effectively to a wide range of observation sizes
by taking into account the attention mechanism. As presented
in the simulation results, our proposed algorithm outperforms
the other benchmarks and yields a network utility of 2.22%,
15.55%, and 17.77% better than the benchmarks.
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