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Double-RIS Aided Multi-user MIMO Communications: Common

Reflection Pattern and Joint Beamforming Design
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Abstract Reconfigurable intelligent surface (RIS) has en-
tered the public consciousness as a promising technology for
enhancing the performance of future wireless communication
systems by dynamically constructing the wireless channels. In
this letter, we study a double-RIS aided downlink multi-user
multiple-input multiple-output (MIMO) communication system.
We investigate the mean-square-error (MSE) minimization prob-
lem by jointly optimizing the active transmit beamforming,
the receive equalizer and the passive beamforming at each
RIS. Different from prior works, for the sake of reducing
both communication overhead and signal processing complexity,
we assume that the two RISs utilize the common reflection
pattern. Under this assumption, the coupling of the variables
becomes tighter, thereby making the optimization problem more
challenging to solve. To effectively address this issue, we propose a
majorization-minimization (MM)-based alternating optimization
(AO) algorithm. Numerical results show that in high signal-to-
noise ratio (SNR) region, the double-RIS with common reflection
pattern can achieve nearly the same performance as that with
separate reflection pattern whereas the complexity is only half of
the latter. Thus, our proposed design enables an effective tradeoff
between the performance and the implementation complexity of
the considered system.

Index Terms—Double-RIS, multi-user MIMO system, MSE,
common reflection pattern.

I. INTRODUCTION

S a key enabling technology for the future generation

wireless systems, reconfigurable intelligent surface (RIS)
can adaptively reconfigure the wireless communication envi-
ronment to improve both energy and spectrum efficiency [1]],
[2]]l. In general, RIS is an intelligent metasurface made up of a
large number of passive reflecting elements. Each element can
independently adjust the input electromagnetic (EM) signal’s
amplitude and phase [3]]. In contrast to traditional multiple-
input multiple-output (MIMO) relay communications [4], RIS
can provide higher beamforming gains while consuming less
power. Moreover, thanks to additional advantages of easy
deployment, environment friendly, high compatibility and low
cost [5]], RIS has been widely used in wireless communication
systems.

Most existing works only considered the passive beamform-
ing design for the single-RIS scenario [6]-[8]. For example,
[6]] jointly designed the transmit covariance matrix and RIS
reflection pattern matrix by investigating the channel capacity
maximization problem considering a single-user MIMO com-
munication system aided by one RIS. The work in [7]] provided
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a general framework for the transceiver designs in the single-
RIS aided single-user and multi-user MIMO communication
systems. To further explore the RIS’s potential in enhancing
wireless communication performance, some works extend the
single-RIS scenario to the multi-RIS scenario. For example,
[9]] studied the mean-square-error (MSE) minimization prob-
lem by jointly optimizing the RIS phase shifts, the transmit
beamforming and the receive equalizers considering a multiple
but non-cooperative RISs aided MIMO system. The work in
[10] aimed to maximize the channel capacity considering a
cooperative double-RIS empowered single-user MIMO system
with line-of-sight (LoS) channel, while [11] further extended
the above study to the cooperative double-RIS assisted multi-
user MIMO system. The authors jointly optimized the receive
beamforming and the cooperative reflection coefficients at two
RISs aiming to maximize the worst signal-to-interference-plus-
noise ratio (SINR) of all users.

In this letter, from the perspective of reducing the high
communication overhead and signal processing complexity
induced by the large-scale RIS, we consider the cooperative
double-RIS aided downlink multi-user MIMO communication
system with the common reflection pattern. We resort to
minimize the average sum MSE of all data symbols by jointly
optimizing the active transmit beamforming matrices, the
receive equalizer and the common RIS reflection pattern. The
formulated optimization problem is generally more challeng-
ing to solve than its counterpart with separate reflection pattern
due to the strongly coupled optimization variables. To tackle
this difficult problem, a majorization-minimization (MM)-
based alternating optimization (AO) algorithm is proposed.
Numerical simulation results illustrate the better performance
of the proposed algorithm when compared with the single-
RIS system, and also show that our proposed algorithm can
perform as best as the double-RIS system with the separate
reflection pattern in the high-SNR region.

II. PROBLEM FORMULATION AND SYSTEM MODEL

As shown in Fig. 1, we consider a double-RIS aided
downlink MIMO communication system with K users, where
each user is equipped with N, , antennas and the BS is
equipped with N; antennas. The two distributed RISs, namely,
RIS 1 and RIS 2, are assumed to be near the BS and the users,
respectively, so that the productive path loss of the double-
RIS cascaded channel is minimized [10]]. Since the two RISs
utilize the common reflection pattern, we assume they have
the equal number of reflection elements, denoted as M. The
direct channel between the BS and the users is ignored due to
the blockages.



Let T; € (CJWXNt, S € CMxM gpd Rl,k € CNrwxM
denote the channel matrices for the BS — RIS [, RIS 1 —
RIS 2 and RIS [ — user k links, respectively, with [ = 1,2
and £ = 1,2,..., K. The common reflection coefficients of
two RISs are introduced as ® = diag{6y,---,0x}, where
the amplitude of each element is assumed to be 1. Under
the aforementioned settings, an effective cascaded channel
between the BS and the kth user is expressed as

H, =R,;0T; + R, 0T, + Ry ;,0SOT;. (1)

We assume total NV data streams are transmitted from the BS
to all K users and x £ [x{!,--- ,x%]H € CN*1 ig defined
as the transmitted data symbol vector, where x; € CNex1
is the data symbols for the kth user, obel}éing Gaussian
distribution, i.e., x5 ~ CN(0,Iy,) and > ,_, Ny = N.
F £ [Fy, - ,Fg] € CNXN s defined as the transmit beam-
former, where F;, € CNt*Nk is the kth user’s beamformer.
For simplicity, we assume that the BS has perfect knowledge
of system global channel state information (CSI). The received
signal y;, € CNrx*1 at the kth user side is then given by

ye = HpFx + 7, 2

where zj, ~ CN(0,0°1y, ) is the additive white Gaussian
noise (AWGN). For the kth user, upon receiving yy, the
equalizer Gj, € CN+*Nrk is used to decode the transmitted
signal, i.e., Xy = Gyyk. Accordingly, the MSE matrix of the
estimated signal Xy, is expressed as

Yyise k(Fr, G, ©)

= E{(xp — %)™ (o — %) }

= G,H,F(GH,F)'- 2R(G HF1) +02 GGy, .

3)

In this letter, we aim to minimize the average sum MSE
of all data symbols by jointly designing the BS transmit
beamforming matrices {F;}&_ |, the linear receive equalizers
{G,}£ | and the common RIS reflection pattern ©, subject
to the total BS transmit power constraint and the unit-modulus
constraints for all RIS reflecting elements. The corresponding
optimization problem is formulated as

K
(P1) {Fk,ér:i}r}c{:v@ ;tr(\PMSEk(Fk,Gk,@)) (4a)
s.t. tr(FFH) < P, (4b)
© = diag{#y,--- ,0r}, (4¢)
0:] =1, ie{l,---, M}, (4d)

where P is the BS maximum transmit power. It can be
observed that problem (P1) is challenging to solve due to
the strongly coupled variables in the objective function ({a)
and the non-convex constraints in @]) Moreover, the adopted
common RIS reflection pattern leads to an intractable fourth-
order term in the objective function (#a)), which also greatly
increases the difficulty of solving problem (P1) when com-
pared to the separate reflection pattern case. Next, we present
an MM-based AO algorithm to decouple the variables and
tackle the intractable high-order term caused by the common
reflection pattern.

Fig. 1. A double-RIS aided multi-user MIMO system.

IIT. PROPOSED MM-BASED AO ALGORITHM

In this section, an MM-based AO algorithm is proposed to
solve the challenging problem (P1), where each optimization
variable is updated while keeping the others fixed. By leverag-
ing the MM technique, each subproblem admits a closed-form
optimal solution.

A. Equalizer and Transmit Beamforming Optimization

Firstly, we derive the optimal equalizer G, with the fixed
{F}X_, and ©. In this case, It can be easily found that the
problem (P1) w.r.t Gy is an unconstrained convex problem.
Based on the LMMSE criterion, the optimal Gzpt can be
derived as

G =FHHEFFH+R,) T )

Secondly, with the fixed {Gj}X_; and ©, we optimize the
active transmit beamforming F';,. We reformulate problem (P1)
as

K
(P2)  min I;tr(wMSE,qu)), (6a)
s.t. tr(FFH) < P. (6b)

Problem (P2) can be easily found to be a quadratic convex
problem w.r.t. F,. So the Karush-Kuhn-Tucker (KKT) condi-
tions can be utilized to obtain the optimal F. Specifically,
defining p as the Lagrange multiplier, problem (P2)’s La-
grangian function is expressed as

K

L(Fi, p) =Y _ tr(Uyspi(Fi)) + p(tr {FF} = P). (7)
k=1

Then the KKT conditions can be derived as
K
F, = () HIGIGH, + uly,) "HIGY,  (8a)
i=1
p(tr{FFTY — P) =0, u >0,
tr{FF"} — P <0.

(8b)
(8¢)

It follows from (8a) that the optimal F; depends on the
Lagrange multiplier p. Specifically, if tr(FF?) < P and
g = 0, we have F, = (8 HIGFG,H,) 'HIGH. If
p > 0, we have tr{FF!} = P. Let Zfil HIGEGH, =
UAU?, where A = diag{\1, ..., Ay} is the diagonal matrix
consisting of eigenvalues of Zfil HZGHEG,;H,. Substituting



this decomposition into (8a), the BS transmit power is mono-
tonically decreasing over u as follows:

K K

Thanks to the sparse structure of vec(®), the objective
function can be further simplified. Specifically, let Ag €
CM*M and Dy € CM*M be made up of all elements at

tr(FFH) =t Z ZHHGHG H; + ply,) "*HE GH G H,|the intersections of the [(m —1)M +m]th column and the

k=1 i=1

N
—tr[(A + ,uIN

/\+u

i=1

©))
where R £ UH(X:f:1 HYGHG,H;)U. Thus, the optimal
1 can be efficiently found through one-dimensional search
methods, e.g., bisection search [[12]. Then the optimal F; can
be obtained from (8a)).

B.  Common Reflection Pattern Optimization

After obtaining {F;}X_ | and {G}£_,, we aim to optimize
the common RIS reflection pattern ®. Different from the tradi-
tional double-RIS system with the separate reflection pattern,
the common reflection pattern makes the objective function
more complicated and higher-order. Instead of directly solving
it, we explore its inherent structure to simplify the problem. To
be specific, by omitting the irrelevant constants, the objective
function can be written as

fonj(©)
K 2 2
=> > > GiRixOT,FF'TIO"RY, G}!
k=1 i=1 j=1
2
+) (GyR;xOT,FF'T]0@"S"0"R}, G}!
=1
+ GR2:®SOT FF'T;'®@"R}, G})
+ GR2,©SOT, FF'T@"S"e"R}, G})

(10)

2
—2R(tr(} | GxRixOT;F+GR,OSOT;F))].

By stackiné:t]he diagonal elements of RIS reflection coeffi-
cients © and a general matrix P into the vectors = diag(®)
and p £ diag(P), respectively, and using the identities
tr(XYZW) = vec(XH)H(WT @ Y)vec(Z) and tr(OP) =
0Hp*, we have
fori(©)
=vec(@)!Avec(@)+vec (@) Bvec @S O)+vec@©SO) Blvec(©)

+vec(@SO) ! Cvec(@SO)—2R (0T p*4vec@) " Dvec(@)),
(11

where
2 2 K
A=Y S (TFFITHT 0 > R GHGR, ),
=1 j=1 k=1
2 K
B =) (T.FF'T])" @ Y R}, G{!G\Ra,
=1 k=1
K
C =(T,FFITHT o Z RIQ{,kGIk{GkRz,k,
k=1
K K 2
D =) (TiFGiR2)" @S, P = > (3 TFiGiRi ).

x>
Il
—

k=1 i=1
12)

[(n — 1)M + n]th row of A and D for myn=1,..., M,
respectively. By is made up of all elements of the columns
[(q—1)M + q],q= ..M of B and Cy=C. We define
v £ vec(@SO)=(OT ®®)vec(S). Then the subproblem in
terms of the common RIS reflection pattern is expressed as

(P3) min 6"A 0+0" Boviv Bl 04 Cov2R (6 p 07 D 6

st. v= (0T ®0)vec(S),
© = diag{b1, -~ ,0m},
13)
Problem (P3) is still hard to get the solutions due to the
coupling of ® and S in the vector v. Next, we resort to
separate them. Define By = [By1,...,Bo x| € € CMxM?
where By, € CM*M is the block matrix consisting of the

[(p—1)M +1]th to the [pM]th column of By for p=1,..., M.
Co,1,1 Co,1,m

Cy is similarly defined as Cy £ : : ,
Co,m1 Co, v, M

where Cy ;; € CM*M is the block matrix consisting of the
[(—1)M +1]th row to the [j M]th row and the [(I—1)M +1]th
column to the [[M]th column of Cy for j,I=1,..., M. Then
we have

M
0"Bov =Y 0"By diag(s;)0:60 = 6"'B(6 © 6),

(14)
i=1
viCyv = Z ot ]Z 9Hdlag )Co,j, 1 diag(s;)0,0 (15)
:(0 2 0)"HC(0®0),
where s; is the ith column of S, B = [By, 1diag(sy), -
BO Mdiag(sM)] and C = [Cldlag(sl) CMdlag(sM)]
with C; = [diag(st)Co.14, ... 7dlag(sM)CO,]W}T. Based on
the above definitions, (P3) becomes
(P4) min 6"W@ — 2R(6"p* + "D} 6*)
6 (16)

st |6 =1, 1e{l,---,M},
~ T A, B .
where 0=[0,0 @ 0]-, W= BE & It can be readily found

that W is the Hermitian matrix. Then, in order to obtain the
closed-form solution, a more tractable surrogate function can
be constructed by the MM technique. Assuming the optimal
0, at the tth iteration, a surrogate function of O0HWO wrt. 6
can be derived as [13]

6"Wo < 6"A 62R (éH (VV—A) ét)+é? (VV—A) 6,, (17)

where A = Aoz (W)Ipz2, 7. In order to avoid the high com-
plexity induced by the eigenvalue decomposition of W, ie.,
O(M?+ M)?3, we choose A = tr(W)I 2 3 = tr(Ag)Ia +
tr(C)I a2 as another efficient auxiliary parameter. In addition,
by employing the unit-modulus property of the RIS refection

)



coefficients, 87 A@ can be transformed as tr(W)(M + M?),
which is a constant term irrelevant to the optimization variable.

é? (VV —A) ét is also a constant because 0~t is already

known at the tth iteration. Therefore, the objective function
in problem (P4) is simplified as

2R (éH (W - A) ét) — 2R(6"p* — 6"'D;6")
=2R(0%a; + (0" @ M)V, — "' D;0%)
=2R(0% 0, 4+ 6%V,67),

where T, = (Ao — Aas (W)Iy)0; + B(6,®6,) — p*, V; =
BY0, 4 (C — Anax(W)Iy2) (6, ©6;), and V, = V, —Dy".
'V is the reshaped version of Vy, i.e., V; = vec(V,). Then
problem (P4) is equivalently transformed into
(PS) min 2R (00, + 6%V,0%)
st |0;]=1, ie{l,--- ,M}.

Using MM algorithm, we have transformed the original fourth-
order problem (P4) into a second-order problem (PS5). Such
procedure greatly decreases the difficulty and complexity for
solving the problem. However, problem (P5) is still non-
convex. To get the solution, we consider using MM al-
gorithm again to find a more tractable surrogate function.
To be specific, define 8 = [R{67} S{6T}]” and V, =
x
gizg :;E{{V{;f} . The real function R{O"V,0*} can

be expressed as 9'Ve. Then, based on the second-order

(18)

19)

Taylor expansion, a convex surrogate function of 9'Ve (.e.,
R{O1V,0%}) is derived as [[14]
Mo Tz = T = T\ = =\ A = — . —
0 VO<0,V,0:48, (V+V, )(0-0,+5(6-8,)"(6-8.)
= R{O"UV,} + ¢,

T (20)
where 8; = [R{OF} S{OF}HT, N & N\pae(Vi + V, ) and
Vi 2 (Vi + V, — May)0;. c is a constant irrelevant to 6.
U £ [I 715] is defined to convert the real-valued function

back to the original complex-valued function. So problem (P5)
is equivalent to

(P6) min 2R(011,), st |6;] =1,Vi, 1)

where f; = u; + UVv,. The optimal common RIS reflection
coefficients are obtained as

eopt — _ejarg(ft). (22)

In short, with the derivation of closed-form solutions for
the transmit beamformers {Fj}X_,, the receive equalizers
{Gy}£ | and the common RIS reflection pattern ©, the
overall optimization process is summarized in Algorithm 1.
C. Analysis of Convergence and Computational Complexity

To analyze the convergence of the proposed MM-based AO
algorithm, in the t¢th iteration, we first define the optimal
solutions of its involved three subproblems as {G%}E |,
{Flg}szl and ®! shown in , and li respectively.
The resultant objective value of problem (P1) is given by
UG {FIYE | ©Y). Then we have

f({G?q}gl’ {Fl?rl}}k(:l? @Hl)gf({G]Itc}ﬁlv {Flf}ﬁlv 91)273)

Algorithm 1 Proposed MM-based AO algorithm
Input: Tl,Tz,R17k,R27k,S, P,O’%.
1: Initialize: ©° = IM,F,(CO) = [Iny; O, — Ny ) x i -
2: repeat
3 Update {G4'}X | based on (5).
4 Update {F,"'}X | based on (8al.
5:  Update 8" based on (22).
6: until the convergence is satisfied.
Output :  {G"' VL {F P E @00t

which holds since the optimal closed-form solution of each
subproblem in the ¢th iteration is available. It follows from
that the objective value of problem (P1) is monotonically non-
increasing throughout the iterations. In addition, it is readily
inferred that the achievable value of problem (P1) is lower
bounded by zero. As such, we can conclude that the proposed
MM-based AO algorithm finally converges to a locally optimal
solution of problem (P1) [15]]. Assuming the required number
of iterations to be I, the total complexity of the proposed
algorithm is then calculated as O(I(K (N + M?® + N2 ) +
8M3)).

IV. NUMERICAL RESULT

In this section, we demonstrate the simulations to show the
performance of the MM-based AO algorithm. In a 3D Carte-
sian coordination, we assume the BS, RIS 1 and RIS 2 are de-
ployed at (1,0,5)m, (0,0,2)m and (0,50,2)m, respectively. Two
users locate in a circle with the center at (1,50,0)m randomly.
The numbers of BS transmit antennas and each user receive
antennas are 16 and 4, respectively. There are 64 reflecting
elements in each RIS. Moreover, we assume 2 data streams are
transmitted to each user. Unless otherwise specified, the noise
power is set to be -120dBm and the BS maximum transmit
power is P = 0dBm. We assume Rician fading for each
involved channel, i.e., H = v/8(v/kHLos + v1 — kHNLoS)>
where « is the Rician factor assumed to be 0.75 and (3 is the
distance-based path loss given by 8 = Sod~ 7. Sy denotes the
reference path loss with d = 1m and set as -30dB. For the BS
— RIS 1 and RIS 2 — user k links, the path loss exponents are
given by vy, = YR, , = 2.2. For other channels, the path loss
exponents are given by vz, = g, , = vs = 3.6. HxLos
is the small-scale fading component, obeying the Rayleigh
distribution, i.e., Hxros ~ CA(0,I). Moreover, our proposed
algorithm is compared with the following benchmarks: (1)
Single-RIS (BS side): There is only RIS 1 in the multi-user
MIMO system. (2) Single-RIS (UE side): There is only RIS
2 in the multi-user MIMO system. (3) Double-RIS-Separate:
The system model is the same with Fig. [T} but the two RISs
utilize two separate reflection coefficients.

First, the convergence of the MM-based AO algorithm is
demonstrated in Fig. 2] It’s observed that the proposed algo-
rithm converges within 15 iterations under different initializa-
tions, showing the superior convergence behavior.In addition,
our proposed algorithm can achieve the same performance
under different initialization schemes.

Fig. [3| demonstrates the MSE performance of considered
schemes versus the noise power. Compared with the Single-
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Fig. 2. Convergence behavior of the proposed MM-based AO algorithm.
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Fig. 3. MSE performance versus the noise power for different schemes
comparison.

RIS schemes, i.e., Single-RIS (BS side) and Single-RIS (UE
side), our proposed algorithm achieves lower MSE at the
expense of the same signal processing overhead. Furthermore,
it is observed that our proposed algorithm can also achieve
nearly the same performance as the Double-RIS-Separate
scheme in the high-SNR region, even using a half of signal
processing overhead.

|\ - ¥ -MM-based AO |

\ —A— Double-RIS-Separate

\ - B - Single-RIS (BS side)
\ - % - Single-RIS (UE side)

MSE

102 s s s s s s s s
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Number of RIS elements

Fig. 4. MSE performance versus the number of RIS elements for different
schemes comparison.

In Fig. @] the MSE performance of different schemes versus
the number of RIS elements is demonstrated. All schemes
exhibit better MSE performance as the number of RIS ele-
ments increases, which is attributed to the increased degrees of
freedom. Observing from Fig. ] our system still outperforms
the single-RIS systems and only has a slight performance
loss as compared to the double-RIS system with separate
reflection pattern. This indicates that the proposed algorithm
can strike a better tradeoff between the MSE performance and
the implementation complexity of the considered system.

V. CONCLUSION

This letter studied a cooperative double-RIS aided multi-
user MIMO system, where the common RIS reflection pat-
tern leading to the low communication overhead and signal
processing complexity is considered. We jointly optimized
the active transmit beamforming at the BS, the equalizer at
the receiver and the common reflection pattern at RISs by
investigating the average sum MSE minimization problem.
To solve this non-convex problem, we proposed an MM-
based AO algorithm where the intractable original problem
was decomposed into three subproblems. By exploiting the
convex optimization theory and MM technology, each sub-
problem admitted a closed-form solution. Simulation results
characterized the good convergence behavior of the proposed
algorithm. Moreover, it was shown that the double-RIS with
common reflection pattern achieved superior performance over
the single-RIS systems and achieved nearly the same perfor-
mance as the double-RIS with separate reflection pattern in
the high-SNR region while the communication overhead is
only half. This implies that a superior tradeoff between the
performance and complexity of the implementation and signal
processing can be achieved for practical applications.
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