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Abstract

We study different notions of capacity for time-slotted ALOHA systems. In these systems

multiple users synchronously send packets in a bursty manner over a common additive white

Gaussian noise (AWGN) channel. The users do not coordinate their transmissions, which may

collide at the receiver. For such a system we define both single-slot capacity and multiple-slot

capacity. We then construct a coding and decoding scheme for single-slot capacity that achieves

any rate within this capacity region. This coding and decoding scheme for a single time slot

combines aspects of multiple access rate splitting and of broadcast codes for degraded AWGN

channels. This design allows some bits to be reliably received even when collisions occur, and

more bits to be reliably received in the absence of collisions. The exact number of bits reliably

received under both of these scenarios is part of the code design process, which we optimize

to maximize the expected rate in each slot.

Next, we examine the behavior of the system asymptotically over multiple slots. We show

that there exist coding and decoding strategies such that regardless of the burstiness of the
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traffic, the system is stable as long as the average rate of the users is within the multiple access

capacity region of the channel. In other words, we show that bursty traffic does not decrease

the Cover-Wyner capacity region of the multiple access channel. A vast family of codes, which

includes the type of codes we introduce for the single-slot transmission, achieve the capacity

region, in a sense we define, for multiple-slot transmissions. These codes are stabilizing, using

only local information at each of the individual queues. The use of information regarding other

queues or the use of scheduling does not improve the multiple-slot capacity region.

1 Introduction

The flexibility of ALOHA systems, which were first proposed in 1970 by Abramson [Abr70], makes

such systems an attractive option for wireless applications, such as data transfer for nomadic com-

puting. In the original ALOHA system, users transmit packets without any knowledge of other user’s

current transmissions. If a collision among packets occurs at the receiver, those packets are discarded

and the users retransmit. The capacity of ALOHA systems and related collision systems has gener-

ally been considered in terms of packet throughput [Pip81, MM85, Ari82]. The stability region of the

ALOHA system has been extensively studied. For an infinite number of users, the system is unstable

for any input rate [Cap79]. For a finite number of users, there exist bounds and some exact results

only for the two-user case, or particular arrival processes [Ana91, RE88]. Several different control

mechanisms have been established to stabilize the operation of the ALOHA system [Riv87, HV82] or

to perform conflict resolution [Hay78, TM78, Cap79, MH85, Gal78, KG85, HB85, PTW85, Mas81].

In order to avoid total loss of packets to collisions, several coding schemes have been proposed for

ALOHA packets [OW99, Ray81, BM94, PS87, HW98, BGB97, CLV98, SS00, Kim90, CT00]. The

purpose of such coding is to allow at least part of the data in the packets to be received correctly

despite collisions. One example is spread-ALOHA in which users appear as interference to each

other in the event of a collision. However, when careful consideration is given to the dimensions

required to spread users, spread ALOHA has been shown in [Tar95] to be detrimental to capacity

(as compared to coding without spreading). Bursty multiple-access communications have been

considered in [SS81], but the purpose there is to avoid retransmissions altogether.

The paper is organized as follows. In Section 2, we describe a simple time-slotted packetized

ALOHA-style model. In Section 3, we consider the issue of how to code over a single time-slot.

We propose a coding scheme that combines multiple-access rate splitting concepts and broadcast

codes for degraded additive white Gaussian noise channels. This scheme was presented in part in

[MMHG00, MG99]. In effect, we create from each user several pseudo-users. Rather than discard
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all data received during a collision or code sufficiently to receive all the data even in the event of

a collision, our scheme enables a trade-off between the rates obtained in the event of a collision

and those obtained when no collision occurs. In the case of no collision, the data from all the

pseudo-users corresponding to the single transmitting user is correctly received. In the case of a

collision, only a subset of the transmitted data from a user corresponding to the data for a subset

of his pseudo-users can be received correctly. The manner in which the energy of each user is

split among its corresponding pseudo-users determines the trade-off between the rates achievable

under collisions and under no collisions. We examine how to optimize the rates allocated to the

pseudo-users when we seek to maximize the total expected rate at the receiver for a given traffic

arrival distribution in a single slot. We show that the rate benefit of splitting one user into several

pseudo-users arises mainly in the case of users with highly asymmetric energies.

In Section 4 we consider the long-term behavior of the system, using a particular definition of

capacity for the case of an arbitrarily large number of slots. We show that there exists a family of

codes for which the system is stable as long as the average rates of the users are within the multiple

access capacity region (the Cover-Wyner rate region [CT91]). Thus, despite the burstiness of the

system, the capacity of the ALOHA system is the same as that of a multiple-access system in which

both users transmit continuously. Moreover, the use of information by users or by any other entity,

such as a controller or scheduler, of the state of other users’ queues does not improve the achievable

rate region. We present our conclusions and directions for further research in Section 5.

2 Model and background

We consider a multiple-access system, as illustrated in Figure 2, where M users transmit to a single

receiver. The model is time-slotted, and each time-slot is of length T time-units. All the users

share a single channel with no multiplicative attenuation but which is corrupted by additive white

Gaussian noise (AWGN).

Data arrives at a given user for transmission in the form of fixed-length packets, where different

users may have different packet lengths. We define 4i(j) to be the number of bits that arrive at

user i in the jth time-slot, j ∈ Z+. We assume that at most one packet arrives for transmission in

each time slot. Thus 4i(j) equals Ni or zero, where Ni is the number of bits in the ith user’s packet.

The arrival of packets for transmission at a user is determined by a Bernoulli process in which, at

the start of each time-slot, a user i receives a new packet with probability pi and no packets with

probability 1− pi. The arrival streams of the various users are mutually independent processes. In

particular, the sequence {4i(j) : k ∈ Z+} is IID with mean E[4i(j)] = Li, i = 1, . . . , M , and the
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average rate of bits to user i is λi := piLi (bits per second). The vector λ is the M -dimensional

vector of arrival rates, λ = (λ1, . . . , λM).

Moreover, we assume that the moment generating function is finite in a neighborhood of the

origin: there exists δ > 0, and B < ∞, such that

E[exp(δ4i(j))] ≤ B (1)

for all j ∈ Z+, i = 1, . . . , M . We discuss in Section 6 relaxations of these assumptions.

Let Qi(j) be the number of bits in buffer i at the beginning of time-slot j, and let Q(j) =

(Q1(j) . . . QM(j))′ denote the vector of buffer-levels. Each user sends data from his buffer. Once a

user receives a packet for transmission, the data in that packet is queued at the user and that data

is transmitted according to certain policies, which we describe later. Each user i knows the traffic

awaiting transmission in its own queue. Moreover, user i may possibly have information Ii(j) at

time j regarding the contents of the queues of other users. A user’s queue contains all of its data

that has not yet been successfully transmitted, i.e. data that was never transmitted or that was

transmitted and received in error due to collisions. Each user has an infinite queue to hold data

awaiting transmission.

At the start of a time-slot, a user decides whether to transmit over that time-slot, and, if he

transmits, what data to transmit and how to encode that data. Packets may be transmitted as

whole packets or partial packets. Coding is subject to the following constraints:

(i) For each transmission over a time-slot, user i is restricted to using a certain maximum energy

σ2
i over that time-slot.

(ii) User i, if he transmits, must transmit over the whole time-slot and use codes of length T .

(iii) At the jth time-slot, user i bases his transmission strategy on the contents of his own queue

(Qi(j)) and, if known, on information Ii(j) about other users’ queues.

(iv) To ensure synchronization at the receiver, we assume that the receiver has perfect timing

information.

(v) The receiver knows for each user, at each time-slot, whether or not that user is transmitting,

for instance through identifying tags on the packet transmissions. The absence of a tag for

a user indicates the absence of that user. We do not explicitly include such tags or their

associated overhead in our model.

Assumption (v) is reasonable if the tags are sufficiently coded, so that they will withstand

interference from all users simultaneously. Moreover, our model assumes there is no cost, in terms
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of time and energy, associated with tag transmission. This is reasonable if the length of a time-slot

T is very large and the number of users is moderate, so that the bits required for encoding the user

identifiers are negligible with respect to the total number of bits in a time slot.

Detailed information regarding queue-lengths is typically important in network design [Ber00].

This is particularly important for scheduling [VTL02, UPE02], but we do not consider scheduling

in this paper. In Section 4 we find that the ith user cannot improve capacity by using information

(Qk(j − 1) : k 6= i) about other users’ queues.

We do not make here explicit assumptions about what information the senders have about the

success of their transmissions. These assumptions are not necessary in Section 3, where a single

slot is considered. They become relevant in the case of several slots, as discussed in Section 4. The

main issue to consider is whether users are aware of what data was lost to collisions at the receiver.

The affect of different assumptions regarding the knowledge of the data lost to collisions will be

discussed in Section 4.

We may now present our model for the transmitted and received signals. The receiver receives

the sum of the transmissions of the users and the AWGN. The signal transmitted by user i is Xi.

The output of the system at the receiver is Y , given at time unit t by

Y [t] =
M∑
i=1

Xi[t] + N [t], (2)

where the N [t]s are IID Gaussian and are independent of the processes {Xi}. The common variance

of the {N [t]} is denoted σ2
N .

At each time unit t the {Xi} are mutually independent, conditioned on queue information at

the different users. We term collision the event where more than one user transmits in a single

time-slot.

We may now describe the notion of capacity we consider in this paper to analyze the behavior

of our system. We assume the time-slots to be long enough that rates arbitrarily close to capacity

may be achieved over a single time-slot. The specific definition of this capacity for our ALOHA

channel is given below. The notion of long time slots is the same as for a single user, where rates

arbitrarily close to the single-user Shannon capacity can be achieved for codes with a sufficiently

long block length (which corresponds to one time-slot in our model). User i in time slot j sends

one codeword each from a set of Ki
j codebooks Mi,κ

j , κ = 1, . . . , Ki
j. We denote the single-slot

capacity for user i in slot j, defined below, as λj
i , and let λj =

(
λj

1, . . . , λj
M

)
. The set ordered set

of codebooks
(Mi,κ

j

)Ki
j

κ=1
is called the codebook Ci

j for user i in slot j. We say that the codebook
(C1

j , . . . , CM
j

)
achieves the single-slot capacity λj in slot j for slot-length T and error probability ξ

( is (T, ξ, λj) single-slot capacity achieving) if for some sets K1
j ⊆ 1, . . . K1

j , . . . ,KM
j ⊆ (1, . . . , KM

j )
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known to both the transmitter and receiver there exists a decoding policy such that

(i) Every codeword from a codebook Mi,κ
j where κ ∈ Ki

j is decoded with probability of error ξ or

less.

(ii) The rate associated with that codeword transmission equals the single-slot capacity, thus for

i = 1, . . . , M
∑

κ∈Ki
j

log
(|Mi,κ

j |
)

T
≥ λi

j.

A codeword that was decoded with probability ξ or less is considered to have been reliably

received. We say that a codebook satisfying the conditions outlined above is
(
T, ξ, λj

)
single-slot

capacity-achieving. Note that this definition differs from the standard capacity definition in that on

slot j each user need not send any codeword in its codebook Ci
j with arbitrarily small probability: he

need only send a subset of his codewords with arbitrarily small probability. This subset corresponds

to a rate below the maximum associated with the full codebook, to allow for a lower rate to be

reliably received in the event of a collision.

We now define multiple-slot capacity based on this single-slot capacity definition. Assume we

now transmit over n slots. For a given T and ξ > 0, a coding and decoding policy is (T, ξ, λ)

capacity-achieving if ∀i, ∀j, ∃Ci
j that is

(
T, ξ, λj

)
single-slot capacity achieving and

lim
n→∞

1

nT

n∑
j=1

λi
j ≥ λi 1 ≤ i ≤ M (3)

This notion of capacity is related to other formulations of capacity with a delay constraint or

probability of failed transmission, such as delay-limited capacity [HT98], ε-capacity [VH94], capacity

versus outage [Sha97, Sha00, CTB98, OSW94] and expected capacity [EG98], which itself may be

viewed in the context of compound channels [Wol78, BPS98]. Our own model can be viewed in

terms of a compound multiple-access channel. Overviews of these other types of capacities can be

found in [Ber00, BPS98].

The meaning of capacity-achieving policies as defined above is clear in the context of error

exponents. Suppose that, for every coding strategy in the policy and every possible arrival pattern

in a slot, every user has an error exponent, bounded by ε > 0. Error exponents [Gal68] for multiple

access channels [Lia72] can be used to find, for large enough T , a lower bound to possible values of

ξ of the form ξ = e−εT . Averaging over multiple time-slots would yield better error probabilities,

similar to those obtained for fading channels, where the coding exponent reflects averaging over

several fades.
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Under the assumptions spelled-out in this section we may obtain strict bounds on the set of

achievable rates. Let us suppose that pi = 1 for i = 1, . . . , M . We are then in the case where

users always have traffic to transmit and each user is aware of whether the other user has traffic

to transmit. Then, as long as the vector of arrival rates for the M users λ = (λ1 . . . λM) is strictly

inside the multiple access achievable rate region [Ahl71, Lia72], we expect the rates to be achievable.

This is the basis of the coding schemes considered in the next section.

3 Coding over a single time-slot

In this section we examine coding over a single time-slot. We illustrate the two-user case where

each buffer is known to be empty at the previous time-slot. For the analysis in this section, any

traffic to be transmitted at the current time-slot can only come from the arrival of new packets in

the previous time-slot. In the rest of this section, we refer as rate to the rate over a single slot of

length T . We assume that each user receives packets/bits to transmit at a rate corresponding to

its single-slot capacity. This assumption can readily be relaxed by placing an additional constraint

on the capacity of a given user.

We combine concepts from multiple-access communications [Ahl71, Lia72]; broadcast channels

[Cov72, Cov75, Cov98, CT91]; and rate splitting [GRUW95, RU96]. The basic idea behind this

approach springs from the following observation. In multiple access channels, capacity is achieved

through rate splitting. This involves first constructing virtual users that share available power and

that transmit independently. The receiver then decodes the received signals consecutively, so that

some users are regarded as noise to other users during decoding. After a user is decoded, the user’s

contribution to the signal is eliminated, and the noise for the remaining undecoded signal is reduced.

A similar approach is taken to achieve capacity in the degraded AWGN broadcast channel. For

broadcast AWGN channels, we superimpose two codes, a low resolution and a high resolution code.

The low resolution code is decoded by considering the high resolution code as noise. Once the low

resolution code is decoded, its contribution is eliminated. Hence, there is a similarity between the

decoding mechanism used to achieve capacity in multiple-access channels and that used in degraded

broadcast channels. In the system we consider, a user codes to transmit over two possible channels:

a channel with the other user present and a channel without the other user. Thus, our problem

bears some traits of both degraded broadcast channels and of multiple access channels.

For the model considered here, rate splitting is used to map out all points in the single-slot

capacity region by splitting the signal of a given user into two signals corresponding to two different

pseudo-users. Let us consider a specific example, where user 1 is split into two independent pseudo-
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users, U ′
1 and U ′′

1 , which send sequences of independent Gaussian signals with variance βσ2
1 and

(1− β)σ2
1, respectively. In this example we assume that there is no rate splitting for user 2, which

maps to a single user, U2. As in broadcast channels, each of the users we have constructed sends

two messages on two separate signals. That is, U ′
1 sends a low resolution signal LR′

1 and a high

resolution signal HR′
1, which are independent Gaussian IID sequences with variance α′1βσ2

1 and

(1−α′1)βσ2
1, respectively. U ′′

1 sends low resolution signal LR′′
1 and high resolution signal HR′′

1, which

are independent sequences of IID Gaussian signals with variance α′′1(1 − β)σ2
1 and (1 − α′′1)(1 −

β)σ2
1, respectively. U2 sends low resolution signal LR2 and high resolution signal HR2, which are

independent sequences of IID Gaussian signals with variance α2σ
2
2 and (1 − α2)σ

2
2, respectively.

Each α1, α2, β lies in [0, 1]. These values can be optimized, which we do in the next section to

maximize average rate. Figure 3 illustrates this coding scheme, including the rate splitting into

pseudo-users and the multiple resolution signaling for each user or pseudo-user. The notations LR

and HR are the abbreviations of the low resolution and high resolution respectively, since we are in

effect using a broadcast code within our multiple access scheme.

We decode signals one after the other in the following order:

First LR′
1, then LR2, LR′′

1, HR′′
1, HR2, and finally HR′

1. (4)

If one of the six signals is not present, the receiver proceeds to the next one. Each signal is decoded

so that all signals not yet decoded are considered noise, and signals that have been decoded and

reconstructed are cancelled. Here we assume every low resolution codeword can be decoded with

arbitrarily small probability of error regardless of collisions. The error associated with the high

resolution codewords will depend on whether or not there are collisions.

We may now present the three possible cases that arise and the corresponding decoding rules.

Each signal of the LR and HR type has a rate such that it can be decoded within the required

probability of error if the SNR is at least:
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α′1βσ2
1

σ2
2 + (1− α′1β)σ2

1 + σ2
N

for LR′
1

α2σ
2
2

σ2
2(1− α2) + (1− α′1β)σ2

1 + σ2
N

for LR2

α′′1(1− β)σ2
1

σ2
2(1− α2) + (1− α′1β − α′′1(1− β)))σ2

1 + σ2
N

for LR′′
1

(1− α′′1)(1− β)σ2
1

(1− α′1)βσ2
1 + σ2

N

for HR′′
1

(1− α2)σ
2
2

σ2
N

for HR2

σ2
1β(1− α′1)

σ2
N

for HR′
1

Our coding and decoding scheme is defined so that all LR signals above will always have a

sufficiently large SNR. These signals are therefore always received reliably. For the HRs, they will

not have sufficient SNR if user 1 and user 2 send at the same time. If the minimum SNR is not met

for any one of the HR signals, that signal is not decoded. We consider the following cases:

Case 1: Only user 2 transmits.

◦ First, we decode LR2, which yields a rate whose maximum is 1
2
log

(
1 +

α2σ2
2

σ2
2(1−α2)+(1−α′1β)σ2

1+σ2
N

)
.

◦ Next, we decode signal HR2, which yields a rate whose maximum is 1
2
log

(
1 +

(1−α2)σ2
2

σ2
N

)
.

The total rate is the sum of the above two rates.

Case 2: Only user 1 transmits.

◦ First, we decode LR′
1, which yields a rate whose maximum is 1

2
log

(
1 +

α′1βσ2
1

σ2
2+(1−α′1β)σ2

1+σ2
N

)
.

◦ Second, we decode signal LR′′
1, which yields a rate whose maximum is

1
2
log

(
1 +

α′′1 (1−β)σ2
1

σ2
2(1−α2)+(1−α′1β−α′′1 (1−β))σ2

1+σ2
N

)
.

◦ Third, we decode the signal HR′′
1, which yields a rate whose maximum is

1
2
log

(
1 +

(1−α′′1 )(1−β)σ2
1

(1−α′1)βσ2
1+σ2

N

)
.

◦ Finally, we decode HR′
1, yielding a rate whose maximum is 1

2
log

(
1 +

σ2
1β(1−α′1)

σ2
N

)
.

The total rate is the sum of the above four rates.

Case 3: User 1 and 2 both transmit.

◦ First, we decode LR′
1, yielding a rate whose maximum is 1

2
log

(
1 +

α′1βσ2
1

σ2
2+(1−α′1β)σ2

1+σ2
N

)
.
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◦ Second, we decode LR2, which yields a rate whose maximum is 1
2
log

(
1 +

α2σ2
2

σ2
2(1−α2)+(1−α′1β)σ2

1+σ2
N

)
.

◦ Third, we decode signal LR′′
1, which yields a rate whose maximum is

1
2
log

(
1 +

α′′1 (1−β)σ2
1

σ2
2(1−α2)+(1−α′1β−α′′1 (1−β))σ2

1+σ2
N

)
.

The total rate for user 1 is the sum of the rates of LR′
1 and LR′′

1. The total rate for user 2 is the

rate LR2.

Case 4: Neither user transmits, so the total rate is 0.

We define the rate variable rv
u as follows: u refers to the cases enumerated above, and v refers

to the users. Thus, r1
2 is the rate for user 2 when there is no interference, and r3

2 is the rate for user

2 when there is interference. We have an achievable rate r2
1 for user 1 when there is no interference

and another achievable rate r3
1 when there is interference.

Note that our arguments can easily be extended to more than two users. Suppose that we have

M users. Every possible set of users is associated with a scenario that corresponds to only those

users being present. There are z(M) =
∑M

j=1

(
M
j

)
possible such scenarios. We first split the M

users into 2M − 1 virtual users. Each of these virtual users is then encoded using a z(M)−level

coding strategy. For each possible scenario, a particular set of codes will be decoded. If there are

m users present, then for each present virtual user M −m + 1 codes will be decoded. Our results

demonstrate achievability of the proposed coding scheme but not its optimality, which would require

showing some fashion of coding converse, possibly similar to the broadcast channel converse [Ber74].

Shamai [Sha00] has applied a broadcast approach, which generalizes [Sha97] to the multiple-access

case, to a general class of channels that subsumes our channel. His optimization yields the same

results as our optimization. Our results show a particular coding and decoding scheme to achieve

the results of [Sha00] and provide an explicit means of achieving a trade-off for the rates achievable

in the absence or presence of a collision. The following section explores that trade-off in the context

of expected rate. An alternate approach, in which broadcast splitting is performed before multiple-

access splitting, is given in Appendix A.

3.1 Maximizing the total expected rate

From the above discussion, we see that determining a coding scheme to achieve capacity is equivalent

to determining the values of β, α′1, α′′1, and α2. Given these parameters, it suffices to select random

codes satisfying WGN-like statistics. In this section, we seek to find β, α′1, α′′1 and α2 to maximize

the expected rate, given by:

E(R) = p1(1− p2)r
2
1 + p2(1− p1)r

1
2 + p1p2(r

3
1 + r3

2) . (5)
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Note that we can optimize E(R) without finding the parameters β, α′1, α′′1 and α2 explicitly

[Sha97]. We carry out explicitly the optimization in terms of β, α′1, α′′1 and α2, because our goal is

not only to maximize mutual information for a certain coding approach, but also to show explicitly

how to design this optimal coding strategy.

We define the following two variables:

k1 = 1− α′1β − α′′1(1− β), k2 = 1− α2

ki = 0 means we put all the signals of user i in LR, and ki = 1 means we put all the signals in

HR. Let us consider all the possible cases for p1 and p2. When p1 = p2 = 0, we have immediately

that E(R)max = 0. We present the case in detail for p1 = 0, p2 > 0 and a similar analysis yields the

solution when p1 > 0, p2 = 0. Although these cases reduce to a single user channel, since one of

the two users transmits with zero probability, the solutions illustrate the manipulation in the more

general case where p1 > 0 and p2 > 2. The solutions for these more general cases, which requires

significantly more manipulation, are derived in Appendix B .

Let us examine in detail the boundary point (p1, p2) = (0, p2) with p2 > 0. By the general

expression for the total expected rate in (5) we obtain

E(R) = p2r
1
2 = p2

[
1

2
ln

(
1 +

α2σ
2
2

(1− α′1β)σ2
1 + (1− α2)σ2

2 + σ2
N

)
+

1

2
ln

(
1 +

(1− α2)σ
2
2

σ2
N

)]
.

It follows that

◦ If α2 = 0 then E(R) = 1
2
ln

(
1 +

σ2
2

σ2
N

)
p2.

◦ If α2 6= 0 then

E(R) ≤ p2

[
1

2
ln

(
1 +

α2σ
2
2

(1− α2)σ2
2 + σ2

N

)
+

1

2
ln

(
1 +

(1− α2)σ
2
2

σ2
N

)]
=

1

2
ln

(
1 +

σ2
2

σ2
N

)
p2 ,

and we achieve equality when (1− α′1β) = 0.

Hence, the optimal total expected rate for this case is

E(R)max =
1

2
ln

(
1 +

σ2
2

σ2
N

)
p2, (6)

where the maximum is achieved when one of the following conditions is satisfy:

◦ α2 = 0, β, α′1, α′′1 can be any value in [0,1]

◦ α2 6= 0, β = α′1 = 1, and α′′1 can take any value in [0, 1].
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In other words, all information from user 1 will be decoded first (see Figure 3). Since user 1

does not send in this case, user 2 codes its message assuming user 1 does not exist. Expression (6)

can be seen to be the value we would expect, since it is the capacity for an AWGN channel with

noise variance σ2
N and signal variance σ2

2.

In a similar way, we may verify that, for p1 > 0, p2 = 0, the optimal total expected rate is

E(R)max =
1

2
ln

(
1 +

σ2
1

σ2
N

)
p1, (7)

where the maximum is satisfied when one of the following conditions is satisfied:

◦ β 6= 1, α′′1 6= 0, α′1β = 0, α2 = 1

◦ β = 1, α′1 = 0, α′′1, α2 can be any value in [0, 1]

◦ α′′1 = 0, α′1β = 0, α2 can

take any value in [0, 1]

In other words, all information from user 2 will be decoded first (see Figure 3). Since user 2 does

not send in this case, user 1 codes its message assuming user 2 does not exist.

Theorem 1 For any ξ > 0, ∃τ ∈ N such that ∀T > τ , there exists a single coding policy for two

users which is (T, ξ, λi
j) single-slot capacity-achieving for user i = 1, 2 over slot j whenever, for any

α, β ∈ [0, 1]2

(i) λ1
j = 0 and λ2

j ≤ LR2 + HR2

or

(ii) λ2
j = 0 and λ1

j ≤ LR′
1 + HR′

1 + LR′′
1 + HR′′

1

or

(iii) λ1
j ≤ LR′

1 + LR′′
1 and λ2

j ≤ LR2.

The constructive proof of this theorem follows immediately from our discussion. Note that the

analysis in this section can readily be extended to the case where the queues are known to have

some arbitrary contents at the beginning of the time-slot.
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3.2 Numerical results

We conclude this section with a brief description of some numerical results in which values of k1

and k2 were computed which maximize the total expected rate E(R). We consider the special case

where p1 = p2 = p. The optimal values k1 and k2 are functions of the probability p.

In each experiment the noise power was fixed, σ2
N = 1, but the signal powers σ2

i , i = 1, 2

were varied to show the affect of varying SNR. The most interesting cases are found in the highly

asymmetric case, with very different SNRs for different users.

Figure 4 shows results in the symmetric case in which both users have the same transmission

power, i.e., σ2
1 = σ2

2 = σ2. In each symmetric example considered we found that the best policy is

either k1 = k2 = 0 or k1 = k2 = 1 for each p. In each example, the coding policy switches at some

value of p. Note that, as the SNR increases (σ2
i increases from 0.1, 10, 104, 107 and then 1010) this

switching point tends to p = 1
2
. Thus, when the users have equal transmission probabilities and

equal transmission powers, no rate splitting between LR and HR is required.

For highly asymmetric SNRs, for some region of p, it is necessary to split at least one user to

HR and LR to achieve the maximum total expected rate. Figure 5 shows 5 examples with highly

asymmetric SNRs to approximately sysmmetric SNRs. In each of the first 3 examples there is a

region of values of p for which k1 is strictly between 0 and 1.

4 Stability

Here we establish stability of the model, as viewed as a discrete-time-controlled stochastic system.

We restrict ourselves to the special case of two users, although more general situations can be readily

obtained by similar methods. Since we use coding to allow some bits to be transmitted even in the

event of a collision, our analysis of stability is very different than traditional stability analysis of

packetized ALOHA systems where collisions entail loss of all packets involved [Fer75, TB84, Haj85,

RT83, BG77, Tsy85, LK75, SE81, SM79, HV82].

On considering the dynamic model that includes bursty arrival stream to each user there are

two issues to be considered.

The impact of variability Burstiness is captured by pi, the probability, at each user, that traffic

arrives for transmission in a slot. Simple constructs show that no form of burstiness can improve

the total rate. Specifically, consider first a two-user system with no burstiness, i.e. where pi = 1 for

all i = 1, 2. In that case, the system can be reduced to a system with burstiness if each user holds

back transmissions in a probabilistic manner, thus mimicking the effect of bursty arrivals. Hence,
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burstiness cannot improve the total achievable rate
∑2

i=1 λi, where the achievable rate vector λ is

considered using the definition of Section 2.

We next find that burstiness cannot reduce the achievable rate, since users could average their

arrivals over many time slots.

The role of information Consider a two-user system where, at each time-slot, each user has

perfect knowledge of the other user’s queue state, in terms of bits awaiting transmission, as well as

of his own. We obtain a bound on the achievable rate as follows.

Consider the maximum expected total achievable rate over any time-slot, subject to the con-

straint that the probability of error in that time-slot is upper bounded by ξ. Standard converse

coding theorems establish upper bounds to the attainable rate. If both users transmit, and if ξ > 0

is sufficiently small, then this maximal rate is upper bounded by 1
2
log

(
1 +

σ2
1+σ2

2

σ2
N

)
. Suppose that

only one user, say user 1, transmits in a given time-slot. In this case the maximal achievable rate

(for this user, over any individual time-slot) is upper bounded by 1
2
log

(
1 +

σ2
1

σ2
N

)
for all ξ sufficiently

small. Similarly, if only user 2 transmits, the maximal achievable rate (for this user, over any indi-

vidual time-slot) is upper bounded by 1
2
log

(
1 +

σ2
2

σ2
N

)
for all ξ sufficiently small. Thus, for ξ small

enough, the single-slot capacity region is upper bounded by the Cover-Wyner multiple-access rate

region. Hence, the same converse holds for the multiple-slot capacity region, as stated in Theorem

2 below.

Theorem 2 There exists ξ̄ > 0 such that for all 0 < ξ ≤ ξ̄, there exists δ > 0 such that if there

exists for some T a coding and decoding policy that is (T, ξ, λ) multiple-slot capacity-achieving, then

∑
i∈S

λi ≤ 1

2
log

(
1 +

∑
i∈S σ2

i

σ2
N

)
+ δ (8)

for all subsets S of 1, ..., M .

In conclusion, we find that neither burstiness nor queue-information can make the achievable

rate region larger than the multiple-access Cover-Wyner rate region when ξ is small.

In order to prove a coding theorem that shows that the rates strictly in the interior of the Cover-

Wyner region are feasible, it is necessary to show that the queue length process is stable whenever

λ lies within the Cover-Wyner region. Theorem 3 below establishes stability.

Theorem 3 Suppose the vector of arrival rates λ is inside the multiple-access capacity region. Then

for some ε > 0, Bε < ∞, and any Q(0) ⊆ R2
+,

lim sup
j→∞

E [exp (ε‖Q(j)‖)] ≤ Bε . (9)
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Proof. We first establish the following version of Foster’s criterion (see [MT93]). Let the

Lyapunov function V : R2
+ → R+ be defined as V (x) = max(x1, x2), x ∈ R2

+. Let L0 =

maxi=1,2

[
1
2
log

(
1 +

σ2
i

σ2
N

)]
. We will show that for some ε0 > 0, b0 < ∞, and a bounded set C0 ⊆ R2

+,

E [V (j + s) | Fs] ≤




V (Q(s))− ε0 , Q(s) /∈ C0

b0 , Q(s) ∈ C0

(10)

where C0 = {x ∈ R2
+ : xi ≤ L0, i = 1, 2}, and Fs denotes the information, in terms of past contents

of the buffers, about our system up to time-slot s. In order to establish (10), we consider three

cases, corresponding to varying backlog at the two queues:

Case 1: Q(s) ∈ C0. In this case the bound is obvious for some ε0 < δ under (1) (just take an

exploration on both sides of the inequality (10)), regardless of C0.

Case 2: Qi(s) À 1, for i = 1, 2. Given our definition of L0, both users have enough bits to send in

the next time-slot. Because λ is inside the capacity region, inequality (10) holds.

Case 3:

Q(s) /∈ C0, but only one component, Q1(s) or Q2(s), exceeds the threshold L0. In these cases,

the maximum of Q1(s) and Q2(s) decreases even faster than it does in Case 2, so we preserve the

drift inequality (10).

We now set Vε(x) = exp(εV (x)), where 0 < ε < δ. In view of (10) and Lipschitz-continuity of

V it can been shown, as in Equation (16.28) of [MT93], that the following geometric drift holds for

some β < 1, b < ∞,

E[Vε(Q(s + 1) | Fs] ≤ βVε(Q(s)) + b .

This implies that for all s,

E[Vε(Q(s)] ≤ βsVε(Q(0)) +
b

1− β

ut
Because λ lies in the multiple-slot capacity region, the system is stable, so the vector of rates λ

is achievable.

There are two other cases to consider:

(i) If on a boundary of the multiple-access capacity region, we cannot determine the stability of

the system

(i) If λ is outside the multiple-access capacity region, then ‖Q(j)‖ → ∞, as j →∞, the system is

not stable in the strongest sense.
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The arguments in this section can readily be extended to the case where we have more than

two users. In effect, we have shown that the bursty nature of the data does not affect the reliably

received rate, even though the transmitted rate may be affected.

To illustrate the implications of Theorem 3 we consider the following simple policy: When a

user, say user 1, empties his buffer, he backs it up very significantly, according to the specific policy.

Then, he transmits using a coding scheme that achieves a maximum total rate when both users

transmit continuously over all time-slots. User 2 follows the same scheme. For any ξ > 0, any ε > 0,

for all large enough T , we may find a policy of this form such that

1
2
log

(
1 +

σ2
1+σ2

2

σ2
N

)
− λ1 + λ2 < ε

In effect, if we back up for long enough, the time spent transmitting when users are backed up

dominates, and the time spent artificially backing up queues becomes negligible. Thus, this policy

is optimal according to our definition of optimality, although it clearly is a poor choice in terms of

delay.

We can immediately find that a policy where users transmit at all times as though they were in

multiple access mode is optimal and trivially exhibits better delay characteristics than the family

of policies mentioned above.

We have not yet discussed the information users need about past collisions. In the family of

schemes described above, the information about past collisions is irrelevant, since collisions, which

almost always occur, are taken into account in the coding when transmissions occur. On the other

hand, for a scheme such as the one presented in Section 3, the knowledge of past collisions allows

retransmission of the HR components which may have been lost. This is in effect some form of

automatic retransmission request (ARQ), albeit very different from the case where complete loss

of data occurs in the case of a collision. In particular, let us assume each user knows the type

of collisions that have occurred in the past, i.e. each user knows which users transmitted in past

slots. The knowledge of past collisions provides not only ARQ but also partial knowledge of the

queue, since the users know how many bits were not successfully transmitted. If retransmission of

HR components does not take place, then we should consider a capacity definition centered around

expected received rate rather than reliably transmitted rate (to within ξ probability of error).

From our discussion, we may state the following coding theorem companion to Theorem 2.

Theorem 4 For any ξ > 0 and sufficiently large T , there exists a coding and decoding policy which

is (T, ξ, λ) capacity-achieving for all λ in the interior of the Cover-Wyner multiple access capacity

region.
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5 Delay issues

Our results indicate that there is a family of transmission strategies that achieve rates arbitrarily

close to the multiple access channel capacity region boundary without sharing queue information

and without adapting the strategy to the burstiness of the traffic. One cannot, however, interpret

our results to mean that it is useless for users to have queue information, or to adapt coding

to traffic arrival characteristics, such as burstiness. Our analysis has not considered the issue of

delay. Recent work has considered power and delay trade-offs in fading channels [Ber00]. However,

in that analysis, users had perfect knowledge of each others’ queues. Our results indicate that

queue information and adaptive coding are not important from a capacity point of view, but it is

reasonable to assume they are useful from a delay point of view. In particular, there exists a trade-

off between delay and energy. This trade-off is explored in [Ber00] for fading channels, but under the

assumption of perfect knowledge of all the queues and centralized control. Such centralized control is

not appropriate for our ALOHA-style model, in which transmissions are essentially uncoordinated.

The trade-off between delay and energy in the case of no or very limited queue information in the

same system setting as this paper is investigated in [CM01]. Queue information need not be detailed

and coding may not need to be designed to depend as closely on channel and queue knowledge as

in Section 3. Consider the following family of policies, partially explored in [CM01]. Each user i

transmits a single bit when its queue passes above or below a certain threshold of bits, say sufficient

to transmit the maximum single user rate over a single time-slot. In a manner similar to that in

Section 3, the users adapt their coding to the known conditions of the other queues, for instance

transmitting in multiple access mode when all users are above the queue threshold. This family

of policies is optimal with respect to many-slot capacity. For this family of policies, there is a

trade-off between, on the one hand, delay, in terms of time-slots, and, on the other hand, energy,

rate, queue information and coding complexity. A topic of further interest when considering delay

is determining to what extent placing constraints on average delay, for instance in terms of expected

number of slots, affects our achievable rates.

6 Discussion and conclusions

We have considered the case of ALOHA systems where some measure of interference cancellation

can occur at the receiver. We have shown one such scheme, for the case of a single time-slot. This

scheme works by combining notions from broadcast codes and rate-splitting and adapts coding to

the burstiness of the system. This method in effect relies on having several overlaid codes. When we

consider many slots, we have seen that the capacity region, in the sense we defined, is the same as
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the Cover-Wyner multiple-access capacity region. Moreover, we have shown that there is a family of

policies that achieve capacity without any queue information being shared among users and without

adapting coding to burstiness of the system. In effect, our results indicate that burstiness does not

affect capacity. Interestingly, this insight, without the capacity and coding constructs in this paper,

has been present in some of Abramson’s work for many years [Abr77, Abr86].

Our results make several assumptions regarding data arrival, coding, lack of channel-fading,

etc. Several extensions are possible. For instance, we may consider different types of data arrival,

with some constant streams and some bursty arrivals as in [CT00]. The coding methods can be

readily adapted for different arrival distributions, and the stability results should only depend, for

well-behaved distributions, on the average arrival rate of data. We may consider shorter time-

slots and coding over more than a single slot, either with interleaving or without. The results of

Section 3 would then be changed considerably, but those of Section 6 would not be affected, since

we could create super-slots by amalgamating time-slots. Fading, particularly block-fading where

fading intervals are an integer number of time-slots and the fading parameters are known at the

sender and the receiver, may be easily included in the coding method. Stability would then have to

take into account the type of time-variations of the channel. The values of ξ would also vary with

fading and time slots.

Acknowledgements The authors would like to acknowledge useful discussions with D.P. Taylor,

K. Wasserman and S. Shamai.

A Appendix

In this approach, we reverse the order of the rate-splitting and do not rate-split multiple access for

the high-resolution users. As in broadcast channels, each of the users we have constructed sends two

messages on two separate signals. That is, U1 sends signals LR1 and HR1, which are independent

WGN signals with variance α1σ
2
1 and (1−α1)σ

2
1, respectively. U2 sends signal LR2 and HR2, which

are independent WGN signals with variance α2σ
2
2 and (1− α2)σ

2
2, respectively. The low-resolution

component of user 1 is then divided into two independent virtual users for multiple access purposes.

Hence, we have ULR1′ and ULR1′′ , which send independent WGN signals with variance β1α1σ
2
1 and

(1 − β1)α1σ
2
1, respectively. There is no rate splitting for the low-resolution component of user 2.

Each α1, α2, β1 lies in [0, 1].

Figure 1 illustrates this coding scheme.

The notations LR and HR are the abbreviations of low resolution and high resolution, respec-
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Figure 1: Representation of the proposed new coding scheme.

tively, since we are in effect using a broadcast code within our multiple access scheme. We decode

signals one after the other in the following order:

First LR′
1, then LR2, LR′′

1, HR1, and finally HR2. (11)

If one of the five signals is not present, the receiver proceeds to the next one. Each signal is

decoded so that all signals not yet decoded are considered noise, and signals that have been decoded

and reconstructed are cancelled. Here we assume the signal can be decoded with over a time slot

of length T with probability of error less than or equal to ξ.

Each signal of the LR and HR type has a rate such that it can be decoded within the required

probability of error if the SNR is at least:

SNR′
L̃R,1

=
α̃1βσ2

1

σ2
2 + (1− α̃1β)σ2

1 + σ2
N

for L̃R
′
1 (12)

SNRL̃R,2 =
α̃2σ

2
2

(1− α̃2)σ2
2 + (1− α̃1β̃)σ2

1 + σ2
N

for L̃R2 (13)

SNR′′
L̃R,1

=
α̃1(1− β̃)σ2

1

(1− α̃2)σ2
2 + (1− α̃1)σ2

1 + σ2
N

for L̃R
′′
1 (14)

SNRH̃R,1 =
(1− α̃1)σ

2
1

σ2
N

for H̃R1 (15)

SNRH̃R,2 =
(1− α̃2)σ

2
2

σ2
N

for H̃R2 (16)

Hence, the low-resolution and high-resolution rates that may be achieved are as follows:
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˜RLR,1 =
1

2
log2(1 + SNR′

L̃R,1
) +

1

2
log2(1 + SNR′′

L̃R,1
) (17)

˜RHR,1 =
1

2
log2(1 + SNRH̃R,1) (18)

˜RLR,2 =
1

2
log2(1 + SNRL̃R,2) (19)

˜RHR,2 =
1

2
log2(1 + SNRH̃R,2) (20)

It can be shown that any rate achieved with the first scheme given in the paper can be achieved

with this scheme. Consider a set of allocations of α′1, α
′′
1, α2, β for the first scheme. We may choose

α̃1, α̃2, β̃ so that

˜RLR,1 = RLR,1 (21)

˜RHR,1 = RHR,1 (22)

˜RLR,2 = RLR,2 (23)

˜RHR,2 = RHR,2 (24)

To prove this, let us first set ˜RLR,2 = RLR,2 by setting

α̃2 = α2. (25)

Next, we may attempt to set ˜RHR,1 = RHR,1. Note that from the properties of the AWGN

channel capacity function, Cσ2
N

(P1)+Cσ2
N+P1

(P2) = Cσ2
N

(P1 + P2), where CN (x) = 1
2
log2

(
1 + x

N

)
.

Hence,

RHR,1 = R′
HR,1 + R′′

HR,1 = Cσ2
N

(
(β(1− α′1) + (1− β)(1− α′′1)) σ2

1

)
(26)

and we may allow ˜RHR,1 = RHR,1 by setting 1− α̃1 = β(1− α′1) + (1− β)(1− α′′1), or equivalently,

α̃1 = (1− β)α′′1 + βα′1. (27)

Next, we attempt to set ˜RLR,2 = RLR,2 by choosing our final degree of freedom, β̃, accordingly.

Note that

˜RLR,2 = Cσ2
N+(1−α̃1)σ2

1+(1−α̃2)σ2
2+α̃1(1−β̃)σ2

1

(
α̃2σ

2
2

)
(28)

RLR,2 = Cσ2
N+(1−α1)σ2

1+(1−α2)σ2
2+(1−β)α′′1σ2

1

(
α2σ

2
2

)
(29)

Hence, we may equate these two rates by setting α̃1(1− β̃)σ2
1 = (1− β)α′′1σ

2
1, or equivalently,
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β̃ =
βα′1

(1− β)α′′1 + βα′1
. (30)

We still must check that with these values of β̃, α̃1, and α̃2, we in fact arrive at our final set of

rates matching: ˜RLR,1 = RLR,1. Let us now verify this:

˜RLR,1 = Cσ2
N+σ2

2+α̃1(1−β̃)σ2
1

(
α̃1β̃σ2

1

)
+ Cσ2

N+(1−α̃2)σ2
2+(1−α̃1)σ2

1

(
α̃1(1− β̃)σ2

1

)
(31)

= Cσ2
N+σ2

2+(α̃1(1−β̃)+(1−α̃1)))σ2
1

(
α̃1β̃σ2

1

)
+ Cσ2

N+(1−α2)σ2
2+(1−α̃1)σ2

1

(
α̃1(1− β̃)σ2

1

)
(32)

= Cσ2
N+σ2

2+(α′′1 (1−β)+(1−α̃1)))σ2
1

(
βα′1σ

2
1

)
+ Cσ2

N+(1−α2)σ2
2+(1−α̃1)σ2

1

(
α′′1(1− β)σ2

1

)
(33)

= Cσ2
N+σ2

2+(α′′1 (1−β)+β(1−α′1)+(1−β)(1−α′′1 ))σ2
1

(
βα′1σ

2
1

)
+ (34)

Cσ2
N+(1−α2)σ2

2+(β(1−α′1)+(1−β)(1−α′′1 ))σ2
1

(
α′′1(1− β)σ2

1

)
(35)

= Cσ2
N+σ2

2+(1−α′1β)σ2
1

(
βα′1σ

2
1

)
+ Cσ2

N+(1−α2)σ2
2+(1−α′1β−α′′1 (1−β))σ2

1

(
α′′1(1− β)σ2

1

)
(36)

= R′
LR,1 + R′′

LR,1 (37)

= RLR,1 (38)

where the third equation is due to (25), the third equation is due to the fact that α̃1β̃ = βα′1 and

α̃1(1− β̃) = α′′1(1− β) (combine ((27) and (30)), the fourth is due to (27). Note that this collapses

the previous 2(2M − 1) = 4M − 2 virtual users into M + 2M − 1 = 3M − 1 virtual users.

B Appendix

In this appendix we maximize expected capacity for all the remaining cases of p1 and p2.

B.1 Maximum total expected rate for boundary probabilities

Case 1: Only one pi = 1.

We first consider the case where p1 = 1, and 0 < p2 < 1. By the general expression for the total

expected rate in (5), we obtain (omitting certain algebraic steps)

E(R) = (1− p2)r
2
1 + p2(r

3
1 + r3

2)

≤ (1− p2)
1
2
ln

(
(σ2

1+σ2
2+σ2

N )((1−α′1β)σ2
1+σ2

N )

((1−α′1β)σ2
1+σ2

2+σ2
N )σ2

N

)
+ 1

2
ln

(
σ2
1+σ2

2+σ2
N

(1−α′1β−α′′1 (1−β))σ2
1+σ2

N

)
p2

≤ 1
2
ln

(
1 +

σ2
1

σ2
N

)
+ 1

2
ln

(
1 +

σ2
2

σ2
1+σ2

N

)
p2
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We achieve equality when α2 = 1, (1−α′1β) = 1 and (1−α′1β−α′′1(1−β)) = 0 (i.e., k1 = k2 = 0).

So the total expected rate for this case is

E(R)max =
1

2
ln

(
1 +

σ2
1

σ2
N

)
+

1

2
ln

(
1 +

σ2
2

σ2
1 + σ2

N

)
p2, (39)

where β = 0, α′′1 = α2 = 1, α′1 can take any value in [0, 1].

For the case where 0 < p1 < 1, p2 = 1, we obtain in a similar fashion that:

E(R)max =
1

2
ln(1 +

σ2
2

σ2
N

) +
1

2
ln(1 +

σ2
1

σ2
2 + σ2

N

)p1 ,

where β = α′1 = α2 = 1, α′′1 can take any value in [0, 1].

Case 2: p1 = 1 and p2 = 1.

The total expected rate can be shown to be the same as the maximum total rate for the multiple

access channel, thus satisfying our conditions for stability discussed in Section 2. Hence,

E(R)max =
1

2
ln

(
1 +

σ2
1 + σ2

2

σ2
N

)
, (40)

where (1− α′1β − α′′1(1− β)) = 0, (1− α2) = 0.

B.2 Maximum total expected rate for interior probabilities

We now consider the case where the vector p lies in the interior of the simplex: 0 < p1 < 1 and

0 < p2 < 1. By the general expression for the total expected rate in (5) (omitting algebraic steps)

E(R) = p1(1− p2)r
2
1 + p2(1− p1)r

1
2 + p1p2(r

3
1 + r3

2)

= p1(1− p2)(r
2
1 − r3

1 + r3
1) + p2(1− p1)(r

1
2 − r3

2 + r3
2) + p1p2(r

3
1 + r3

2)

= p1r
3
1 + p2r

3
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For simplicity we consider in detail only the special case where p1 = p2 = p. For the case p1 6= p2,

see [Hua00]. We note that the conclusion in either case is the same: The optimum (k1, k2) occurs

on the boundary of its domain.

For the special case 0 < p1 = p2 = p < 1, the total expected rate can be written as

E(R) = p(r3
1 + r3

2) + p(1− p)(r2
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Given the definition in Section 3.1: k1 = 1− α′1β − α′′1(1− β), k2 = 1− α2, we obtain:

E(R) = p
1

2
ln

(
σ2

1 + σ2
2 + σ2

N

k1σ2
1 + k2σ2
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)
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[
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+
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2
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)]
. (41)

According to their definitions, k1 and k2 are independent and may take values in [0, 1], so we

get a maximization problem of a two-variable function over a closed region. The maximum points

are either on the boundary or the relative maxima inside the region. Next, we prove that there are

no relative maxima inside the region.

Take the derivatives of E(R) in Equation (41) over k1 and k2, we get
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By letting ∂E(R)
∂k1

= 0 and ∂E(R)
∂k2

= 0, we determine an extreme point: k10 =
pσ2

N

(1−2p)σ2
1

, k20 =
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2
. Taking the second order derivatives of E(R) at this point yields:
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From k10 =
pσ2

N

(1−2p)σ2
1

> 0 ⇒ p < 0.5 ⇒ (1− 1
1−p

)2 < 1, we have

∂2E(R)
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< 0 . (48)

The results in (44)-(48) imply (k10, k20) is not a relative extremum, and the maximum points

are on the boundary, i.e, k1 = 0, or k2 = 0, or k1 = 1, or k2 = 1. We consider four cases:

Case 1: If k1 = 0, then from (43), we know that, for this case,

∂E(R)
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= −1

2
p

σ2
2

k2σ2
2 + σ2

N

+
1

2
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σ2
2
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< 0,

then E(R) is a decreasing function of k2.

So when k2 = 0, we achieve the relative maximum of E(R) on line k1 = 0.
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Case 2: If k2 = 0, then from (42), we know that, for this case,
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So when k1 = 0, we achieve the relative maximum of E(R) on line k2 = 0. From Cases 1 and 2,

the relative maximum on the boundary k1 = 0 or k2 = 0 is

E(R)∗ =
1

2
p ln
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Case 3: If k1 = 1, then from (43), we know that, for this case,
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For different p in [0, 1], we have the following three possibilities:

1. p ≤ σ2
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Case 4: If k2 = 1, then from (42), we know that, for this case,

∂E(R)

∂k1

= −1

2
p

σ2
1

k1σ2
1 + σ2

2 + σ2
N

+
1

2
p(1− p)

σ2
1

k1σ2
1 + σ2

N

. (54)

For different p in [0, 1], we have the following three possibilities:
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3. p ≥ σ2
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Based on the discussions above, the maximum expected rate for the case p1 = p2 = p is:

Case 1. σ2
1 = σ2

2 = σ2

A. p ≤ σ2
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, E(R)max = max((49), (51)), here (49) and (51) are the equation numbers.
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C. p > σ2

σ2+σ2
N

, E(R)max = (49).

Case 2. σ2
1 > σ2

2

A.
σ2
1

σ2
1+σ2

2+σ2
N
≤ σ2

2

σ2
2+σ2

N

a. p ≤ σ2
2

σ2
1+σ2

2+σ2
N

, E(R)max = max((49), (51)).

b.
σ2
2

σ2
1+σ2

2+σ2
N

< p <
σ2
1

σ2
1+σ2

2+σ2
N

, E(R)max = max((49), (51), (56)).

c.
σ2
1

σ2
1+σ2

2+σ2
N

< p <
σ2
2

σ2
2+σ2

N
, E(R)max = max((49), (52), (56)).

d.
σ2
2

σ2
2+σ2

N
≤ p <

σ2
1

σ2
1+σ2

N
, E(R)max = max((49), (51)).

e. p >
σ2
1

σ2
1+σ2

N
, E(R)max = (49).

B.
σ2
1

σ2
1+σ2

2+σ2
N
≥ σ2

2

σ2
2+σ2

N

a. p ≤ σ2
2

σ2
1+σ2

2+σ2
N

, E(R)max = max((49), (51)).

b.
σ2
2

σ2
1+σ2

2+σ2
N

< p <
σ2
2

σ2
2+σ2

N
, E(R)max = max((49), (51), (56)).

c.
σ2
2

σ2
2+σ2

N
< p <

σ2
1

σ2
1+σ2

2+σ2
N

, E(R)max = max((49), (51)).

d.
σ2
1

σ2
1+σ2

2+σ2
N
≤ p <

σ2
1

σ2
1+σ2

N
, E(R)max = max((49), (52)).

e. p >
σ2
1

σ2
1+σ2

N
, E(R)max = (49).

Case 3. σ2
1 < σ2

2, our conclusions are similar to those of 2.

We can see, for the extreme case where p1 = p2 = 1 >
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which is the capacity of the multiple access channel.
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Informatique / Computer Science, vol. 11, no. 3, pp. 301-311, 1977.

[Ber74] P. Bergmans, A Simple Converse for Broadcast Channels with Additive White Gaussian Noise
IEEE Transactions on Information Theory, vol. 20, no. 2, pp. 279-280, March 1974.

[Ber00] R.A. Berry, Power and Delay Trade-offs in Fading Channels Ph. D. Thesis, MIT, 2000.

[BS98] I. Bettesh and S. Shamai, A Low Delay Algorithm for the Multiple Acces Channel with Rayleigh
Fading. In Proceedings of PIMRC 98, pp. 1367–1372, 1998.

[BS00] I. Bettesh and S. Shamai, Outage Analysis for Multiple Acces Channel with Rayleigh Fading. In
Proceedings of ISIT, page 303, 2000.

[BPS98] E. Biglieri, J. Proakis, and S. Shamai, Fading Channels: Information-theoretic and Communi-
cation Aspects IEEE Transactions on Information Theory, vol. 44, no. 6, pp. 2619-2692, October
1998.

[BGB97] A.M.Y. Bigloo, T.A. Gulliver, and V.K. Bhargava, Maximum-likelihood Decoding and Code
Combining for DS/SSMA Slotted ALOHA. IEEE Transactions on Communications, vol. 45, pp.
1602–1612, 1997.

[BM94] D. Brady and L. Merakos, Throughput Performance of Multiuser Detection in Unslotted Con-
tention Channels. Proceedings IEEE INFOCOM, 1994.

[CTB98] G. Caire, G. Taricco, and E. Biglieri, Minimum Outage Probability for Slowly-fading Channels.
Proceedings of ISIT, page 7, 1998.

[CLV98] G. Caire, E. Leonardi, and E. Viterbo, Concatenated Coding for Packet Transmission over the
Collision Channel. Proceedings of ISIT, pg. 288, 1998.

[CT00] G. Caire and D. Tunitettie, ARQ Protocols for the Gaussian Collision Channel. Proceedings of
ISIT, pg. 406, 2000.

[Cap79] J. I. Capetanakis, The Multiple Access Broadcast Channel: Protocol and Capacity Considerations.
IEEE Transactions on Information Theory, IT-35, 1979.

[CM01] T. P. Coleman and Muriel Médard, Trade-off between Energy and Delay in Wireless Packetized
Systms Thirty-Ninth Annual Allerton Conference on Communications, Control and Computing,
2001.

[Cov72] T.M. Cover, Broadcast Channels. IEEE Transactions on Information Theory, IT-18, pp. 2–14,
1972.

[Cov75] T.M. Cover, An Achievable Rate Region for the Broadcast Channel. IEEE Transactions on
Information Theory, IT-21, pp. 399–404, 1975.

[Cov98] T.M. Cover, Comments on Broadcast Channels. IEEE Transactions on Information Theory, vol.
44, no. 6, pp. 2524–2530, Oct. 1998.

[CT91] T.M. Cover and J.A. Thomas, Elements of Information Theory. John Wiley & Sons, 1991.

26



[EG98] M. Effros and A. Goldsmith, Capacity Definitions and Coding Strategies for General Channels
with Receiver Side Information. Proceedings of ISIT, p. 39, 1998.

[Fer75] M. J. Ferguson, On the Control, Stability, and Waiting Time in a Slotted ALOHA Random-Access
System. IEEE Transactions on Communications, pp. 1306-1311, November 1975.

[Gal68] R.G. Gallager, Information Theory and Reliable Communication. John Wiley & Sons, 1968.

[Gal78] R. G. Gallager, Conflict Resolution in Random Access Broadcast Networks. AFOSR Workshop,
pp. 74–76, 1978.

[GRUW95] A. Grant, B. Rimoldi, R. Urbanke, and P. Whiting, Single User Coding for the Discrete
Memoryless Multiple Access Channel. Proceedings of ISIT, page 448, 1995.

[Haj85] B. Hajek, Stochastic Approximation Methods for Decentralized Control of Multiaccess Commu-
nications. IEEE Transactions on Information Theory, vol. IT-31, no. 3, pp. 176-184, March 1985.

[HV82] B. Hajek and T. van Loon, Decentralized Dynamic Contgrol of a Multiaccess Broadcast Channels
IEEE Transactions on Automatic Control, vol. AC-27, no. 3, pp. 559-569, June 1982.

[HT98] S. Hanly and D. Tse, Multiaccess Fading Channels: Part II: Delay-limited Capacities. IEEE
Transactions on Information Theory, volume 44, no. 7, pp. 2816-2831, November 1998.

[Hay78] J. Hayes, An Adaptive Technique for Local Distribution. IEEE Transactions on Communications,
COM-26, pp. 1178–1186, 1978.

[HW98] A. Hottinen and R. Wichman, Utilization of Spread ALOHA with Multiuser Detection. Proceed-
ings of ISIT, page 123, 1998.

[HB85] J.-C. Huang and T. Berger, Delay Analysis of Interval Searching Contention Resolution Algorithms.
IEEE Transactions on Information Theory, vol. IT-31, no. 2, 264–273, March 1985.

[Hua00] J. Huang, Capacity of Time-slotted ALOHA Systems Master Thesis, University of Illinois at
Urbana-Champaign, 2000.

[Kim90] S.W. Kim, Stabilization of Slotted ALOHA Spread-Spectrum Communication Networks IEEE
Journal on Selected Areas in Communications, vol. 8, no. 4, pp. 555-561, May 1990.

[KG85] J. Komlós and A. G. Greenberg, An Asymptotically Fast Nonadaptive Algorithm for Conflict
Resolution in Multiple-access Channels. IEEE Transactions on Information Theory, IT-31, no. 2,
302–306, March 1985.

[LK75] S.S. Lam and L. Kleinrock, Packet Switching in a Multiaccess Broadcast Channel: Dynamic
Control Procedure. IEEE Transactions on Communications, vol. COM-23, no. 9, pp. 891-904,
September 1975.

[Lia72] H. Liao, Multiple-Access Channels Ph. D. Thesis, Unversity of Hawaii, 1972.

[Mas81] J.L. Massey, Collision Resolution Algorithms and Random-access Communications. Multi User
Communication Systems edited by G. Longa, vol. 2, pp. 73–137, 1981.

[MM85] J. L. Massey and P. Mathys, The Collision Channel without Feedback. IEEE Transactions on
Information Theory, vol. 31, pp. 192–204, 1985.

[MG99] M. Médard and A.J. Goldsmith, Capacity of time-slotted ALOHA systems. WCNC, volume 1,
pp. 490–494, 1999.

[MMHG00] M. Médard, S. P. Meyn, J. Huang, and A. J. Goldsmith, Capacity of Time-slotted ALOHA
Systems. Proceedings of ISIT, p. 407, 2000.

[MT93] S. Meyn and R. Tweedie, Markov Chains and Stochastic Stability. New York: Springer-Verlag,
1993.

[MH85] J. Moseley and P. Humblet, A Class of Efficient Contention Resolution Algorithms for Multiple
Access Channels. IEEE Transactions on Communications, COM-33, pp. 145–151, 1985.

[OW99] S.-J. Oh and K.M. Wasserman, Dynamic Spreading Gain Control in Multiservice CDMA Net-
works. IEEE Journal on Selected Areas in Communications, volume 17, pp.: 918–927, 1999.

27



[OSW94] L.H. Ozarow, S. Shamai, and A.D. Wyner, Information Theoretic Considerations for Cellular
Mobile Radio IEEE Transactions on Vehicular Technology, Volume 43, No. ,2 pp. 359 - 378, May
1994.

[PTW85] S. S. Panwar, D. F. Towsley, and J. K. Wolf, On the Throughput of Degenerate Intersection
and First-come First-served Collision Resolution Algorithms. IT-31(2), pp.: 274–279, March 1985.

[Pip81] N. Pippenger, Bounds on the Performance of Protocols for a Multiple Access Broadcast Channel.
IEEE Transactions on Information Theory, volume IT-27, pp. 45–151, 1981.

[PS87] A. Polydoros and J. Silvester, Slotted Random Access Spread-spectrum Networks: an Analytical
Framework. IEEE Journal on Selected Areas in Communications, SAC-5, pp. 989–1002, 1987.

[RE88] R. Rao and A. Ephremides, On the Stability of a Multiple-access System. IEEE Transactions on
Information Theory, vol. 34, pp. 918–930, 1988.

[Ray81] D. Raychaudhuri, Performance Analysis of Random Access Packet-switched Code-division Mul-
tiple Access Systems. IEEE Transactions on Communications, COM-29, 1981.

[RU96] B. Rimoldi and R. Urbanke, A Rate Splitting Approach to the Gaussian Multiple-access Channel.
IEEE Transactions on Information Theory, vol. 42, pp. 364–375, 1996.

[Riv87] R. Rivest, Network Control by Bayesian Broadcast. IEEE Transactions on Information Theory,
IT-33, pp. 323–328, 1987.

[RT83] W.A. Rosenkrantz and D. Towsley, On the Instability of the Slotted ALOHA Multiaccess Algorithm
IEEE Transactions on Automatic Control, AC-28, no. 10, October 1983, pp. 994-996.

[SE81] T.N. Saadawi and A. Ephremides, Analysis, Stability, and Optimization of Slotted AOLHA with
a Finite Number of Buffered Users. IEEE Transactions on Automatic Control, AC-26, no. 3, June
1981, pp. 680-689.

[SS81] J.W. Sennott and L.I. Sennott, A Queueing Model for Analysis of a Bursty Multiple-Access Commu-
nication Channel. IEEE Transactions on Information Theory, IT-27, no. 3, May 1981, pp. 317-321.

[SM79] D. Seret and C. Macchi, Contrôle Adaptif d’un Réseau de Transmission de Paquets Flow Control
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Figure 4: k1 and k2 which maximize E(R) in several symmetric cases: σ2
1 = σ2

2 = 0.1, 10, 104, 107

and 1010, with σ2
N = 1.
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Figure 5: k1 and k2 which maximize E(R) in several asymmetric cases: User 2 has power σ2
2 =

1, 3, 5, 7 and 9. In all cases User 1 has power has power σ2
1 = 10 and the noise has power σ2

N = 1.
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