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Abstract— A reduced-rate retransmission (RRR) scheme is
proposed for improving the throughput performance of spread-
spectrum packet radio networks. The scheme takes advantages
of the available multi-rate scalable source coding techniques. It
assumes that several versions of a data packet with different sizes
(number of information bits) are available. The transmission
of a packet starts from its full-size version. If the full-size
version is not correctly received, its half-size version is used
in the retransmission. If further retransmissions are needed, the
quarter-size version and so on are used. The shrunk packets
are transmitted either in a minislot if the processing gain is
kept the same, or occupying a slot duration by increasing the
processing gain proportionally. In both cases, the effective signal
to interference ratio for a packet is increased. As a result,
the system throughput is improved. Theoretical and numerical
results are provided in this paper which illustrate the throughput
improvement. Another advantage of the proposed RRR scheme
is that the packet-size reduction provides finer granules for link
adaptation. Therefore, it is especially suitable for multimedia
applications for which codes of variable rate for the source data
are available and which can tolerate gracefully degraded quality
of service. The performance of the proposed scheme in fading
channels is also addressed.

Index Terms— Spread spectrum, packet radio, link adaptation.

I. INTRODUCTION

SPREAD-SPECTRUM PACKET RADIO (SSPR) network
is a random access system that uses spread-spectrum

signaling. It has attracted intensive interests for decades due
to its flexibility in providing multiple access communications
amongst users of diverse traffic sources [1]–[6]. Besides its
initial applications in military communications, SSPR has also
been incorporated in commercial systems, such as the third
generation (3G) cellular system [7].

The SSPR system does not suffer from the classical col-
lision problem like the narrow-band random access system
does. It allows correct reception of a packet from contending
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transmissions due to the unique spreading sequence used by
each user. However, excess multi-access interference may
cause too many bit errors and impair the system throughput.
There have been a good amount of effort to improve the packet
reception in interference.

Power capture phenomenon, that is, a strong signal over-
rides interfering ones and captures the receiver, which arises
due to the near-far effect and channel fading, has been
explored to improve the throughput performance of random
access systems [8]. Unlike for narrow-band Aloha systems that
power capture benefits throughput under any traffic conditions,
the effect of power capture on SSPR systems is negative in a
low traffic region but positive in a high traffic region [9]. An
adaptive power control scheme has been proposed in [9] which
switches the power control mechanism on or off according to
the traffic rate.

Due to the exchangeable roles of power and bandwidth
in spread-spectrum systems, power control can also be im-
plemented through adjusting the processing gain [10]–[15].
Usually, fixed chip rate (i.e., radio bandwidth) is assumed.
Increasing/decreasing the processing gain means decreas-
ing/increasing the bit rate. The resulting dynamics between
the processing gain and the traffic load may lead to instability
as indicated in [10] and [11]. A chip-rate adaptation scheme
has also been proposed [16]. However, the complexity of the
transceiver for variable chip-rate spread-spectrum signaling
renders it hardly practical.

SSPR systems also possess the unique delay capture phe-
nomenon, which is due to the correlation property of the
pseudo-noise spreading sequence [17]. An optimal arrival time
distribution to take advantage of the delay capture effect
has been investigated [18] for given channel conditions and
the number of contending users. However, control of arrival
time is not always an easy task for packet networks given
the asynchronous nature of packet transmissions and random
variations of propagation delay.

Little attention has been paid to the problem of retransmit-
ting the corrupted packets, which is an important component
of random access systems. In most studies, simple random
backoff procedures are implemented and the corrupted packets
are repeated until they go through or are discarded after
several repeats. The problem with the backoff strategy is
that it incurs long delay and cannot sustain stability. From
an information-theoretic viewpoint, a packet failure is due to
excess multi-access interference and the user should reduce its
information rate to maintain the reliability of transmissions. In
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other words, rate reduction is needed when there are too many
users accessing the channel. The fixed-chip-rate processing
gain adaptation schemes in [10], [12]–[15] provides certain
rate control mechanisms. However, they are only suitable for
session-level adaptations. They require traffic load parameters
(packet arrival rate or the number of contending users) in
determining the transmission parameters (processing gain and
power), which are usually difficult to measure and feedback by
either individual users or the central base station on a packet-
by-packet basis or even every few packets. The power [9] and
arrival time [18] adaptation schemes are also more or less at
the session-level because traffic parameters are needed there.

The processing gain adaptation scheme proposed in [11] is
a packet (medium access control) level adaptation scheme. It
bases the adjustment of processing gain for each packet on the
number of retransmissions of the previous packet. Compared
to session-level adaptation, packet-level adaptation is able
to respond to traffic and channel variations more quickly.
However, the scheme in [11] does not provide rate adaptation
mechanisms for retransmissions of corrupted packets. It is
expected that rate adaptation in retransmissions will offer more
flexibility.

In this paper, we propose and analyze a rate adaptation
scheme for retransmissions of corrupted packets. Specifically,
we assume that a data packet comes in several versions of
different sizes. The transmission of it starts from its full-size
version. If the full-size version is not correctly received, a
version of smaller size is used in the retransmission. If the
smaller version fails again, an even smaller one is retransmit-
ted. This procedure continues until the packet goes through
successfully or the version with the minimum size is used.
The rational for such a reduced-rate retransmission (RRR)
scheme lies in that the reduction in packet size reduces traffic
load offered to the channel when the packet traffic becomes
high. Another explanation may be that reducing the packet size
reduces effective multi-access interference when there are too
many colliding packets so that the success probability of the
packet reception and the system throughput can be increased.

The proposed RRR scheme takes advantage of the widely
available multi-rate source coding techniques, e.g., [19], [20],
which provide scalable resolutions of the information sources
in response to different link quality. These techniques are very
suitable for multimedia services for which gracefully degraded
quality of service is tolerable.

In the rest of the paper, we first give the system model in
Section II. Then in Section III we present the proposed RRR
scheme. In Section IV we analyze the throughput and delay
performance of the proposed schemes. Numerical results of
theoretical analyses and simulations are given in Section V.
Conclusions are drawn in Section VI.

II. SYSTEM MODEL

A. Source Encoding and Scaling

We consider the communications among a group of mul-
timedia users. We assume that the users use certain scalable
multi-rate coding scheme to encode their sources such that
the code can be scaled down to represent the source with
different resolutions (Fig. 1). As a result, a data packet comes
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Fig. 1. Source encoder model.
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Fig. 2. SSPR system model: (a) mobile to base station, (b) mobile to mobile.

in several versions of different sizes: full-size, half-size and
so on. A simple coding scheme can be down-sampling the
analog source or using coarser quantization. It can also be
implemented by discarding less significant discrete cosine
transform (DCT) or wavelet transform (WT) coefficients. This
procedure can be also be optimized according to the rate-
distortion function [21]. However, the specific encoding and
decoding algorithms are not within the scope of this paper.

B. Spread-Spectrum Packet Radio

The considered communication system is a one-hop SSPR
system, in which packets are transmitted from one user to
another via a central station. By central station, we mean
either the base station in a cellular network (Fig. 2(a)) or
a cluster head in an ad-hoc network (Fig. 2(b)). Only the
uplink communications (from users to the central station)
is studied. The uplink channel is a spreaded slotted-Aloha
channel. The length of the channel slot is equal to that
of a full-size packet (with highest encoding rate) and slot
synchronization among users is assumed. We further assume
that at the end of each slot the central station is able to
feedback whether or not a packet transmitted in the past slot
is correctly received, i.e., positive acknowledgement (ACK) or
negative acknowledgement (NACK), and that the ACK/NACK
is received instantly and with no errors. The NACKed packets
are subject to retransmissions.

III. THE REDUCED-RATE RETRANSMISSION SCHEME

The basic protocol of the RRR scheme is as following. A
user packet is firstly transmitted using its full-size version. If
it is NACKed, its half-size version is used for retransmission
in the succeeding slot. Similarly, if the half-size version is
NACKed again, the quarter-size version will be used for the
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Fig. 3. Packet transmission snapshots: (a) Approach 1, (b) Approach 2;
blocks of the same shade represents the same packet (re)transmitted using
its different-sized versions and the height of the blocks means different
processing gains.

second retransmission. The procedure may continue until the
smallest version of the packet is used or the maximum allowed
number of retransmissions is reached.

In order to accommodate the small-size packets into the
channel slot structure, the SSPR system allows two ap-
proaches:

Approach 1: The spreading factor for the half-size version
is the same as the full-size so that the transmitted packet is
only of half the length of the channel slot. It is designed
that the transmission of the half-size packet starts randomly
from either the beginning or the middle of the channel slot.
Similarly, the starting point for transmission of a quarter-size
packet is either the beginning or one of the quarter points
of the slot. The similar rule applies to all other smaller-size
packets.

Approach 2: The spreading factor increases proportionally
as the packet size reduces in successive retransmissions. The
half-size version is spreaded two times more than the full-size,
and the quarter-size is spreaded four times more, and so on.
Therefore, the transmitted packet is always of the same length
as the channel slot.

The two reduced-rate retransmission approaches are differ-
ent only in the signaling format: Approach 1 keeps the bit du-
ration fixed while Approach 2 keeps the packet duration fixed.
In Approach 1, synchronization of packet (re)transmissions at
the middle and quarter points of the channel slots is required.
This is usually achieved using the minislot technique. In
Approach 2 the chip rate is fixed. Doubling the spreading
factor is through doubling the bit duration. Snapshots of the
reduced-rate retransmission procedure is shown in Fig. 3.

Notice that the proposed retransmission schemes do not
implement the random backoff mechanism though they are
able to. The essence of the proposed schemes is to reduce
the multi-access interference through reducing the informa-
tion rate of users so as to increase the channel throughput,
instead of trying to avoid collisions. This idea is especially
meaningful for spreaded random access channels in which
packets are correctly received from interference that are well
controlled. It will be shown by simulations that RRR method

outperforms the conventional backoff method without rate
reduction in terms of channel throughput. Another advantage
of the instance retransmission in RRR is that it incurs a
relatively shorter delay, a key requirement for delay-sensitive
applications. Nevertheless, it is easy to incorporate the random
backoff mechanisms into the RRR schemes. The study of such
a combination however, is not pursued in this paper.

As a final remark, we want to indicate that the 50% reduc-
tion of the packet size in each retransmission is not a necessity
but just a working example of the RRR method. Actually,
other step size in the reduction can also be used. A small
step size in packet size reduction may avoid under-utilizing
the channel capacity while a large step size may respond to
the channel changes faster. Implementation-wise, the minislot
length or the spreading factor multiples need to be changed
to address the multiple packet size considerations. However,
these variations will not be explored in this paper and they
can be easily accommodated in the framework developed in
this paper with minor extensions.

IV. PERFORMANCE ANALYSIS

In this section, we analytically evaluate the performance
of the proposed RRR protocol. For the sake of conceptual
clarity and mathematical tractability, we study the case that
only one retransmission is allowed for a packet, i.e., a packet is
discarded if its half-size version fails in the transmission. The
one-retransmission scheme is also a sensible choice for delay-
sensitive applications like voice and video in which any excess
retransmission delay is intolerable. In addition, as it will be
shown in later sections, one retransmission is practically able
to approach the bit-rate capacity of the channel and, therefore,
more retransmissions are not always necessary.

A. Packet Throughput and Bit Throughput

We first study the throughput performance of the reduced-
rate retransmission scheme. There are two types of throughput
that are of interest: packet throughput and bit throughput.
The former is defined as the average number of packets
successfully transmitted in one packet duration (channel slot)
and the latter the average number of bits going through in one
bit duration. Denote with W (m,n) the probability that there
are m full-size and n half-size packets being transmitted in a
time slot. Denote also with S(k, l|m,n) the probability that
k out of m full-size packets and l out of n half-size packets
are successfully received in a time slot. Then the two types
of throughput can be expressed as

Packet throughput:

RP =
∞∑
m=0

∞∑
n=0

m∑
k=0

n∑
l=0

(k + l)S(k, l|m,n)W (m,n), (1)

Bit throughput:

RB = 1
L

∞∑
m=0

∞∑
n=0

m∑
k=0

n∑
l=0

(
k + l

2

)
S(k, l|m,n)W (m,n),(2)

respectively, where L is the full packet size (also the slot
length) measured in number of bits. We see that the packet
throughput is always higher than the bit throughput, RP ≥
RB .
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The two types of throughput are both important measures
of quality of service (QoS) for multimedia applications. For
transmission of packetized voice, video, picture, etc., the user
can usually tolerate certain quality degradation caused by
coarse coding rather than silence due to packet loss or delay. In
this case, packet throughput is a good indicator of the system
performance. While, the bit throughput represents the utmost
information rate provided by the system and, therefore, is a
more thorough characterization of QoS.

To compute RP and RB , we need S(k, l|m,n) and
W (m,n), which are to be derived in the next two sections.

B. Packet Success Probability

The value of S(k, l|m,n) is determined by the packet error
rate (PER), which, in turn, depends on specific modulation and
coding schemes of the packets and channel fading conditions.
As an initial step, we consider a non-fading (or perfectly
power-controlled) channel in this section and the fading cases
will be considered in section IV-E. We follow the Gaussian
approximation approach [22], [23] to study the bit error
rate (BER) of the spread-spectrum system. However, more
precise BER models for spread-spectrum systems, e.g., [24],
are equally applicable to our analyses in the sequel. They are
not pursued here for the sake of succinctness in describing
the essential idea. Moreover, the basic behavior the BER
characteristics as against to the signal-to-interference ratio
(SIR) obtained using different models are roughly the same.
Therefore, more complicated models will not have different
impacts on the throughput.

For Approach 1, referring to Fig. 3(a), we note that a full-
size packet interferes with all other full-size packets and all,
but not necessarily simultaneously, half-size packets; and a
half-size packet interferes with all full-size packets and other
half-size packets in the same half-slot. If the half-size packets
are uniformly distributed in the two half-slots, which is true
when the half-size packets starts from the beginning or the
middle of the slot with equal probability, then on average half
of the half-size packets interfere with the full-size packets and
with each other at a time. As a result, any packet, full or half-
size, experiences interference from other m+n/2−1 packets.
An example of the interference between the full-size and half-
size packets is the second slot from the right in Fig. 3(a), where
one (m = 1) full-size packet (red) experiences interference
from one of the two (n = 2) half-size packets at two subslots.
The SIR for the full-size and half-size packets are the same,

rf (m,n) = rh(m,n) =
G

m+ n/2 − 1
, for Approach 1

(3)
where G is the processing gain. In (3), the effect of noise
has been omitted in light of the interference-limit nature of
multi-access systems.

For Approach 2, referring to Fig. 3(b), all packets are inter-
fering to each other, i.e., any packet experiences interference
from other m + n − 1 packets; but full-size and Half-size
packets have different SIR,

rf (m,n) =
G

m+ n− 1
,

rh(m,n) =
2G

m+ n− 1
, for Approach 2 (4)

since they have different processing gains.
The following analyses are common to both Approach 1 and

2. Using Gaussian approximation, the bit error rate (BER) can
be expressed as a function of the SIR

Pe,f/h(m,n) = Q
(√

rf/h(m,n)
)

(5)

for the full-size and half-size packets, respectively, where
Q(x) =

∫∞
x 1/

√
2π exp(−t2/2)dt. The PER depends on the

BER and the available error-correcting code. If protection of
up to d bit-errors is provided, the PER can be expressed as

PE,f (m,n) = 1 −
d∑
j=0

(
L

j

)
P je,f (m,n)

[1 − Pe,f (m,n)]L−j ,

PE,h(m,n) = 1 −
d∑
j=0

(
L/2
j

)
P je,h(m,n)

[1 − Pe,h(m,n)]L/2−j (6)

for the full-size packets and half-size packets, respectively.
We have assumed the same amount of bit-error protection for
both full-size and half-size packets. This may results in more
overhead to the half-size packets.

With the PER, the probability that k out of m full-size
packets and l out of n half-size packets are successfully
received in a slot is written as

S(k, l|m,n) =
(
m

k

)(
n

l

)
[1 − PE,f (m,n)]kPm−k

E,f (m,n)

[1 − PE,h(m,n)]lPn−lE,h (m,n) . (7)

In later analyses, we will also need the marginal distribution
of the number of successful full-size packet, which can be
obtained as

S(k|m,n) =
(
m

k

)
[1 − PE,f (m,n)]kPm−k

E,f (n) , (8)

representing the probability that k full-size packets are suc-
cessfully received, irrespective of the number of successful
half-size packets, given m full-size and n half-size packets
being transmitted.

C. Packet Traffic Analysis

The distribution of the number of full-size and half size
packets in a slot, W (m,n), is a steady-state expression.
Suppose that there are Mt full-length packets and Nt half-
size packets in the t-th slot. The joint mass function of Mt

and Nt is denoted with pMtNt(m,n). Then, W (m,n) is the
steady-state of pMtNt(m,n),

W (m,n) = lim
t→∞ pMtNt(m,n). (9)

The full-size packets in a slot are those generated by the
users during the previous slot. We assume that the generation
of packets by all users can be modeled as a Poisson process
of rate λ packets per slot time. Therefore, the marginal mass
function of the number of full-size packets in the t-th slot,
Mt, is

pMt(m) =
λm

m!
e−λ . (10)
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Fig. 4. Transition diagram of Nt−1 = i to Nt = j conditioned on Mt−1 =
m.

Note that the expression is independent of t, so is the steady-
state expression.

The half-size packets in a slot are part of the full-size
packets in the previous slot that have failed in transmission.
It is easy to infer that the number of half-size packets in the
t-th slot, Nt, solely depends on the number of full-size and
half-size packets in the (t − 1)-st slot, Mt−1 and Nt−1, and
is independent of the number of full-size packets in the t-th
slot, Mt, due to the memoryless property of Poisson processes.
Therefore, the joint mass function pMtNt(m,n) can be broken
down as the product of the two marginal mass functions,

pMtNt(m,n) = pMt(m)pNt(n) , (11)

and, in the steady state,

W (m,n) = pMt(m) lim
t→∞ pNt(n) . (12)

To obtain the steady-state mass function limt→∞ pNt(n),
we need to analyze the process Nt. Nt is a Markov chain and
its state transition probability can be written as

P [Nt = j|Nt−1 = i] =
∞∑
m=0

S(m− j|m, i)pMt−1(m) , (13)

where pMt−1(m) is the mass function of the number of full-
size packets, Mt−1, in the (t− 1)-st slot and is given in (10),
and S(m − j|m, i) is the probability that m − j out of m
full-size packets are successfully transmitted given that there
are m full-size and i half-size packets, defined in (8). (13) is
based on the fact that there exist j half-size packets in the
t-th slot if m − j out of m full-size packets in the (t − 1)st
slot have been successfully received. The statistical averaging
over Mt−1 is to get an average transition probability for Nt.
The state transition of Nt−1 = i to Nt = j conditioned on
Mt−1 = m is shown in Fig. 4.

With the state transition probability in (13) for Nt, obtain-
ing the steady-state mass function of Nt is straightforward.
Constructing a state transition matrix T with its (i, j)-th
entry equal to P [Nt = j|Nt−1 = i], and defining πn =
limt→∞ pNt(n) and π = [π0, π1, . . .], the steady-state mass
function of Nt can be solved from the linear equations

πT = π (14)

together with the normalization condition
∑∞

n=0 πn = 1.
As a summary, we give the procedure to compute the packet

and bit throughput using the derivations in the above. With
a given packet length L, processing gain G and the error-
correction capability d, one can compute S(k, l|m,n) and
S(k|m,n) for any m, n, k and l, according to (7) and (8).
With a given packet arrival rate λ, one can compute pMt(m)
according to (10). Then using S(k|m,n) and pMt(m), one can

compute (13) and (14) to get limt→∞ pNt(n). With pMt(m)
and limt→∞ pNt(n), one can compute W (m,n) from (12).
Finally, RP and RB in (1) and (2) can be computed using
S(k, l|m,n) and W (m,n). They are functions of the packet
size L, the processing gainG, the error-correction capability d,
and the traffic rate λ. Numerical examples of this computation
procedure will be given in the next section.

D. Delay and Packet Drop Rate

With the derivations in the above, we can also find the
average packet delay and packet drop rate. Suppose that a test
packet is first transmitted in a slot, say the t-th slot, using its
full-size version. It will be successfully received with probabil-
ity 1−PE,f(Mt, Nt) and fail with probability PE,f (Mt, Nt).
If it fails, the half-size version is transmitted in the (t +
1)st slot. The second transmission will be successful with
probability 1 − PE,h(Mt+1, Nt+1) and fail with probability
PE,h(Mt, Nt). If we define the packet delay as the number of
transmissions needed for a packet to go through successfully,
the delay is 1 with probability 1−PE,f(Mt, Nt) and is 2 with
probability PE,f (Mt, Nt)[1−PE,h(Mt+1, Nt+1)]. Therefore,
conditioned on Mt, Nt, Mt+1 and Nt+1, the average delay of
a test packet can be written as

D(Mt, Nt,Mt+1, Nt+1) =
1 + PE,f (Mt, Nt) − 2PE,f(Mt, Nt)PE,h(Mt+1, Nt+1)

1 − PE,f (Mt, Nt)PE,h(Mt+1, Nt+1)
.

(15)

The presence of the denominator is because only successfully
transmitted packets are counted in computing the delay. Av-
eraging (15) over the distribution of Mt, Nt, Mt+1 and Nt+1

and letting t→ ∞ we obtain the average delay as

D = lim
t→∞

∞∑
m1=1

∞∑
n1=0

∞∑
m2=0

m1∑
n2=1

D(m1, n1,m2, n2)pMt(m1)

pNt(n1)pMt+1(m2)pMt+1|Mt,Nt
(n2|m1, n1) . (16)

In (16) we have used the fact that Mt, Nt and Mt+1 are inde-
pendent of each other and that Mt+1 soly depends on Mt and
Nt. The mass functions pMt(m1) and pmt+1(m2) are in (10)
and the conditional mass function pMt+1|Mt,Nt

(n2|m1, n1) =
S(m1 − n2|m1, n1). They are all independent of t, so are
steady-state mass functions. The mass function pNt(n1) in
steady-state is derived in (14).

If the half-size version of the test packet fails again, it will
be dropped. The probability of dropping will be

Pdrop(Mt, Nt,Mt+1, Nt+1) =
PE,h(Mt, Nt)PE,h(Mt+1, Nt+1) , (17)

conditioned on Mt, Nt, Mt+1 and Nt+1. The unconditioned
packet dropping rate in steady-state is

Pdrop = lim
t→∞

∞∑
m1=1

∞∑
n1=0

∞∑
m2=0

m1∑
n2=1

Pdrop(m1, n1,m2, n2)

pMt(m1)pNt(n1)pMt+1(m2)
pMt+1|Mt,Nt

(n2|m1, n1) . (18)
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Fig. 5. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission: (a) packet throughput, (b) bit throughput.

E. Effect of Channel Fading

In Section IV-B, we have assumed non-fading channels in
deriving the PER. However, fading is unavoidable in wireless
systems. In this section we extend our analysis to incorporate
the effects of channel fading. Generally speaking, channel
fading manifests itself in the PER expression, through which it
affects the throughput, delay and packet drop rate. Therefore,
only the PER analysis in Section IV-B need to be extended.

In order to analyze the channel fading effect, we first
need a proper model for the fading. We use the Rayleigh
fading model, i.e., the received power α of the faded signal
is an exponentially distributed random variable with density
function

f(ξ) =
1
A
e−ξ/A , (19)

where A is the average received power. We assume that fading
is independent from one user to another and from one packet
to another but is static within a slot duration (block fading).

With the presence of the channel fading, the expression of

the SIR (for a packet indexed as the i-th) becomes

ri =
αiGi∑K
j=1,j �=i αj

, (20)

where Gi and αi are the processing gain and received power
for the i-th packet and K is the total number of packets. (20)
is a general expression applies to both of the two reduced-rate
retransmission approaches and for both full-size and half-size
packets. For Approach 1, Gi = G and K = m + n/2 for
all the packets. For Approach 2, K = m + n for all the
packets while Gi = G for full-size packets and Gi = 2G
for half-size packets. It may be noted that for Approach 1
K = m+n/2 may not be an integer. However, it turns out that
the analytical results in the sequel also applies to non-integer
K . The requirement that K is an integer is just a working
assumption. It can also be explained that certain round up is
performed such that an upper bound of K is used.

According to the assumptions made in the previous para-
graph, αi’s are independent and identically distributed random
variables with exponential density function given in (19).
Then, the distribution of the SIR, ri, can be derived as
following:

Fri(ξ) = P [ri ≤ ξ] = P

[
αi∑K

j=1,j �=i αj
≤ ψ

Gi

]

=
∫ ∞

0

· · ·
∫ ∞

0

∫ ξi
Gi

�K
j=1,j �=i ξj

0

f(ξi)

K∏
j=1,j �=i

f(ξj) dξi dξ1 · · · dξK

=
∫ ∞

0

· · ·
∫ ∞

0

(
1 − e

− ξi
Gi

�K
j=1,j �=i αj

A

)

K∏
j=1,j �=i

f(ξj) dξi dξ1 · · · dξK

= 1 −
[∫ ∞

0

e
−
�

ξi
Gi

+1
�

ξj
A dξj

]K−1

= 1 − 1
(ξi/Gi + 1)K−1

. (21)

We see that the final expression of (21) allows non-integer K .
In the context of the two reduced-rate retransmission

schemes, the distribution of the SIR for full-size and half-size
packets are

Frf
(ξ) = Frh

(ξ) = 1 − 1(
ξi

G+1

)m+n/2−1
, for Approach 1 ,

(22)
and

Frf
(ξ) = 1 − 1

(ξi/G+ 1)m+n−1
,

Frh
(ξ) = 1 − 1

(ξi/2G+ 1)m+n−1
, for Approach 2 ,

(23)

respectively.
The procedure to obtain the BER and PER in the fading

environment is largely the same as that in the non-fading case

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on June 16,2010 at 02:44:29 UTC from IEEE Xplore.  Restrictions apply. 



ZHOU et al.: REDUCED-RATE RETRANSMISSIONS FOR SPREAD-SPECTRUM PACKET RADIO MULTIMEDIA NETWORKS 785

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3

Traffic load ( λ / G)

A
v
e
ra

g
e
 p

a
c
k
e
t 
d
e
la

y
 (

D
)

Approach 2, simulation
Approach 2, theoretic
Approach 1, simulation
Approach 1, theoretic
Non−reduced−rate, no retransmission
Non−reduced−rate, 0.5−persistent
Non−reduced−rate, 1−persistent

Fig. 6. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission: Average delay.

in Section IV-B, except that averages over the distribution of
the SIR is needed. Since block fading has been assumed, all
bits in a packet have the same SIR and BER. we can write
the BER as

Pe,f |h(rf |h) = Q(√rf |h) . (24)

Then the PER can be written as

PE,f =
∫ ∞

0

⎧⎨
⎩1 −

d∑
j=0

P je,f (ξ)[1 − Pe,f (ξ)]L−j

⎫⎬
⎭ dFrf

(ξ) ,

PE,h =
∫ ∞

0

⎧⎨
⎩1 −

d∑
j=0

P je,h(ξ)[1 − Pe,h(ξ)]L/2−j

⎫⎬
⎭ dFrh

(ξ) .

(25)

(25) can be substituted in to (7) and (8) for computing the
throughput, delay and packet drop rate.

Finally, we would like to indicate that even though Rayleigh
fading model has been used in our analysis, the analytical
framework does not exclude other fading models such as
Ricean and Nakagami fading.

V. ANALYTICAL AND SIMULATION RESULTS

In this section, we provide some numerical examples of
the analyses developed in the previous sections, as well as
simulation results to demonstrate the performance improve-
ment due to the RRR method. A slotted Aloha network
is simulated. The packet traffic is generated by potentially
infinite number of users according to a Poisson process of
rate λ. We run the simulated network for 10000 channel slots
for each given traffic rate. The empirical throughput, delay and
packet drop rate are computed based on the statistics of the
total number of successful packets the delay of each of them,
and the total number of dropped packets during the whole
simulation period. The signaling is direct-sequence spread-
spectrum. Random sequences are used. The processing gain is
G = 31. Matched filter receivers are used for each transmitted
packet. The full-size packet has a length of L = 128 bits.
A virtual error-correction code is assumed which provides a
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Fig. 7. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission: Packet drop rate.
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Fig. 8. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission in Rayleigh fading channels: Throughput.

tolerance up to d = 3 bit errors per packet. When fading
channels are involved, the fading coefficients are drawn from
a complex white Gaussian processe independently for each
packet.

A. One Retransmission and Non-Fading

We first present the results of the RRR protocol under
non-fading conditions in Fig. 5 for the normalized packet
throughput RP /G and bit throughput RB/G, in Fig. 6 for
the average packet delay D and in Fig. 7 for the packet drop
rate Pdrop, all versus the normalized traffic rate λ/G. The
results are for the one-retransmission case.

For comparison, we also provide the simulation results of
non-reduced-rate (with conventional random backoff) retrans-
mission schemes with different persistent probabilities under
the same system parameters. Note that for non-reduced-rate
retransmission schemes, packet throughput and bit through-
put are the same. It should be pointed out that persistent
probability 1 corresponds to immediate retransmissions and
the persistent probability 0.5 binary backoff. We can see that
the two cases (persistent probability 1 and 0.5) perform very
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Fig. 9. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission Rayleigh fading channels: Average delay.
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Fig. 10. Comparison of the reduced-rate retransmission and non-reduced-rate
retransmission Rayleigh fading channels: Packet drop rate.

similar in terms of throughput and packet drop rate but the
former one offers a lower delay than the latter. The “no
retransmission” scheme is a special case of backoff when the
persistent probability is 0. It is interesting to view it as the
(spreaded) slotted Aloha if we re-interpret the traffic load on
the x-axis as the aggregated load including both new arriving
and retransmitted packets. This can be used as a benchmark
for throughput comparison though sometime the comparison
may be unfair due to the different definitions of the traffic
load.

From Fig. 5, we observe that RRR Approach 2 offers the
highest maximum packet throughput. Its bit throughput is
slightly lower than Approach 1 and slotted Aloha with no
retransmission. However, it has a higher and slower decaying
tail of the (packet and bit) throughput curves in high traffic
load regime, which may means a larger stable region and
robustness to burstiness of traffic load. RRR Approach 1 offers
an improved maximum packet throughput over the slotted
Aloha scheme with no retransmissions, but its asymptotic
throughput behavior as the traffic load becomes high is sim-
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Fig. 11. Comparison of the reduced-rate retransmission scheme with different
retransmission cycles: Throughput

ilar to the latter. The random backoff schemes have similar
throughput performance for different persistent values. They
suffer low throughput, and instability because the collapse of
the throughput when traffic load becomes moderately high. It
deserves notice that, compared to non-reduced-rate retransmis-
sion schemes with non-zero persistent probability, the reduced-
rate retransmission scheme even offers higher bit throughput,
despite that part of the information bits are discarded in the
rate reduction. The better throughput performance of the RRR
approaches also translate to lower packet drop rate as shown in
Fig. 7 from which we see that RRR Approach 2 has the lowest
packet drop rate is Approach 1 is the next. As for the average
packet delay, the RRR approaches outperforms. The delay is
always bounded by two because maximum two transmissions
are allowed. The excess delay of RRR approaches as compared
to the persistent-1 backoff scheme is not as a drawback as it
appears. It is due to the higher throughput of the RRR schemes
so that more packets, especially the retransmitted ones are
successfully transmitted. While, in the persistent-1 backoff
scheme, most retransmitted ones are lost. This argument also
applies to the fact that RRR Approach 2 has a longer delay
that Approach 1.

Between the two RRR approaches, Approach 2 outperforms
Approach 1 in terms of throughput and packet drop rate. This
may be explained as follows. Comparing (3) and (4), we see
that Approach 2 favors half-size packets in terms of SIRs.
Its throughput gain is from reducing the interference of the
full-size packets to the half-size packets by a factor of two.
Approach 1, on the other hand, reduces the interference caused
by half-size packets. Though the interference reduction in
Approach 1 is for packets of all sizes while in Approach 2 only
for half-size packets, the fact that the interference by the full-
size packets is more significant under heavy traffic conditions
makes the reduction of that portion of interference more
beneficial. Therefore, Approach 2 shows better performance
than Approach 1 under heavy traffic conditions.

A final remark is on the consistency of the theoretical and
simulation results.
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Fig. 13. Comparison of the reduced-rate retransmission scheme with different
retransmission cycles: Packet drop rate

B. One Retransmission and Rayleigh Fading

Fig. 8, 9 and 10 are similar to Fig. 5, 6 and 7 except
that Rayleigh fading channel is present in the analyses and
simulations. Comparing the two groups of results, we see that
fading-incurred capture has a negative effect on the system
throughput in light traffic region but a positive effect in
heavy traffic region. This observation is the consistent to that
obtained in [9].

C. Multiple Retransmissions

The third group of results compare the performance of
the RRR schemes with multiple retransmissions. Fig. 11, 12
and 13 show the throughput, delay and packet drop rate
performance of RRR Approach 1 with one, two, three and
four retransmissions, respectively. The following observations
is obtained. Though allowing more (than one) retransmissions
significantly improves the packet throughput and lowers the
packet drop rate, it does not change the bit throughput very
much. Indeed, in the traffic load region of practical interest,
one retransmission scheme is able to offer almost the same bit

throughput as those with more retransmissions. In addition, the
one retransmissions scheme is superior in terms of average
packet delay. Similar behavior of RRR Approach 2 can be
observed.

VI. CONCLUSIONS

In this paper, we have proposed and studied a rate adapta-
tion scheme for spread-spectrum packet radio networks. The
rate adaptation is in the form of packet-size reduction. By
advantage of the widely available multi-rate source coding
techniques, the source data are encoded using different code
rate into packets of different sizes. The full-size packets are
used for initial transmissions and smaller-size packets for
retransmissions after the failure of the initial transmissions.
We have proposed two approaches for the signaling of pack-
ets of reduced size: using the same processing gain while
transmitting in a minislot or increasing the processing gain
and transmitting over a full slot. For the first approach, since
the colliding packets will be distributed into a number of
minislot when retransmitted, the average interference among
them due to concurrent transmissions and to other full-size
packets is reduced. Therefore, a higher throughput is obtained.
For the second approach, the smaller-size packets have higher
processing gains, so they have a better chance to get through in
collisions with full-size packets. As a result, the throughput is
also increased. Our theoretical analysis and simulations have
confirmed that the proposed RRR scheme offers not only a
higher packet throughput but also a higher bit throughput
in most traffic regime. That means that means that the in-
formation loss due to the packet-size reduction is offset by
the improvement of the packet success probability due to the
SIR increase. RRR Approach 2 has shown even exceptional
performance superiority.

The rational of the proposed RRR technique lies in the
fundamental relationship of the channel condition and infor-
mation rate. In a broader context, rate control is an effective
approach to provide quality of service in interference channels.
Though it is usually done at higher (e.g., application, transport)
layers, the RRR scheme is a solution at the medium access
control layer. Since the medium access control layer is closer
to the transmission medium, a quick adaptation response to
the channel environment can be expected.
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