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#### Abstract

In this paper, we analyze the saturation performance of IEEE 802.11e Enhanced Distributed Channel Access (EDCA), which provides contention-based differentiated channel access for frames of different priorities in wireless LANs. With EDAC, Quality of Service ( QoS ) support is provided with up to four access categories (ACs) in each station. Each AC behaves as an independent backoff entity. The priority among ACs is then determined by AC-specific parameters, called the EDCA parameter set. The behavior of the backoff entity of each AC is modeled as a two-state Markov chain, which is extended from Bianchi's model to capture the features of EDCA. The differences of our model from existing work for 802.11e EDCA include: (i) virtual collisions among different ACs in an EDCA station are modeled, thus more accurately capturing the behavior of EDCA; (ii) the influence of using different arbitrary inter-frame spaces (AIFS) for different ACs on saturation performance are considered; (iii) delay and delay jitter are derived, in addition to saturation throughput. The analytical model is validated via ns-2 simulations. The results show that our analytical model can accurately describe the behavior of IEEE 802.11e EDCA.
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## I. Introduction

IEEE 802.11 Wireless Local Area Network (WLAN) with the Distributed Coordination Function (DCF) [1] is the dominant wireless medium to access the Internet. With DCF, mobile stations contend for the access to the channel. All stations operate independently and share the channel bandwidth equally. IEEE 802.11e [2] is the supplementary standard of 802.11 Medium Access Control (MAC) to provide QoS for different kinds of applications. In $802.11 \mathrm{e}, \mathrm{QoS}$ is supported with a new access method called the Hybrid Coordination Function (HCF). In HCF, two medium access mechanisms are defined: controlled channel access and contention-based channel access. In this paper, we focus only on the HCF

[^0]contention-based channel access mechanism, referred to as Enhanced Distributed Channel Access (EDCA).

## A. Legacy 802.11 DCF

IEEE 802.11 DCF is based on Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA), which introduces the "Inter Frame Space" (IFS) and the backoff interval to avoid collisions. Each station wishing to transmit monitors the wireless channel. When the channel becomes idle, the station waits for a period of DCF IFS (DIFS) and a backoff process before a transmission. If the channel is still idle, the station starts a transmission; otherwise, the transmission is deferred. Once the station enters the backoff process, a backoff interval is selected. The selected value is uniformly distributed in the interval $[0, C W-1]$, where $C W$ (i.e., Contention Window) falls between the minimum ( $C W_{\text {min }}$ ) and maximum $\left(C W_{\max }\right)$ contention windows. The value of the backoff interval is decremented by one at each time slot on an idle medium. When the channel is busy, the backoff process is frozen, and resumed after the channel becomes idle again. Eventually, the backoff interval reaches zero, and the station starts transmission. A collision occurs when more than one station transmits in the same slot. In this case, the $C W s$ of the collided stations are doubled until $C W_{\max }$ is reached. $C W$ is reset to $C W_{\min }$ after each successful transmission.

In DCF, the "Request to Send (RTS) / Clear to Send (CTS)" access mechanism is optional for packet transmissions. A station wishing to transmit must first obtain the channel access right based on the operation of the basic access mode described above. The sender station then transmits a special short frame called RTS frame, and the receiver, on receiving an RTS frame, responds with a CTS frame after an SIFS period. The sender starts transmitting a data packet after it has received the CTS frame correctly; the receiver, on receipt of the data, sends an ACK in response after another SIFS to finish the transmission. The frames RTS and CTS carry information about the duration of channel occupancy. Other stations receiving these frames set their Network Allocation Vector (NAV) according to the duration recorded in the frames and stop sensing the channel until the end of the duration. After that, they sense the channel again. If the channel is idle for a DIFS period, they will apply the backoff procedure and compete for the channel again.

## B. 802.11e EDCA

The EDCA of 802.11e is an enhanced version of 802.11 DCF for priority-based QoS support. With EDCA, a station can implement up to four access categories (ACs), corresponding to voice, video, best effort, and background traffic, respectively. Each AC is associated with one backoff entity and some AC-specific parameters called the EDCA parameter set composed of Arbitrary Inter-Frame Space Number ( $A I F S N[A C]$ ), minimum contention window $\left(C W_{\min }[A C]\right)$, and maximum contention window $\left(C W_{\max }[A C]\right)$. $A I F S N[A C]$ is used to determine the duration of Arbitrary IFS (AIFS[AC]) according to

$$
A I F S[A C]=S I F S+A I F S N[A C] \times \text { aslotTime }
$$

where $\operatorname{AIFSN}[A C]>=2$, and aslotTime is the duration of one slot. Since the value of $A I F S N[A C]$ is at least 2, the earliest access time for an EDCA station is after a DIFS. The backoff entities are prioritized according to the values of their EDCA parameter sets. The smaller the $A I F S[A C]$ or $C W_{\min }[A C]$, the higher the priority in medium access, and thus, the higher the throughput. The backoff interval for an AC in EDCA is randomly selected from $[1, C W]$, instead of $[0, C W-1]$ as in DCF. Another EDCA feature different from DCF is that the backoff counter will be decreased by one slot before the end of AIFS as shown in Fig. 1. This feature of EDCA may cause problems in applications with coexisting legacy DCF and EDCA systems [19].

The operation of 802.11e EDCA is described as follows. Each data frame from the higher layer arrives in the MAC layer with a specific priority value. Then, each frame is mapped into an AC based on the specified priority. The values of the EDCA parameter set for each AC are announced periodically by the AP via beacon frames. Each AC behaves as a single enhanced DCF contending entity, and the corresponding queue has its own AIFS, backoff interval, and contention window (CW). After each unsuccessful transmission attempt, the contention window is doubled until a retry limit or the maximum contention window is reached. The collision is handled in a virtual manner. That is, the highest priority frame among the colliding frames is chosen and transmitted, and the others perform a backoff with an enlarged CW value. Note that there is no priority among EDCA stations; different EDCA stations have to compete for channel access with equal opportunity.

## C. Related Work

Most existing work on evaluating the performance of IEEE 802.11e QoS in the literature (e.g., [3-11]) are based on simulations (e.g., [3-6]). The analytical studies for IEEE 802.11e are mainly extended from Bianchi's model [12] (e.g., [7-11]). Bianchi's model is based on a two-state Markov chain to calculate the saturation throughput of 802.11 DCF in an ideal physical environment. In [7-9], only the saturation throughputs of 802.11e are analyzed. In [10], the saturation throughput and saturation delay are derived. However, that model does not consider the effect of virtual collisions among ACs inside an EDCA station. Thus, it cannot accurately calculate the MAClayer delays of different ACs for each station. In [11], the


Fig. 1. Comparison of Backoff Counter Decrement behavior for DCF and EDCA.
behavior of differentiated CW and AIFS is considered, but the backoff procedure for different ACs with different AIFSs is not addressed.

## D. Problem Specification

In this paper, we analyze the saturation performance of IEEE 802.11e EDCA throughput, access with delay, and delay jitter. The saturation throughput is defined as the maximum throughput that the system can achieve in stable conditions. The access delay is the interval from when a head-of-line data frame at the sender starts contending for the channel to when the data reaches the MAC layer of the receiver. The jitter is referred to as the standard deviation of the access delay described above. The Markov chain for the backoff entity of each AC in this paper is also extended from Bianchi's model [3] to accommodate the QoS features of 802.11e EDCA. The proposed analytical model differs from existing work in that: (i) we consider virtual collisions among different ACs inside each EDCA station in addition to external collisions among stations. Thus, our model can capture the behavior of 802.11 e EDCA more accurately. (ii) We consider the impact of highpriority ACs’ AIFSs on low priority ones. Thus, the probability that the backoff counter for each AC can be decreased by one in each time slot may not be identical or equal to one. (iii) We model the effect of the frame retry limit, i.e. the maximum number of retransmissions each frame can experience before being dropped. After this limit is reached, the retrying data frame is discarded. (iv) In addition to modeling the saturation throughput as in existing work, we also model the delay and delay jitter performance. Note that we do not consider channel errors in our model. Such considerations can be easily extended from existing work such as [13, 14].

The rest of the paper is organized as follows. In Section II, the saturation throughput of 802.11 e EDCA is analyzed. In Section III, the delay and the jitter are analyzed. In Section IV, the analytical model is verified with network simulator ns-2. Finally, the paper is concluded is Section IV.

## II. Throughput Analysis of 802.11e EDCA

In this section, we analyze the saturation throughput of IEEE 802.11e EDCA. Notations used in the analysis are
summarized in Table I. To reach the throughput limit, each AC is assumed always backlogged, i.e., there is at least one data frame in each AC's queue ready to be sent. We also assume that the system operates in an ideal physical environment, i.e., no frame errors, the hidden terminal effect, and the capture effect in our model. For convenience, we denote ACs from the highest priority to the lowest priority by subscripts 0,1 , 2 , and 3 in the analysis.

In [12], the DCF model is simplified by assuming the backoff decrement probability is one, which does not always hold for DCF since the decrement probability depends on whether there are other stations with backoff counters equal to zero. However, in EDCA, the backoff counter will always be decremented by one slot before the end of AIFS. Therefore, the basic Markov chain model presented in [12] is still valid for each AC and is further modified for the analysis as follows. The two-state Markov Chain for the EDCA backoff entity of an AC is shown in Fig. 2. The state $(s(t), b(t))$ is defined as follows. $s(t)$ is the backoff stage of a request packet at time $t$, defined as the number of collisions the request packet has suffered; $b(t)$ is the backoff counter at time $t$. The packet is sent whenever the backoff counter becomes zero regardless of the backoff stage. In DCF, the backoff counter is chosen in the range $\left(0, W_{i}-1\right)$, but in 802.11 e EDCA, it is chosen in $\left(1, W_{i}\right)$. The effect of the frame retry limit is considered, i.e., after $M+f$ transmission failures, the frame will be discarded. Here $f$ is defined as the difference between $M$ and the frame retry limit. Finally, we also consider the impact of different AIFSs of different ACs on the probability that the backoff counter of each AC can be decreased by one (denoted by $P T)$.

The state transition probabilities for each AC in the proposed Markov model are expressed as follows.

$$
\left\{\begin{array}{l}
P(i, k \mid i, k+1)=P T, k \in\left(0, W_{i}-1\right), i \in(0, M+f) \\
P(i, k \mid i, k)=1-P T, k \in\left(1, W_{i}\right), i \in(0, M+f) \\
P(0, k \mid i, 0)=(1-P C) / W_{0}, k \in\left(1, W_{0}\right), i \in(0, M+f-1) \\
P(i, k \mid i-1,0)=P C / W_{i}, k \in\left(1, W_{i}\right), i \in(1, M+f) \\
P(0, k \mid M+f, 0)=1 / W_{0}, k \in\left(1, W_{0}\right) \tag{1}
\end{array}\right.
$$

where $M$ is the maximum number of times the contention window may be doubled, $M+f$ is the frame retry limit of the $\mathrm{AC}, W_{0}$ is the minimum contention window size, $W_{i}$ is the window size at backoff stage $i$ (i.e. $W_{i}=W_{0} \times 2^{i}$ for $i \in(0, M-1)$ and $W_{i}=W_{M}$ for $i \in(M, M+f-1)$ ), $P T$ is the probability that the backoff counter is decreased by one in a given time slot, and $P C$ is the collision probability at each transmission attempt.

The first equation in (1) accounts for the fact that, at the beginning of each slot time, the backoff counter is decreased by one with probability $P T$. The second equation says that the backoff counter is not successfully decreased with probability $1-P T$ due to the effect of different AIFSs of different ACs. Recall that, in EDCA, different ACs may wait for intervals of different lengths (i.e., $A I F S[A C]$ ), before the channel can be accessed again or the backoff procedure is resumed. A lower priority AC may need to wait longer, because the wireless channel may be used again by a higher priority AC with a relatively shorter AIFS. This leads to that this low-priority AC is very likely to be frozen again before it can successfully finish waiting for its AIFS. The third equation corresponds to

TABLE I
Notations Used in the Analysis

| Notation | Definition |
| :---: | :---: |
| $M_{i}$ | Maximum number of times for doubling the contention window size after a transmission failure for access class i |
| $W_{0, i}$ | Minimum contention window size for access class i |
| $W_{k, i}$ | Contention window size at backoff stage k for access class i |
| $M_{i}+f_{i}$ | Frame retry limit of class i for an EDCA station, i.e. retry counter, for access class i |
| $P C_{i}$ | Collision probability of class i for an EDCA station |
| $P I_{i}$ | Probability that a class collides with higher priority access classes inside the EDCA station |
| PO | Probability that class i collides with other EDCA stations while accessing the channel |
| $P I D L E_{i}$ | Probability that class i senses the channel is idle during backoff state in the Markov Chain model |
| diff ${ }_{i}$ | Number of time slots between AIFSmin and AIFSi for access class i |
| $P T_{i}$ | Probability that backoff counter can be decreased by one for access class i; this probability accounts for the effect of different AIFSs among access classes |
| $\tau_{i}$ | Probability of transmission attempt for access class i observed inside an EDCA station |
| $\sigma_{i}$ | Probability of transmission attempt for access class i observed outside an EDCA station |
| $N$ | Total number of EDCA stations in the system |
| PTR | Probability of at least one EDCA station transmits in the considered time slot |
| $P S_{i}$ | Probability of a transmission of class $i$ is successful in the considered time slot |
| PFC | Probability of a transmission attempt fails due to collisions in the considered time slot |
| $S_{i}$ | Average saturation throughput of access class i in the system |
| $E\left[L_{i}\right]$ | Average packet length of access class i |
| aslotTime | Length of one slot time |
| $t_{s_{i}}$ | Average time of a successful transmission for access class i |
| $t_{c}$ | Average time of a collision involved in the system |
| $t_{H}$ | Transmission time of PHY and MAC headers |
| $t_{E\left[P_{i}\right]}$ | Transmission time of the average payload size for class i |
| $t_{E\left[P_{i}^{*}\right]}$ | Average time interval of the longest packet size involved in a collision in the system |
| $t_{\text {SIFS }}$ | Time interval of SIFS |
| $t_{A I F S_{i}}$ | Time interval of AIFS for access class i |
| $t_{A C K}$ | Transmission time of an ACK massage |
| $\delta$ | Propagation delay |
| $B_{i, k}$ | Random variable representing the backoff counter in stage k of access class i before transmission attempt |
| $X_{i}$ | Random variable representing the total backoff counter of class i before the successful transmission or before reaching the frame retry limit |
| $K_{i}$ | Average deferring time spent in every backoff decreasing attempt for access class i while current channel state is busy |
| $Z_{i}$ | Average transition time of backoff counter decreasing successfully for access class i |
| $A D_{i}$ | Access delay of a packet frame for class i |
| $D_{i}$ | Total delay of a packet frame for class i, including the queueing delay, the channel access delay and the transmission delay |
| $Y_{i}$ | Random variable representing the number of collisions with other EDCA stations while accessing the channel before the successful transmission for class i |
| $Q_{i}$ | Waiting time spent in the queue of access class i before trying to access the wireless medium |
| $T_{i}$ | Service time for access class i in a queueing system |
| $F_{i}$ | Number of data frames in the queue of access class i |
| $\lambda_{i}$ | Arrival rate of traffic in access class i |
| $\alpha_{i}$ | Variance of inter-arrival time of traffic in access class i |



Fig. 2. Markov chain model for a Single AC inside the EDCA station.
when a new data frame starts at backoff stage 0 , and thus the backoff counter is initially uniformly chosen in $\left(1, W_{0}\right)$. The fourth equation describes when an unsuccessful transmission occurs at backoff stage $i-1$, the backoff stage increases, and the new backoff value is uniformly chosen in $\left(1, W_{i}\right)$. Note that $W_{i}$ will not be increased but fixed at $W_{M}$ after $M$ transmission retries. The last equation says that once the backoff stage reaches the retry limit $M+f$, the frame is discarded after transmission failure and the next data frame in the queue is served. Thus, the state will start another backoff procedure with probability one.

The stationary distribution of the states in this model is defined as $b_{i, k}=\lim _{t \rightarrow \infty} P(s(t)=i, b(t)=k)$. From the transition probabilities in (1) and the fact that the sum of all states in the Markov model equals one, the limiting probability of state $b_{0,0}$ is obtained in (2). Since a transmission occurs whenever the backoff counter becomes zero, the transmission probability for an AC can be expressed by $\tau=\sum_{i=0}^{M+f} b_{i, 0}=$ $b_{0,0} \sum_{i=0}^{M+f} P C^{i}$, as in (3). Let $\tau_{i}$ denote the transmission probability of $A C[i]$ in an EDCA station, $i=0,1,2,3$. See equation following (3) on top of next page, where $P C_{i}$ is the collision probability of $A C[i], P T_{i}$ is the probability that the backoff counter for $A C[i]$ can be decreased by one, $M_{i}$ is the maximum number of times $A C[i]$ can double its contention window, $M_{i}+f_{i}$ is $A C[i]$ 's frame retry limit, and $W_{0, i}$ is the minimum contention window size of $A C[i]$.

Collisions may occur among different ACs in the same EDCA station (i.e., virtual collisions), and collisions may also take place among different EDCA stations (i.e., external collisions). Let $P I_{i}$ denote the probability of virtual collisions for $A C[i]$, and $P O$ be the probability of external collisions in the system. Hence, the collision probability of $A C[i]$ (i.e., $P C_{i}$ ) can be expressed by

$$
\begin{equation*}
P C_{i}=P I_{i}+\left(1-P I_{i}\right) P O \tag{4}
\end{equation*}
$$

The probability of virtual collisions $P I_{i}$ can be expressed as follows, considering that each AC will collide only with higher
priority ACs in the same station.

$$
\left\{\begin{array}{l}
P I_{0}=0  \tag{5}\\
P I_{1}=\tau_{0} \\
P I_{2}=1-\left(1-\tau_{0}\right)\left(1-\tau_{1}\right) \\
P I_{3}=1-\left(1-\tau_{0}\right)\left(1-\tau_{1}\right)\left(1-\tau_{2}\right)
\end{array}\right.
$$

Let $\sigma_{i}, i=0,1,2,3$, denote the transmission probability of $A C[i]$ for an EDCA station. Thus,

$$
\left\{\begin{array}{l}
\sigma_{0}=\tau_{0}  \tag{6}\\
\sigma_{1}=\tau_{1}\left(1-P I_{1}\right)=\tau_{1}\left(1-\tau_{0}\right) \\
\sigma_{2}=\tau_{1}\left(1-P I_{2}\right)=\tau_{2}\left(1-\tau_{0}\right)\left(1-\tau_{1}\right) \\
\sigma_{3}=\tau_{1}\left(1-P I_{3}\right)=\tau_{3}\left(1-\tau_{0}\right)\left(1-\tau_{1}\right)\left(1-\tau_{2}\right)
\end{array}\right.
$$

and the total transmission probability for an EDCA station is $\sigma_{\text {total }}=\sum_{i=0}^{3} \sigma_{i}$. With $\sigma_{t o t a l}$, the probability of external collisions $P O$ can be expressed by

$$
\begin{equation*}
P O=1-\left(1-\sigma_{t o t a l}\right)^{N-1} \tag{7}
\end{equation*}
$$

where $N$ is the total number of EDCA stations in the system.
After waiting for the wireless medium to become idle for $A I F S_{i}, A C[i]$ will start decreasing its counter value. Let $P T_{i}$ denote the probability that the backoff counter of $A C[i]$ can be successfully decreased by one in a given time slot, i.e., when there are no transmissions initiated by other stations or other higher priority ACs inside the same station in the period between $A I F S_{\text {min }}$ (i.e., DIFS) and $A I F S_{i}$. Note that, since $A C[i]$ will freeze its counter value until the channel has been idle for $A I F S_{i}, P T_{i}$ will be zero before $A C[i]$ starts to count down. Since we attempt to understand the behavior of the saturated channel condition, we assume that each $A C[i]$ in all wireless stations can perceive the same collision probability as described in [12]. Let $d i f f_{i}$ denote the differences in the number of time slots between $A I F S_{\min }$ and $A I F S_{i}$, i.e., $\operatorname{dif} f_{i}=\frac{A I F S_{i}-A I F S_{\text {min }}}{\text { aslotTime }} \cong \frac{A I F S_{i}-D I F S}{\text { aslotTime }}$. The relationship between $P T_{i}, A I F S_{i}$, and $d i f f_{i}$ is illustrated in Fig. 3. With dif $f_{i}, P T_{i}$ can be expressed by

$$
\left\{\begin{array}{l}
P T_{0}=0, \text { before } A I F S_{0} \\
P T_{0}=1, \text { after AIFS }
\end{array}\right.
$$

$$
\begin{equation*}
b_{0,0}=\frac{2 P T}{\frac{(1+2 P T) \times\left(1-P C^{M+f+1}\right)+W_{0} \times(2 P C)^{M} \times\left(1-P C^{f+1}\right)}{1-P C}+\frac{W_{0} \times\left(1-(2 P C)^{M}\right)}{1-2 P C}} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\tau=\frac{2 P T \times\left(1-P C^{M+f+1}\right)}{(1+2 P C) \times\left(1-P C^{M+f+1}\right)+W_{0} \times(2 P C)^{M} \times\left(1-P C^{f+1}-\frac{1-P C}{1-2 P C}\right)+\frac{1-P C}{1-2 P C}} \tag{3}
\end{equation*}
$$

$$
\tau_{i}=\frac{2 P T_{i} \times\left(1-P C_{i}^{M_{i}+f_{i}+1}\right)}{\left(1+2 P C_{i}\right) \times\left(1-P C_{i}^{M_{i}+f_{i}+1}\right)+W_{0, i} \times\left(2 P C_{i}\right)^{M_{i}} \times\left(1-P C_{i}^{f_{i}+1}-\frac{1-P C_{i}}{1-2 P C_{i}}\right)+\frac{1-P C_{i}}{1-2 P C_{i}}}
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
P T_{1}=0, \text { before } A I F S_{1} ; \\
P T_{1}=\left(\left(1-\tau_{0}\right)\left(1-\sigma_{0}\right)^{N-1}\right)^{\text {diff }} f_{1}-\text { diff } f_{0}
\end{array} \text {, after AIFS } S_{1} .\right. \\
& \left\{\begin{array}{l}
P T_{2}=0, \text { before } A I F S_{2} ; \\
P T_{2}=\left(\left(1-\tau_{0}\right)\left(1-\sigma_{0}\right)^{N-1}\right)^{\text {diff } f_{1}-\text { diff } f_{0}} \times \\
\left(\prod_{i=0}^{1}\left(1-\tau_{i}\right)\left(1-\sigma_{i}\right)^{N-1}\right)^{d i f f_{2}-d i f f_{1}}, \text { after AIFS }{ }_{2} .
\end{array}\right. \\
& \left\{\begin{array}{l}
P T_{3}=0, \text { before AIFS } S_{3} ; \\
P T_{3}=\left(\left(1-\tau_{0}\right)\left(1-\sigma_{0}\right)^{N-1}\right)^{d i f f_{1}-d i f f_{0}} \times \\
\left(\prod_{i=0}^{1}\left(1-\tau_{i}\right)\left(1-\sigma_{i}\right)^{N-1}\right)^{d i f f_{2}-d i f f_{1}} \times \\
\left(\prod_{i=0}^{2}\left(1-\tau_{i}\right)\left(1-\sigma_{i}\right)^{N-1}\right)^{d i f f_{3}-d i f f_{2}}, \text { after AIFS } S_{3} .
\end{array}\right. \tag{8}
\end{align*}
$$

Based on $P I_{i}, P T_{i}$, and $P O$, both $\tau_{i}$ and $\sigma_{i}, i=0,1,2,3$, can be derived accordingly with numerical techniques.

We are now ready to derive the saturation throughput for each AC in the system. Let $P T R$ denote the probability that at least one station transmits in the considered time slot, $P S_{i}$ be the probability that a transmission attempt of $A C[i]$ is successful given that there is at least one station transmitting in the considered time slot, and PFC denote the probability that a transmission attempt fails due to a collision given that there is at least one station transmitting in the considered time slot. By definition,

$$
\left\{\begin{array}{l}
P T R=1-\left(1-\sigma_{\text {total }}\right)^{N} ;  \tag{9}\\
P S_{i}=\frac{N \times \sigma_{i} \times\left(1-\sigma_{\text {total }}\right)^{N-1}}{P T R}, i=0,1,2,3 \\
P F C=\frac{1-\left(1-\sigma_{\text {total }}\right)^{N}-N \times \sigma_{\text {total }} \times\left(1-\sigma_{\text {total }}\right)^{N-1}}{P T R}
\end{array}\right.
$$

Let $S_{i}$ denote the average throughput of $A C[i]$ in the system. Thus,

$$
\begin{align*}
& S_{i}=\frac{P S_{i} \times P T R \times E\left[L_{i}\right]}{(1-P T R) \times \text { aslotTime }+\sum_{j=0}^{3} P T R \times P S_{j} \times t_{s_{j}}+P T R \times P F C \times t_{c}} \\
& =\frac{E\left[L_{i}\right]}{\frac{1-\sigma_{\text {total }}}{N \times \sigma_{i}} \times \text { aslotTime }+\sum_{j=0}^{3} \frac{\sigma_{j}}{\sigma_{i}} \times t_{s_{j}}+\frac{P F C}{P S_{i}} \times t_{c}}, \tag{10}
\end{align*}
$$

where $E\left[L_{i}\right]$ is the mean packet size of $A C[i]$, and $\frac{P F C}{P S_{i}}=$ $\frac{1-\left(1-\sigma_{\text {total }}\right)^{N}-N \times \sigma_{\text {total }} \times\left(1-\sigma_{\text {total }}\right)^{N-1}}{N \times \sigma_{i} \times\left(1-\sigma_{\text {total }}\right)^{N-1}}$. The first term of the denominator in (10) corresponds to an idle slot, the second term accounts for a successful transmission, and the third term is for a collision. The expressions $t_{c}$ and $t_{s_{i}}$ for $A C[i]$ can be derived based on two access modes.

## A. Basic Access Mode

$$
\left\{\begin{array}{l}
t_{s_{i}}=t_{H}+t_{E\left[P_{i}\right]}+t_{S I F S}+\delta+t_{A C K}+t_{A I F S_{i}}+\delta  \tag{11}\\
t_{c}=t_{H}+t_{E\left[P_{i}^{*}\right]}+t_{A I F S_{i}}+\delta
\end{array}\right.
$$

where $t_{H}$ is the transmission time periods of the frame header, $t_{S I F S}$ and $t_{A I F S_{i}}$ are the time periods of an SIFS and an

AIFS, respectively, $t_{A C K}$ is the transmission time of an ACK frame, $t_{E\left[P_{i}\right]}$ is the transmission time of the average payload for $A C[i], t_{E\left[P_{i}^{*}\right]}$ is the transmission time of the largest payload involved in a collision, and $\delta$ is the propagation delay.

## B. RTS/CTS Access Mode

$$
\left\{\begin{array}{l}
t_{s_{i}}=t_{R T S}+t_{S I F S}+\delta+t_{C T S}+t_{S I F S}+\delta  \tag{12}\\
+t_{H}+t_{E\left[P_{i}\right]}+t_{S I F S}+\delta+t_{A C K}+t_{A I F S_{i}}+\delta \\
t_{c}=t_{R T S}+t_{A I F S_{i}}+\delta
\end{array}\right.
$$

Note that $t_{c}$ is the same for every AC in the RTS/CTS mode since only RTS frames are involved in collisions. Substituting $t_{s}$ and $t_{c}$ into (10), we obtain the average throughput for each AC accordingly.

## III. Access Delay and Jitter Analysis of 802.11 E EDCA

In this section, we analyze the access delay and the delay jitter for channel access in 802.11e EDCA. To simplify the analysis, we assume no data frame is discarded due to exceeding the frame retry limit as in [15].

Let $B_{i, k}, k \in\left(0, M_{i}+f_{i}\right)$, denote the random variable representing the backoff counter at stage $k$ for $A C[i]$ before a transmission attempt, and is uniformly distributed in $\left(1, W_{i, k}\right)$. The expectation of $B_{i, k}$ can be expressed by $E\left[B_{i, k}\right]=\sum_{j=1}^{W_{i, k}} \frac{j}{W_{i, k}}=\frac{W_{i, k}+1}{2}$. Let $X_{i}$ be the random variable representing the total backoff counter of a successful transmission for $A C[i]$. Since $B_{i, k}, k \in\left(0, M_{i}+f_{i}\right)$, are mutually independent random variables, $X_{i}$ can be expressed by $X_{i}=\sum_{k=0}^{M_{i}+f_{i}} B_{i, k} \times\left(P C_{i}\right)^{k}$. The expectation of $X_{i}$ then can be expressed by $E\left[X_{i}\right]=\sum_{k=0}^{M_{i}+f_{i}} E\left[B_{i, k}\right] \times\left(P C_{i}\right)^{k}$. Substituting $E\left[B_{i, k}\right]$ into the expectation and the variance of $X_{i}$, we obtain

$$
\begin{align*}
& E\left[X_{i}\right]=\sum_{k=0}^{M_{i}-1} \frac{W_{i, k}+1}{2} \times P C_{i}^{k}+\sum_{k=M_{i}}^{M_{i}+f_{i}} \frac{W_{i, M_{i}+1}}{2} \\
& \times P C_{i}^{k}=\frac{W_{0, i}}{2} \times\left[\frac{1-\left(2 P C_{i}\right)^{M_{i}}}{1-2 P C_{i}}\right. \\
& \left.+\frac{\left(2 P C_{i}\right)^{M_{i}} \times\left(1-P C_{i}^{f_{i}+1}\right)}{1-P C_{i}}\right]+\frac{1-P C_{i}^{M_{i}+f_{i}+1}}{2\left(1-P C_{i}\right)} . \tag{13}
\end{align*}
$$

Since $X_{i}$ is the number of decrements in the backoff counter for $A C[i]$ before a successful transmission, from Fig. 2 we can observe that the behavior of going through several backoff stages (due to transmission failures) until first success may be approximated by a geometric random variable. To simplify


Fig. 3. Illustration of $P T_{i}, A I F S_{i}$, and $d i f f_{i}$ : An example.
the calculation, we assume that $X_{i}$ follows the geometric distribution to derive the variance. Thus,

$$
\begin{equation*}
\operatorname{Var}\left[X_{i}\right]=E\left[X_{i}\right]\left(E\left[X_{i}\right]-1\right) \tag{14}
\end{equation*}
$$

This assumption will be verified in the simulation section.
Let $P I D L E_{i}$ represent the probability that $A C[i]$ senses the channel idle, i.e., the probability that no other EDCA station or other AC in the same EDCA station is currently using the channel. Thus, PIDLE $=\left(1-\sigma_{\text {total }}\right)^{N-1} \prod_{j \neq i}\left(1-\tau_{j}\right)$. Let $K_{i}$ be the time spent in every backoff attempt for $A C[i]$ given that the current channel state is busy. Thus,

$$
\begin{align*}
& K_{i} \cong \sum_{n=0}^{d i f f_{i}-1} n \times \text { aslotTime } \times\left(1-P I D L E_{i}\right) \times\left(P I D L E_{i}\right)^{n}+ \\
& \sum_{j=0}^{3} P S_{j} \times t_{s_{j}}+P F C \times t_{c} \\
& \left.=\left[\frac{P I D L E_{i} \times\left(1-P I D L E_{i}^{d i f f_{i}-1}\right)}{1-P I D L E_{i}}-\left(d i f f_{i}-1\right) \times P I D L E_{i}^{d i f f_{i}}\right)\right]  \tag{15}\\
& \times \text { aslotTime }+\sum_{j=0}^{3} P S_{j} \times t_{s_{j}}+P F C \times t_{c},
\end{align*}
$$

where $t_{s_{i}}$ is the average time of a successful transmission for $A C[i]$, and $t_{c}$ is the average time of a collision. Note that a lower priority AC needs to wait longer than those ACs of higher priorities, thus the channel may become busy after the low-priority AC has waited longer than a DIFS but shorter than its AIFS. The first term in (15) is the time duration when $A C[i]$ tries to finish waiting for its AIFS but still fails due to the channel used by other high-priority ACs. The second (respectively, the third) term corresponds to the "frozen time" caused by the channel busy period used by other ACs due to a successful transmission (respectively, a collision).

Let $Z_{i}$ denote the average transition time of a decrease in the backoff counter for $A C[i]$. Thus, $Z_{i}$ can be expressed with $K_{i}$ as follows.

$$
\begin{align*}
& Z_{i} \cong(1-P T R) \times \text { aslotTime }+P T R \times\left[\left(A I F S_{i}-A I F S_{\text {min }}\right)+\right. \\
& \left.\sum_{j=0}^{3} P S_{j} \times t_{s_{j}}+P F C \times t_{c}+\sum_{n=1}^{\infty} n \times K_{i} \times P T_{i} \times\left(1-P T_{i}\right)^{n}\right]  \tag{16}\\
& =(1-P T R) \times \text { aslotTime }+P T R \times\left[\left(A I F S_{i}-A I F S_{\text {min }}\right)+\right. \\
& \left.\sum_{j=0}^{3} P S_{j} \times t_{s_{j}}+P F C \times t_{c}+\frac{K_{i} \times\left(1-P T_{i}\right)}{P T_{i}}\right] .
\end{align*}
$$

The first part in (16) corresponds to the situation that the channel is idle before the transition, and thus the state transition time takes only one aslotTime. The second part describes the situation that the channel was previously occupied and just being released. Thus every AC either resumes the backoff countdown or starts a new backoff procedure after waiting for its AIFS. An AC may fail to finish its AIFS several times before a success, i.e. counted down to one, as shown in Fig.

## Ave. total state transition time



Ave. time of a state transition attempt

Fig. 4. Illustration of average state transition time.
4. Thus the last term in the second part (i.e., $\sum_{n=1}^{\infty} n \times K_{i} \times$ $\left.P T_{i} \times\left(1-P T_{i}\right)^{n}\right)$ accounts for the total time for an AC to successfully finish waiting for its AIFS.

The access delay $A D_{i}$ for $A C[i]$ then can be expressed by

$$
\begin{equation*}
A D_{i}=X_{i} \times Z_{i}+Y_{i} \times \frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{c} \tag{17}
\end{equation*}
$$

The first term in (17) corresponds to the total time spent in the backoff procedure. The second term represents the total time due to external collisions. $Y_{i}$ of the second term represents the number of collisions before a successful transmission for $A C[i]$. According to the Markov model in Fig. 2, we obtain

$$
\begin{aligned}
& E\left[Y_{i}\right]=\sum_{k=1}^{M_{i}+f_{i}-1} k \times\left(1-P C_{i}\right)\left(P C_{i}\right)^{k} \\
& E\left[Y_{i}^{2}\right]=\sum_{k=0}^{M_{i}+f_{i}-1} k^{2} \times\left(1-P C_{i}\right)\left(P C_{i}\right)^{k} \\
& \operatorname{Var}\left[Y_{i}\right]=E\left[Y_{i}^{2}\right]-E^{2}\left[Y_{i}\right]
\end{aligned}
$$

Recall that there are two kinds of collisions for each AC. One is virtual collisions with higher priority ACs in the same EDCA station, with probability $P I_{i}$. The other is external collisions with other EDCA stations for channel accessing, with probability $\left(1-P I_{i}\right) \times P O$. Assume that the scheduler entity of the EDCA station resolves virtual collisions within negligible time. Thus approximately only $\frac{\left(1-P I_{i}\right) \times P O}{P C_{i}}$ of those collisions are external collisions.

Taking expectation and standard deviation of $A D_{i}$, we obtain the average delay and the jitter as $E\left[A D_{i}\right]$ and $\sqrt{\operatorname{Var}\left[A D_{i}\right]}$, respectively, i.e.,

$$
\begin{equation*}
E\left[A D_{i}\right] \cong E\left[X_{i}\right] \times Z_{i}+E\left[Y_{i}\right] \times \frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{c} \tag{18}
\end{equation*}
$$



Fig. 5. Illustration of treating each AC as a queueing system.

$$
\begin{align*}
\operatorname{Var}\left[A D_{i}\right] & \cong \operatorname{Var}\left[X_{i}\right] \times Z_{i}^{2}+\operatorname{Var}\left[Y_{i}\right] \\
& \times\left(\frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{c}\right)^{2} \tag{19}
\end{align*}
$$

We can also derive the mean waiting time in the queue for each data received from the upper layer to each AC, as shown in Fig. 5. Based on (18), we can express the end-to-end delay of a packet transmission for $A C[i]$ by $E\left[D_{i}\right] \cong E\left[Q_{i}\right]+E\left[X_{i}\right] \times$ $Z_{i}+E\left[Y_{i}\right] \times \frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{C}+t_{s_{i}}$, where $Q_{i}$ is the waiting time spent in the queue of $A C[i]$ before the packet tries to access the wireless medium, and $t_{s_{i}}$ corresponds to the average time of a successful data transmission for $A C[i]$. To derive $E\left[Q_{i}\right]$, we consider two arrival traffic patterns.

## A. Poisson Arrival Traffic

Each AC in an EDCA station can be modeled as an M/G/1 queueing system if the traffic into the waiting queue follows Poisson arrivals. Thus, the backoff procedure along with transmission mechanism of each AC is the server of the M/G/1 system. The mean and the variance of the service time $T_{i}$ in the queueing system then can be expressed as below.

$$
\begin{align*}
& E\left[T_{i}\right] \cong E\left[X_{i}\right] \times Z_{i}+E\left[Y_{i}\right] \times \frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{c}+t_{s_{i}} \\
& \operatorname{Var}\left[T_{i}\right] \cong \operatorname{Var}\left[X_{i}\right] \times Z_{i}^{2}+\operatorname{Var}\left[Y_{i}\right] \\
& \times\left(\frac{\left(1-P I_{i}\right) \times P O}{P C_{i}} \times t_{c}\right)^{2} . \tag{20}
\end{align*}
$$

With the P-K formula for an M/G/1 system in [16] and [17], the average waiting time in the queue $E\left[Q_{i}\right]$ can be expressed by (21), where $\lambda_{i}$ is the Poisson arrival rate of traffic to $A C[i]$. Here we assume that $\lambda_{i}$ is large enough so that $A C[i]$ is always backlogged.

$$
\begin{equation*}
E\left[Q_{i}\right]=\frac{\lambda_{i} \times E\left[T_{i}^{2}\right]}{2\left(1-\lambda_{i} E\left[T_{i}\right]\right)}=\frac{\lambda_{i}\left(\operatorname{Var}\left[T_{i}\right]+E^{2}\left[T_{i}\right]\right)}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)} \tag{21}
\end{equation*}
$$

The expected number of data frames $E\left[F_{i}\right]$ in the queue of $A C[i]$ can be derived by

$$
E\left[F_{i}\right]=\lambda_{i} \times E\left[Q_{i}\right]=\frac{\lambda_{i}^{2}\left(\operatorname{Var}\left[T_{i}\right]+E^{2}\left[T_{i}\right]\right)}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)}
$$

With average data frame size $E\left[L_{i}\right]$, the average queue size of $A C[i]$ is expressed by $E\left[L_{i}\right] \times E\left[F_{i}\right]$.

## B. Non-Poisson Arrival Traffic

For non-Poisson arrivals, each AC can be modeled as a G/G/1 system, from which the upper and lower bounds of average waiting time spent in the queue can still be derived. Let $\lambda_{i}$ be arrival rate and $\alpha_{i}$ be the variance of inter-arrival time for the traffic entering $A C[i]$. Here we assume that $\lambda_{i}$ is large enough such that $A C[i]$ is always backlogged. With the upper and lower bounds of a G/G/1 system, the range of the average waiting time in the queue of $A C[i]$ can be derived with these two characteristic parameters of arrival traffics: $\left(\lambda_{i}, \alpha_{i}\right)$.

$$
\begin{equation*}
\frac{\lambda_{i} \operatorname{Var}\left[T_{i}\right]+E\left[T_{i}\right]\left(\lambda_{i} E\left[T_{i}\right]-2\right)}{2\left(1-\lambda_{i} E\left[T_{i}\right]\right)} \leq E\left[Q_{i}\right] \leq \frac{\lambda_{i}\left(\alpha_{i}+\operatorname{Var}\left[T_{i}\right]\right)}{2\left(1-\lambda_{i} E\left[T_{i}\right]\right)} \tag{22}
\end{equation*}
$$

Note that $\lambda_{i} \times E\left[T_{i}\right]$ is the server utilization of a G/G/1 system. When $\lambda_{i} \times E\left[T_{i}\right]$ approaches one, i.e. when the traffic load is heavy or the wireless medium is very busy, the waiting time in the queue will grow dramatically. From (22), the range of the mean end-to-end delay $E\left[D_{i}\right]$ can also be derived. Then the expected range of the number of data frames $E\left[F_{i}\right]$ in the queue of $A C[i]$ can be expressed by

$$
\frac{\lambda_{i}^{2} \operatorname{Var}\left[T_{i}\right]+E\left[T_{i}\right]\left(\lambda_{i}^{2} E\left[T_{i}\right]-2 \lambda_{i}\right)}{2\left(1-\lambda_{i} E\left[T_{i}\right]\right)} \leq E\left[F_{i}\right] \leq \frac{\lambda_{i}^{2}\left(\alpha_{i}+\operatorname{Var}\left[T_{i}\right]\right)}{2\left(1-\lambda_{i} E\left[T_{i}\right]\right)}
$$

Again, with the average data frame size $E\left[L_{i}\right]$, the average queue size of $A C[i]$ can be expressed by $E\left[L_{i}\right] \times E\left[F_{i}\right]$.

For constant bit rate traffic, such as voice and media streaming, the characteristic parameters of those arrival traffic should simply be ( $\lambda_{i}, \alpha_{i}=0$ ). Thus, (22) can further be reexpressed by

$$
\left\{\begin{array}{l}
A-B \leq E\left[Q_{i}\right] \leq A  \tag{23}\\
A=\frac{\lambda_{i} \times \operatorname{Var}\left[T_{i}\right]}{\left.2\left(1-\lambda_{i} \times E T_{i}\right]\right)} \\
B=\frac{E\left[T_{i} \times\left(2-\lambda_{i} \times E\left[T_{i}\right]\right)\right.}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)}=E\left[T_{i}\right] \times\left(1+\frac{\lambda_{i} \times E\left[T_{i}\right]}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)}\right)
\end{array}\right.
$$

Note that $\lambda_{i} \times E\left[T_{i}\right]$ is the utilization of the server. In order to make the system stable, the value of $\lambda_{i} \times E\left[T_{i}\right]$ must be confined between 0 and 1 . Here 0 corresponds to an idle server, and 1 means that the server is fully utilized. Apparently, when $\lambda_{i} \times E\left[T_{i}\right]$ is close to $1, E\left[T_{i}\right] \times\left(1+\frac{\lambda_{i} \times E\left[T_{i}\right]}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)}\right) \cong E\left[T_{i}\right]$, which means $B$ is small as compared to the total delay spent in the queue. Therefore, when the traffic load is very heavy, $E\left[Q_{i}\right] \cong A=\frac{\lambda_{i} \times \operatorname{Var}\left[T_{i}\right]}{2\left(1-\lambda_{i} \times E\left[T_{i}\right]\right)}$ for constant bit rate traffic with arrival rate $\lambda_{i}$. This result can be very useful, since each AC is always busy with sending frames in our previous assumption, i.e. the utilization of each AC is close to 1 .

## IV. Performance Evaluation

In this section, the analytical model derived in the previous section is validated with the ns-2 EDCA implementation created by G. Chesson and A. Singla [18]. The data frames of all ACs are fixed at 256 bytes, and the frame retry limit is fixed at 7. For each AC, CBR UDP traffic is generated at a rate of 1 Mbps . Each station keeps sending packets to the AP to achieve the saturation throughput. There is no traffic going between any two neighboring stations, and no traffic from an AP to other stations except ACK frames. The simulation parameters are listed in Table II. We simulate two access modes: basic mode and RTS/CTS mode. In each mode, we measure the following items: (i) Aggregate throughput for all ACs: the overall throughput of each AC in the system. (ii)

TABLE II
Parameter Settings Used in The Simulation

| General Parameters | Value |
| :---: | :---: |
| Data Transmission Rate | 24Mbps |
| Control Message Transmission Rate | 6Mbps |
| Bytes per OFDM symbol | 27 |
| An idle slot time | $9 \mu s e c$ |
| SIFS time | $16 \mu \mathrm{sec}$ |
| DIFS=SIFS+2 slot | $34 \mu s e c$ |
| Propagation delay | $1 \mu \mathrm{sec}$ |
| Maximum station number | 25 |
| RTS frame length | 20 octets |
| CTS frame length | 14 octets |
| Data payload length | 256 octets |
| ACK frame length | 14 octets |
| MAC sublayer overhead | 28 octets |
| PHY layer overhead | $20 \mu \mathrm{sec}$ |
| OFDM symbol interval | $4 \mu s e c$ |
| CBR sending interval of each AC | 1 msec |
| $A C_{0,1,2,3}$ retry limit | 7 |
| First Set of EDCA parameters | Value |
| $A C_{0}\left(C W_{\min }, C W_{\max }\right)$ | $(15,31)$ |
| AFIS ${ }_{0}$ | SIFS + 2 slots |
| $A C_{1}\left(C W_{\min }, C W_{\max }\right)$ | $(31,63)$ |
| AFIS $_{1}$ | SIFS + 3 slots |
| $A C_{2}\left(C W_{\min }, C W_{\max }\right)$ | $(31,127)$ |
| $\mathrm{AFIS}_{2}$ | SIFS + 4 slots |
| $A C_{3}\left(C W_{\min }, C W_{\max }\right)$ | $(63,255)$ |
| $\mathrm{AFIS}_{3}$ | SIFS + 4 slots |
| Second Set of EDCA parameters | Value |
| $A C_{0}\left(C W_{\min }, C W_{\max }\right)$ | $(31,63)$ |
| $A F I S_{0}$ | SIFS + 2 slots |
| $A C_{1}\left(C W_{\min }, C W_{\max }\right)$ | $(63,127)$ |
| $A F I S_{1}$ | SIFS + 2 slots |
| $A C_{2}\left(C W_{\min }, C W_{\max }\right)$ | $(127,255)$ |
| $\mathrm{AFIS}_{2}$ | SIFS + 3 slots |
| $A C_{3}\left(C W_{\min }, C W_{\max }\right)$ | $(127,255)$ |
| $\mathrm{AFIS}_{3}$ | SIFS + 7 slots |

MAC-to-MAC delay of each AC: the delay from the MAC layer of the sender to the MAC layer of the receiver. (iii) MAC-to-MAC jitter of each AC: the standard deviation of MAC-to-MAC delay of each AC. (iv) End-to-end delay of each AC: the delay from the UDP layer of the sender to the UDP of the receiver, including both queueing delay and the MAC-to-MAC delay.

Figs. 6 to 9 plot the analytical curves (solid lines) and the simulation curves (dashed lines) based on the two sets of different EDCA parameter combinations described in Table II. In each figure, the sub-figure(a) represents the results obtained from the first set of parameter settings, and the sub-figure(b) represents the results from the second set of parameter settings. We can see that all the analytical curves match the simulation ones very well. Thus, the total backoff counter of a successful transmission for an AC, which is assumed to be a geometric distribution (eq (14)), can be verified. Note that due to space limitations, we only include the results of the RTS/CTS mode. The results of the basic access mode are consistent with those included in this paper.

## V. Conclusion

In this paper, we have developed the performance of EDCA in terms of the saturation throughput, the delay, and the jitter for IEEE 802.11e WLANs. The contributions of this paper are summarized as follows. (i) We consider virtual collisions


Fig. 6. Aggregate throughput of each AC from first parameter settings (left) and second parameter settings (right).
among different ACs inside each EDCA station in addition to external collisions among stations. Thus, our model can capture the behavior of 802.11 e EDCA more accurately than existing work. (ii) We consider the impact of high-priority ACs' AIFSs on low priority ones. Thus, the probability that the backoff counter of each AC can be decreased by one in each time slot may not be identical or equal to one. (iii) We model the effect of the frame retry limit, i.e., the maximum number of retransmissions each frame can experience before being dropped. After this limit is reached, the retrying data frame is discarded. (iv) In addition to modeling the saturation throughput as in existing work, we also model the delay and delay jitter performance. Simulations based on ns-2 are conducted to verify the analytical model. The results show that the analytical curves match the simulation results very well, proving that our analytical model is very accurate in describing the behavior of IEEE 802.11e EDCA.


Fig. 7. MAC-to-MAC delay of each AC from first parameter settings (left) and second parameter settings (right).
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