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Abstract—In this paper, we discuss the optimum random
and deterministic power selection algorithms in Aloha networks,
where nodes run Exponential Backoff (EB) for contention res-
olution. In random case, the transmission power of a packet is
selected from the available power levels, based on a predeter-
mined probability mass function, while with the deterministic
algorithms the transmission power of a packet is a deterministic
function of the number of collisions the packet has experienced.
Most of the related works in the literature have not addressed
the power-throughput characteristics of the power selection
algorithms for use in practical system designs and, therefore,
this subject has been the major motivation of this paper. For the
random case, we will derive optimum random power selection
algorithms for unconstrained and constrained power budget
scenarios and the corresponding optimum power-throughput
characteristics will be presented for the latter case based on
perfectcapture model. Next, we will introduce a method to extend
these results toSIR-basedcapture model, which will result in sub-
optimum power steps and the sub-optimum power-throughput
characteristics for the random case. This characteristic will reveal
power budget requirements for the target throughput values.

In the next step, deterministic power selection algorithms will
be introduced and discussed with unconstrained and constrained
power budget scenarios and sub-optimum power-throughput
characteristic will be derived based on theperfectmodel. Similar
methods, introduced for the random case, may be used to adapt
the results to SIR-basedmodel. Finally, by comparing the pre-
sented power-throughput characteristics, it will be demonstrated
that optimum random and sub-optimum deterministic power se-
lection algorithms have very similar behaviors. Therefore, noting
that deterministic algorithms do not require any random power
generator block, they may be preferred to random algorithms in
similar scenarios.

Index Terms— Aloha, Exponential Backoff, throughput, power
budget, capture effect.

I. INTRODUCTION

with the maximum power will capture the channel. This
assumption, although unrealistic, simplifies the analysis. With
the SIR-based model, a packet may capture the channel if
its transmission power is at leaSt R,,,;,, times greater than
the interference caused by other simultaneously transmitted
packetsSIR,,;», also known as capture ratio, is the minimum
signal-to-interference ratio required for a valid reception at the
central receiver and its value depends on the modulation and
coding schemes used.

Throughput improvement algorithms which exploit capture
effect have been widely studied in the literature. In [1],
nodes have been partitioned into disjoint sets, where the
nodes of each set transmit their packets with a predetermined
power level. Although the overall throughput of the network
will increase with such scheme, the algorithm acts more in
favor of nodes with larger powers. This shortcoming has
motivated the study of random power selection algorithms,
in which, nodes select their transmission powers based on a
power probability mass function (PMF). In [2], the author has
assumed uniform PMF for power selection and the throughput-
delay characteristic of network has been studied based on a
specific capture model with the assumption of linearly equi-
spaced power levels. The authors of [3] have done a com-
prehensive work in formulating the throughput optimization
problem both withperfectand SIR-basedcapture models, in
order to derive optimum PMFs and power levels. One of the
major conclusions of their work is that linearly equi-spaced
power levels are too far from optimum power levels and
logarithmically equi-spaced power levels can be considered
as sub-optimum solution to their optimization problem. In
[4], the power budget has been taken into account in the
optimization problem where the author has optimized the
power selection PMF according to a power budget constraint.

T is well established that throughput of Aloha network ) i

can be improved by using multiple power levels at trané search method has been pre_sented to derive optlmu_m power
mitters, which is known as the power differentiation techniquéEVe!s and PMFs, however, this work lacks presentation of a
Consider a network of nodes which are trying to send th&igneral power-throughput characteristic, which has been one
packets to a common destination. With muitiple power levefd the major motivations of our paper. Below, we list some
at transmitters, there is a chance that a packet with higﬂmmon features of the aforementioned works and describe

enough transmission power will capture the channel, even "/ O_H: appf)roach IS rela;ed tokthﬁm. dored
it has experienced collision with some other simultaneously?) 1he aforementioned works have not considered power

transmitted packets. This phenomenon, known as “capt ection algorithms with any specific retransmission scheme

effect’, has been studied based on two major models. Tﬂ@d their results are specifically dependent on the number of

perfect model assumes that among colliding packets, of@des in the network or the offered load, both of which are
typically unknown variables in Aloha networks. Our approach,
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nodes. As it will be shown, the analysis results will also  from the central receiver and the path-loss characteristics
be applicable to networks with large enough finite number are the same for all transmission pairs.

of nodes. Moreover, the assumption of a backoff algorithm The gutiine of the paper is as follows. First, we will discuss
which counts the number of collisions, enables us to introdug§s random algorithms. In section 11, the Exponential Backoff
deterministic power selection algorithms, which have not begagy model with random power selection algorithms will be
mentioned in earlier literature. Using these algorithms, thgscyssed and the basic relations will be presented. In section
transmission power of a packet will be a deterministic functiofy \ve will derive Optimum Random power Selection Algo-

of the number of collisions and, therefore, there will be ngihms (ORPSAS) for the unconstrained budget scenario. The
need for a random power generator block. constrained power budget scenarjmerfect model optimum

i) Although the average power (per successfully transmil,ver-throughput characteristics and the adaptation of the
ted packet) is clearly the main constraint of power differensqits to theSIR-basednodel will be discussed in IV.

tiation techniques, these works have not provided a generafey; \ve will go on to the deterministic algorithms. Section

power-throughput characteristic to be used in the design pie-jj hresent EB model with deterministic power selection
cess. We qddress this prc_)blem as we consider random g'ft?orithms and the basic relations for this scenario will be
deterministic power selection algorithms for the constraingglieq 1n section VI, unconstrained power budget scenario
power budget scenarios. The output of this analysis will Rgy he giscussed and it will be shown that the throughput of
the optimum random_and sub_-optlmum deter_mlnlstlc POWESRPSA can be considered as an upper bound for the through-
throughput characteristic, which will be derived based %t of Optimum Deterministic Power Selection Algorithm
perfgct';:apture m?dﬁl' high lexity &IR-basedmodel (ODPSA). Subsequently, we will introduce a search method
1ii) Because of the high complexity ~hasedmodel, - 5 oppSA, based on which, sub-optimum algorithms (sub-

earller_ results are mainly based on numerical methods aBSG_I)PSAS) will be presented. The power-constrained scenario
analytical approaches are only provided for pegfectmodel will be discussed in section IV and the correspondaegfect

scenarios. Our approach toward the problem has been ma ¥del sub-optimum power-throughput characteristic will be

analytical and in spite of usingerfectmodel for our calcula- derived and it will be shown to be very close to the ORPSA
tions, we will introduce an approximate method to adapt trl:%aracteristic

perfectmodel results t&IR-basectapture model. The output
of this approximation for the random case will be sub-optimum
power-throughput characteristic and sub-optimum power steps, |l. M ODELING OF EXPONENTIAL BACKOFF WITH
number of power levels, PMFs and backoff factors for the RANDOM POWER SELECTION ALGORITHMS
iven power budget constraints. The presented approach can , . ) )
glso bz. used forg deterministic aIgoritFr)]ms in ordeprpto ada tThe saturation copd|t|on, n V.Vh'f:h the nodes haye always'
the presentegberfectmodel results tdSIR-basednodel. The ome packets pending transmission, has been discussed in

accuracy of the approximate analysis will be verified throug[I]rz]' We have_r?ldopted a SimP'e mod_eling of EB und_er
simulation results. saturation condition, presented in [13], in order to describe

It should be mentioned that, in addition to the aforemeﬁhe random power selection scenario. With this model, a node

tioned works, some recent works have been done on poWerStaten = 0, transmits its packet with randomly chosen
differentiation techniques, which will not be discussed here ppwer and faces CO"'S_'On with probability of, which Iegds
order to preserve the coherence of earlier references. Interedtd Statén + 1, otherwise the node goes back to Sm(d:'g'
readers are referred to [5]-[11] and the references therein, 1)- The contention window size at stateis W, = Wor",
Before describing the organization of the paper, we wilhereWo is the initial contention window size andis the
list the major assumptions of our analysis. The foIIowinBaCkOﬁ fact.or. The transmission power is selected frqm the
assumptions have been made for ease of analysis and 3eCf L available power levels, Py, P, ..., P}, according
globally accepted in this paper, unless explicitly mentioned!© the<PMF,§ = {<0a|<17 --~,CL_1}-f Note<tha2Pi+1 > Pz‘a
« Infinite number of nodes send their packets to a comm rLgl_ ‘_<1 L—1. Also, ¢ >0, for0 <i<L-—1,an
destination through a slotted channel and every node getg=0 Gi = B . . .
informed of its packet's status (success or collision) at The following theorem summarizes the basic relations we
the end of the transmission slot, using some implicWi" use in analysis of random power selection algorithms. It

acknowledging method. The nodes exploit exponentigfould be noted that theerfectcapture model has been used
backoff retransmission scheme for contention resolutioff” c@lculating the probability of collision.

« Saturation condition has been assumed, where the packet€orem 1:Consider a network ofV nodes which use

queues of the nodes never get empty. The saturatiglg EB model of Fig. 1 for contention resolution and power

model of exponential backoff will be used for our analSelection. By defining;, pe, psuce and Py, as the average
ysis. probability of transmission, collisidn successful transmis-

. Path-loss and fading characteristics of the radio chafO" and average required power for a successful transmis-

nel have been ignored. Therefore, only the transmission

power of the packets have been considered in the ana|ysi1§-iereafter, by “collision”, the case of simultaneous transmissions is meant,
where none of the packets has been able to capture the channel.

of capture effect. In fact, this assumption may be replace We will use the term “throughput” for the average probability of successful
by a weaker one; the nodes have almost equal distaneassmission, since it represents the amount of channel utilization.



1-p, Statements similar to (5) and (6) have also been reported in

D) [13]. Considering (2), (3) and (6), we will have the following
\, / equation for the case of infinite number of notles
Random P Random P P Random p
Power at ¢ . Power at € s oo € o Powerat S o oo P, ,
state 0 state 1 state Psuce = Npe (1 —1/1) = Z NpGe Nee 5= G (7)
\\\\\ /
lmpe s /
S /,// Based on the presented system model and relations, we will
e d-p. go through the optimization problem in sections IIl and IV.

Fig. 1. EB model with random power selection algorithm. Since the same [1l. ORPSAWITH UNCONSTRAINED POWER BUDGET

random algorithm selects the transmission power in all states, the probability

of collision will in average be independent of the number of collisions. In this section, we will discuss the optimization prObIem

without considering any limit on the average power. We will
derive ORPSA both for fixed and variable backoff factors.

sion, respectively, we will have:

2(1— rp) A. Fixed Backoff Factor
pe= Wo (1 —pe)+1—rp, (1) Our purpose is to find the optimum values of elements
N-1 of ¢, such thatps,.. = Np; (1 —1/r) is maximized, while
“ = following conditions hold:
l=pe=Y G|1-p > ¢ @)

Psuce = Npt (]- - pc) (3) Iil C -1

L-1 T T
Pav = Z C’LPZ/(l _pc> (4) -1 P,
=0 —Npe J50 G
Proof: Z Ge NPt =i G =1 1/r.
1=0

(1) has been proven in [13].

Based on the assumption pkrfectmodel, a packet with By defining3; = Nptz Cg for0<i<L-1,0_4=
power P; will capture the channel iff no other packet has beeg; = ¢ and noting that is flxed the problem can be rephrased
transmitted with power level equal to or greater thanThis as maximizing8, = Np,, while satisfying the following

proves (2). condition:
Psuce 1S the probability that a node out df nodes makes 1

a transmission and does _not face collision. This proves (3). Z (B; = Bis1) e P =By (1—1/r). (8)
A sample power required for a successful transmission o

_ \"o© i i (9)

C??) be e'xp'ressed =3 e’ (1= pe) 2jg 7, Where By differentiating with respect tQ3y, s, ..., Sr.—1 we will
P;77,0<j<i, are consecutive i.i.d. power levels used fopyye-
retransmitting a packet until a successful transmission occurs 3; 8 = PP _1 9)
at thez“‘ transmission. Definind’,, as E{P} and noting that R ’
E{PY} = E71 ¢, Py, the proof of (4) will be complete. It for 1 < i < L — 1. Substituting (9) in (8), we will arrive at
should be noted that, our system model considers the averttye following system of equations for=1,2,..., L — 1:
condition, where the average probability of collision has been 5o By
assumed to be independent of transmission powef&, In Fo(1=1/r)+ (1= PBo+f)e™ —e =0, (10)
fact, both the number of _retransmissioh%md probabilities Biyr — By = PP — 1.
of collision depend onP(] Considering this dependence
calculation of P,,, will be a little bit more complex, however,
after some manipulations, similar to the approach presente
[4], the final result will be the same as (4). for 0 <BZJ1< /Lﬁf it ﬁg,:ﬁ szgmr;:)t/k:gu;tgon that > Bier,

For the case of infinite number of nodes, which is the main, . o der to prove the inefficiency of using fixed backoff
focus of this paper, we will have: factors with ORPSAs, we will calculate the throughput of
5 the derived ORPSA with infinite number of power levels. By

defining the sequence of functiong,(z) = x andgg1 (z) =

In order to prove (5), suppose thatiy .. p; > 0, then from 1 —¢~#*(*) for k > 0, it should be obvious from (9) that}, —
(2), we will havep, = 1, as N tends to infinity, which is a Fr+1 = gk+1 (fo — f1) for k =0,1,..., L — 1. Consequently,
contradiction. Also, by combining (5) and (1),

By solving these equationsj; can be calculated, based
OFn which the optimum( can be expressed as; =

li = 0.
Ngnocpt

3Noting that most of the equations of this paper are related to the “infinite
(6) nodes” scenario, théimpy_ .., symbol will be omitted for convenience.

]Vll_rgo Pe = 1/7“. Consideration of “finite nodes” case will be explicitly mentioned.



we will have By = 31, gx (Bo — (1), therefore noting that .
Bo = Np¢, throughput can be expressed as: T~
1.4} = B

LlilI;op(‘z1Lcc:L1LH;OﬁO(1_1/r) 13l \\“-““_‘¥“‘ ]

o0
= (1=1/r) Y 0 (@) Lo 1 (5050 A ’
k=1 11F 4
However, it can be shown tha} ;- , gx (z) diverges for 1 1
any x > 0. Therefore, for a meaningful value of,,., 0ol i
limy, . (6o — B1) needs to be zero. Also, the last term of I
the above summation needs to tend to zeroLatends to 08 ’ ‘ : i |
infinity, therefore limy, .o Br—1 = limy .o g1 (Bo — 01) = 07F 1
0. Combining these with (10), we will have, el =~ optimum backoff factor] |
. — lim Bo optimum throughput
Jim By (1—1/r)+e == —1=0 I T R e S
Number of power levels
or — lim payee/(1-1/7)
LIEI;O Psucc €t —1=0. 11) Fig. 2. Optimum throughput and optimum backoff factor for different number

) ] of power levels.
It is obvious from (11) that, for any > 1, limy, . oo Psuce < 1.

This observation proves the inefficiency of fixed backoff factor .
scenario and encourages the use of backoff factors whieptimum values of throughput derived here are exactly the
depend on the number of power levels. We will discuss th@me as the optimum throughput values of [1]. This can be
problem in the next subsection. justified as follows. In [1], the author has assumed a Poisson
model for network load, which is distributed ovérpossible
. transmission powers according to a predetermined scheme. In
B. Variable Backoff Factor , :
) . . ) . fact, the traffic of the EB model becomes a Poisson random

In this subsection, we will derive ORPSA with EB retransygriaple with the average value ofp;, when the number of
mission scheme, for which the backoff factor depends on tiges tends to infinity. When we letto be variable, we are
number of power levels. The problem Is to find the optimungy|ying the same problem of [1], which is to find the optimum
¢ SUCh_ th_atpsucc is maximized, Wh”ezz':o_@i = 1. Using  gcheme of distributing traffic over available power levels.
the definition of 3 = {5_1, 8o, ..., B—1, AL} in the previous
subsection, the problem is to find the optimyinsuch that ¢ ORPSA Dependence on the Number of Nodes

is maximized: . . ,
Psuce As mentioned earlier, we have mainly focused on the

L-1 optimization problem for the case of infinite number of nodes,
Pouce = Y _ (Bi = Bip1) e . (12)  where we do not have any information of the number of nodes
i=0 present in the network. In this subsection, we will solve the
By differentiating with respect t@; for 0 < i < L — 1, we problem for a given number of nodeg, and will compare
will have: the throughput values of this locally optimized algorithm
Biy1 — B = P Pimr 1, (13) with the throughput of the ORPSA derived in the previous

Substituting this in (12 il h _ _p,., Subsection. Due to the inefficiency of fixed backoff factor,
ubstituting this in (12), we Wil Navepsyc. = ¢ . only variable backoff factors will be considered hereafter. By
Equation (13), can be easily solved and the final solution Rini ; L-1 ;L ;

. fining 8, = pv>_._. ¢y B4 = 1 and 8, = 0, from (2)
the problem can be expressed as follows. Define the sequepce 3).p can b]e lexpressed as:
{d;};2,, such thatdy = 1 anddy, = 1 — e~%-1 for k > 0. 1rsuee '
The optimum values of, ps... andr can be expressed as:

L—1
Psuce = N Z (51/ - 51{4»1) (1 - 61()]\771' (14)

d; i=0
C‘ = — ) . A .
' Zf:ol d; By differentiating with respect t@;, for 0 <i < L — 1, we
_ o—dr 1 will have:
psucc =e Y

-1 1-3 1—-8_ \V !
succ a— = N i1
Topt = (1—%_% ) : e < ( 1—p; ) ’
J

>
, ] =0 for 0 < i < L — 1. After solving the above equations, the
It is easy to show thatlim;..cd; = 0. Therefore, ,uimm throughput can be calculated from (14) and optimum
limz oo Psuce = 1. PMF can be expressed as= (3] — 3/,) /5. Also, noting
Fig. 2 shows optimum throughput and backoff factor fotrhatpt — 8, it is obvious from (1) and (3) that:
different number of power levels. It should be noted that the NG D
_ o \”" —

“Note that,3_1 and 3y, are fixed. Psuce = r—WoBh/ (2 -5’




power of RNG-REQ packet is increased in an exponential
manner until an ACK is received.

A. Optimum Power-Throughput Characteristic

In this subsection, we will present the power-throughput
characteristic of ORPSA with limited average power. For
probability of collision, we will use (2) which has formulated
the probability of collision withperfectmodel. By adopting
the definition of3 from IlIlLA and by combining (3), (4) and
(7), we will have:

L—1
e e —— _ B ) e P
o5k P optimized for finite N | | Dsuce = Z (ﬁl ﬁH—l) € ’ (15)
-7 — — — optimized for infinite N =0
162 L-1 ‘
N Pavpsucc - Z (ﬁl - ﬁiJrl) R'.
=0

Fig. 3. Comparison of the performance of the optimized algorithm f

specific number of nodes with the case where the PMF and backoff factor?rgsed_ on these equatlonsf Ou_r purp_ose IS maxm@m_;g_c
optimized for infinite number of nodes. for a fixed value ofP,,, which is equivalent to maximizing

(16), while (17) holds:

L-1

from which, the amount of optimum backoff factog,,; can be Z (B — Bis1) R, (16)
calculated. Fig. 3 compares the throughput values, for the case =0

of optimized PMF and backoff factor for a specific value of L—1 L—1

N, with the case where the PMF and backoff factor optimized > (8; — 8is1) e ¥ = > (8 — Bi1) R/ Pav. (17)
for infinite N are used. As it is shown in Fig. 3, for large i=0 i=0

enough number of nodes, the ORPSA optimized for infinite By adopting Lagrange’s method:
leads to very similar results obtained by the locally optimized

Igorithm. T > '
algorithm V{Z (Bi — Big1) e Pi — Z (Bi = Bit1) R/ Pav}
i=0 1=0

IV. ORPSAWITH CONSTRAINED POWER BUDGET L-1 ,
o _ _ o VI (Bi = Bira) R'Y,
In this section, we will study the problem of ORPSA with i—0
limited average power. F|r§t,_we will derive the °p“”.‘“”5n after some manipulations, we will get to the following
power-throughput characteristic based on the assumptlonsy tem of equations:
perfectcapture model and make a comparison with the power- '
throughput characteristic of a random power selection algo- 3, , = %~ Fi-1 4 AR 4 3; — 1, 0<i<L -1

rithm which uses uniform PMF for power selection. Then, we L—1 A (RE-1)
will introduce an approximate method to conform therfect Z (Bi — Biz1) R'/Pyy = e P - )
model results t&SIR-basednodel. i=0 R-1

We will consider a set of Iogarithm?cally equi-spaced pOWeEkfer solving the above equation férand 3 (note that3_, =
levels, {1, R, R?, ---yRL_l}v where 2 is the power step. The , and; = 0), throughput can be calculated from (15). Also,
reasons for choosing such power set are as follows: the optimum can be expressed a3,= (6; — fi+1) /o, and

« The goal is to study the effect of increasing the numbeptimum backoff factor will ber,,, =1/ (1 — psuce/5o)-

of power levels in the power-throughput characteristic. Fig. 4 shows the power-throughput characteristic Zox
Therefore, we need the power levels to be clearly dig- < 6, with R = 10. It should be noted that the power-
cernible from the view of capture capability. This featuréhroughput characteristic is defined as a function of power
does not take place when the power levels are lineattydget instead of,,, and the maximum achievable throughput
equi-spaced. with the average power lower than a determined power budget

« It has been shown that linearly equi-spaced power levdias been considered as the performance criteria. Also, it should

are too far from optimum power levels, while logarithbe clear from the optimization process that, the value of
mically equi-spaced power levels can be considered pswer step R) has a direct effect on the power-throughput
sub-optimum solutions to the problem of optimum powetharacteristic. We will get back to this issue in IV.B.

levels with the model described in [3].

o Logarithmically equi-spaced power levels have been Con_SAIthough the power step h_as bee_n left as a design parameter in IEE_E
id d f tical t desi = le.ini 802.16 standard, such power increasing capability has mainly been consid-
sidered for practical system designs. For example, 1N Mireq 1o serve as a ranging mechanism rather than throughput improvement

tialization phase of 802.16 systems [14], the transmissi@amorithm which may exploit the “capture effect”.
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Fig. 4.  Optimum power-throughput characteristic and comparison witflg. 5. ORPSA characteristic for different power steps. Very high throughput
characteristic of a random algorithm which uses uniform PN 10). values can be achieved by using small power steps and considerably low power
budget costs.

As it is evident from Fig. 4, the main disadvantage of

ORPSA is its high power cost for throughput ImprovemenFiigher throughput values are achieved. In other words, it is

This cost increases with the number of power levels. For” - . :
example, forL — 2 throughput improvement is abo0t023 ossible to get very high throughput values by almost paying

per 1db increase in power budget while it is only003 for nothlhg from Fh-e average_pcl)wer point of view. .
L — 6. Therefore, ORPSAs are only appealing with small This superficial contradiction stems from the fact that, with
number of power I'evels. small power steps thperfectmodel capture scenarios rarely

In order to show how ORPSA performs in comparison withOmPly with the _capture condition &IR-basedmodel. For
other random power selection algorithms, we will derive th§X@mPple, assuming/ R, = 4, R = 3 and perfectcapture
power-throughput characteristic of a power selection algorithfjodel, a packet with power level af = R = 3 will be
which uses uniform PMF for power selection. From (2),(3),(£fjt,’Ie to capture the channel against any number of packets
and (6), and by considering = 1/, we will have: with power level of P, = 1, however, it cannot capture the

channel in presence of even one packet frBgnlevel, when
Np: (RL - 1) SIR-basednodel is considered. On the other handRif= 10
L(R-1) ~ is considered as the power step, a packet with pader 10
(RY —1) (eNpe/E 1) will be able to capture the channel in presence of two or less
(R—1)(1—e ) packets fromP, and a packet fromP, = R? = 100 can
i capture the channel against 25 packets frepand many
For a fixedF,., psuc. can be calculated from the above equasiher combinations of packets from, and P,. Therefore,
tions. The power-throughput characteristic of this algorithRsting that in presence of the backoff algorithm the collision
has also been shown in Fig. 4. As can be verified in thig,e (i e. the number of simultaneously transmitted packets in
figure, the required power budget can be significantly reducgfe sjot) is considerably small, most of the capture scenarios
by use of the optimum algorithm. of the perfectmodel will comply with SIR-basedmodel, if
large enough power steps are used. For instance, in the above
B. SIR-based Capture Model example, if the backoff algorithm somehow ensures that the

The optimization process presented in IV.A is based dillision size in not greater than three, tperfectand SIR-
perfectcapture model. The reason is that the formulation &@sedmodel will be equivalent fo? = 10.
probability of collision withSIR-basednodel is too complex  These observations show thperfect model results are
to be considered in an analytical optimization problem (sewt directly applicable and, therefore, we will introduce an
[4]). On the other hand, thperfectcapture model seems tooapproximate method which will help us to translate the re-
simplistic to be considered for practical system designs amdlts of perfect model to SIR-basedmodel. Based on this
by considering such capture model, our optimization probleapproach, we will be able to present sub-optimum random
in IV.A has been completely independent of the capture ratijpower selection algorithms f@IR-basedapture model. This

In order to highlight the drawbacks of the earlier resultsub-optimum approach will yield sub-optimum power steps,
the power-throughput characteristic of ORPSA, introduced imumber of power levels, PMFs and backoff factors for a
IV.A, has been shown for three distinct power steps in Fig. §iven power budget constraint. In order to verify the accuracy
As can be observed, for a fixed power budget, as the powdranalysis, the sub-optimum power-throughput characteristic
steps gets smaller, the number of power levels increases avilll be compared with simulation results. Before continuing

Pavpsucc =

Pav:



the discussion, two key points should be mentioned. Note thatpg = 1. The equation (18) does not seem to reduce
i) The sub-optimum power-throughput characteristic whide a simple analytical expression since all the vector&fin ;

will be presented by the end of this subsection, should nate required to be known. Define/, , for 1<k<L — 1, as

be compared with optimum power-throughput characteristifsllows:

of IV.A for two reasons. First, these characteristics are based

on two basically different capture models. A meaningful com-

parison would be to compare the sub-optimum characteristics ~ (mx—1=[A] A m;=0, for 0<i<k—1) V

with optimum power-throughput characteristics derived basgd<m,;_,<|A| -1 A 0<m;<|R| — 1, for 0<i<k —1),

on SIR-basednodel, which we have been unable to present. i )

Second, the power step has been fixed perfect model WhereR is the power step and = R/SIRpn. It is easy to

power-throughput characteristics (see Figs. 4 and 5), whiiow that,M; _, C M,._,. Therefore,

in the following method, we will search for the power step E=1 ym, NN

which will maximize the throughput. In fact, for the power-  , >1_¢, = Z H i 'e—ki = k*1'

throughput characteristics of IV.A which are basedpanfect meM,_, i=0 my: LAt

capture model, an optimum power step does not exist. This

. . k=2 [R|-1 |, [A]-1 ymp_1

is due to the fact that changing power step does not have + H Z A o Z Ako1 e (19)

any effect on the capture condition and as we have discussed il ’

earlier, very high throughput values can be achieved by using

power steps slightly greater than one. It should be noted that, = 0. For the average conditional
i7) In the following method, we will only consider powerprobability of SIR-basedapture, conditioned operfectcap-

steps which are greater than the capture ratio. Although a caige, we should calculate the averageppfover k:

study of smaller power steps have been done for a specific  ,_, . ) .

power selection algorithm in [15], these power steps will not p= Z pi. - pr {power=R"*} - pr { success with R*}

be considered here. As discussed earlier, with small power pr {success}

meM,_, &

—Np:

m mp_1!

=0 m;=0 mp_—1=0

k=0
steps theperfectand SIR-basedmodels demonstrate consid- L1 N Tl
erably different behaviors and our approximation method will = D= PrCke pLil .
not be applicable anymore. F o Cre NP ok G
We will start by estimating th&IR-basedhroughput based
. Therefore,
on perfectmodel throughput. Assume that a packet with power P,
P, =R" 0 <k <L-1, has captured the channel based on - Zé:_ol exCre NPt ok G
the perfectmodel. Therefore, no node has made transmission I=pr< Ll e NP TG (20)
k=0 =

with power equal to or greater thaf, and the conditional
probability of choosingP; as transmission power becomes The value ofl — p represents the difference between two
¢ = Ci/Z?;é ¢j, for 0 < i < k — 1. Consequently, the capture models. For example= 0.9 means tha®0 percent of
probability ofm,; nodes transmitting witt®;, for0 < i < k—1, the cases which have resulted in successful transmissions with
will be: perfectmodel would have been successfuSiR-basednodel
was considered. Fig. 6 shows the maximum upper bound value
prim | perfecti} of (20) within the power budget ranges considered for each
N! N—o,, o N number of power levels foR = 10 (see Fig. 4). AsA gets
= (N —ow)! [T i (1—pt) *ZH) (peGi) larger, the space between power sté]) @nd capture ratio
o - - (SIR,,;,) increases and the two models will perform more

whereo,,, = Zf;ol m;. For the case of infinite number of similarly.
nodes, by using (5), we will get: Consideringy as a measure of closenesgeffectandSIR-
=1 ym basedcapture models, we will use the following approxima-
pr{m | perfecty} = H : 'e**i , tion for SIR-basedhroughput,
Ltomy!
=0 Throughput =~ p X Dsuce, (22)

where\; = Np.(/.
By defining py,, for 0<k<L—1, as the conditional probabil- where byp,... we mean theperfect model throughput. We
ity of capture withSIR-basednodel, given that @erfectmodel have considered the search rangéS¥R,,,;,, ST Rin—+10]ap
capture has been made by a packet with poRiee= R*, we for the power step. For a given value &, and for any
will have: R in this search range, the value éfis extracted from the
k=1 ym; corresponding optimum power-throughput characteristics of
pr = pr{SIRy | perfecty} = Y [ Ze ™, (18) IVA. For example, forP,, = 25db and R = 10, L will
mEMy,_; i=0 be 4. For given R and L values, the corresponding values
for 1 <k < L — 1, where, of ( and By = Np, are determined from the optimization
- k1 . process presented in IV.A. Incorporating these with (19) and
My, = {(mo,mu e 1) ZmiRi < R } . (20) and considering the inequalities as approximate vajues,
= STRmin will be determined and the throughput is calculated from (21).
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Fig. 6. Upper bound for maximum difference between the power-throughgtig. 7. Comparison of sub-optimum power-throughput characteristic for
characteristic of ORPSA based perfectand SIR-based capturenodel. random power section algorithms basedSiR-basedtapture model with the
simulation results fotN=100 and 1000 (Wp = 16, SIR,in = 6.0 db).
TABLE |
SUB-OPTIMUM POWER STEPS NUMBER OF POWER LEVELS, PMF AND
BACKOFF FACTOR FORDIFFERENT POWER BUDGET VALUES;
SIRin =6.0db

results lie above the sub-optimum characteristic, which verifies
our approach in introducing and presentation of lower bound
approximation for the behavior & R-basedanodel. Moreover,

[Powerbudget @] 5 | 15 [ 25 | 35 | 45 ] @& the number of nodes i_ncreases, the s.im_ulateq characteri_stic
Power step (db) | 6.000 | 12.026 | 12.997 | 12.997 | 12.026 gets closer to the sub-optimum characteristic derived assuming
No. of levels 2 3 4 4 6 the infinite nodes case.
PMF 0.8389 | 0.6194 | 0.4830 | 0.4279| 0.3617 At this point, we will finish discussion of the random power

0.1611 | 0.3637 | 0.3041 | 0.2701 | 0.2286 lecti | ith d in th ind f thi
0.0169 | 0.2123| 0.1962 | 0.1694 selection algorithms and In the remainder o IS paper, we

0.0006 | 0.1058 | 0.1346 will introduce the possibility of using deterministic power
0.1048 |  gselection algorithms instead of random techniques. The main
0.0010 ) : .
Backoff facior | 18801 15128 | 14337 | 14120 | 13604 advantage of these algorithms is that they do not require
Throughput 0.4063 | 0.5354 | 0.6217 | 0.6761 | 0.7127 any random power generator blocks. In contrast to random
algorithms where the selected power is independent of the
transmission history of packets, with deterministic approach
the transmission power will be a function of the number
Finally, the power step which results in highest throughpef collisions encountered. In section VI the system model
is considered as the sub-optimum power step for the givauill be presented. The unconstrained and constrained power
power budget and the corresponding values Iof ¢ and scenarios will be discussed in sections VII and VIII, based
r are considered as the sub-optimum values of number @f which sub-optimum deterministic power selection and sub-
power levels, PMF and backoff factor. Table | summarizesptimum power-throughput characteristics will be presented. It
these sub-optimum values and the corresponding sub-optimignimportant to note that these results will be basegberiect
throughput values for different values of power budget. capture model and from this point of view are comparable
In order to verify the presented sub-optimum powemwith the results of sections Il and IV.A. An approach similar
throughput characteristic f@IR-basednodel, we have simu- to IV.B may be used to adapt the results 8IR-basedtapture
lated networks o100 and1000 nodes, which use the presentednodel.
sub-optimum values oR, L, ¢ and r for power selection
and contention resolution. The initial contention window size V- MODELING OF EXPONENTIAL BACKOFF WITH
(W) and capture ratioqI R,,i») have beenl6 and 6.0 db, DETERMINISTIC POWER SELECTION ALGORITHMS
respectively. Each power budget and throughput pair has beehssume a set of available power level® =
recorded afterl00, 000,000 time slots, based o®IR-based {Py, Pi,...,P,—1}, where L is the number of power
capture model. Once again, it should be noted that the powkevels. By a deterministic power selection algorithm, we mean
throughput characteristic is defined as a function of powarfunction from the set of all nonnegative integersdoThis
budget instead of,,, and the maximum achievable throughputunction, represented by(™), determines the transmission
with the average power lower than a determined power budgetwer at backoff state, i.e. the (re)transmission power of a
has been considered as the output of our simulation. Fgacket which has had successive collisions.
7 compares the sub-optimum power-throughput characteristicThe EB model of [13] has been modified to describe the
with the simulation results. We observe that the simulatiaeterministic power selection scenario (Fig. 8). A node in state




i, will eventually transmit with power level equal 8 and | _4(p®)
will experience collision with the probability (P(i)), leading Y
to statei + 1, otherwise the node will get back to stéteThe

definitions of W,, andr are the same as in section II. po 1a(P?) [po a(PY)  alpt) [ pm jeP”)
The following theorem presents the basic relations whicl_state 0 state 1 state 1

we will use in analysis of deterministic algorithms. ""\\1 ~a(P") / /
Theorem 2:Consider a network ofV nodes which are ‘\*\ﬁjﬂ/ 7

using the algorithm depicted in Fig. 8 for contention resolution S _ 1-a(p®) /,//

and power selection. Defing, p;, psuce @and P,,, as the steady T

state probability of staté, : > 0, the average probability of
transmission, probability of successful transmission (throughg. 8. EB model Wltf(l )determmlstlc power selection algorithm. (A> node in
put) and average required power for a successful transmissigpLe?: ransmits with>* and faces collision with probabilitg F'*

respectively. Also, define,; = o (P;), for 0 < j < L — 1.

We will have: For the case of infinite number of nodes, we will have:
pi=p, [[ea(PV), iz0° (22) Jim p, =0, 27)
j:

2/ W Also, assuming thalim;_,.. P(*) exists and by definind< as
bt = S pert + 1/ W (23)  the least nonnegative integer such tid) = P), for all

Psuce = Npip, 4y 7> K, we will have: 1

> X ; (K)\ — =
Pu =S PO, /p, (25) Jim o (POO) = (28)
= For proof of (27), assume théitn y_... p; > 0, then from

(26),a; =1, 0 < j < L —1, which is a contradiction.
a;j=1—|1- Z DtPk , 0<ji<L -1 (26) In order to prove (28), we should note that the denominator

Proof: PIIZP, of (23) contains}_;° , pirt = p, %> (ra (P(K)))z,

- ) and other finite terms. It should be obvious that for a fi-
(22) is obvious from the presented model. nite N, a (P)) <1/r, otherwisep, will be 0, and from
(23) can be proven following exactly the same approaQQG) a;=0, 0<j<L — 1, which is a contradiction. There-

presented in [13]. th_,ooa (PUI)<1/r. Also, from (27) and the ex-

The probability of successful transmission is the probab|I|tt¥acted term from the denominator of (23), it is obvious that
that a node which may transmit in any state with pI’ObabllltMm a (P (K)) > 1/r. Combining these, the proof of (28)
pepi, © > 0, makes transmission and does not face colhsmwn be complete

Therefore: By combining (26) and (27) and by defining = Npp;,

i the expression of the probabilities of collision can be simpli-
Psuce = sztpi (1 -« (P( ))> = Np; Z (Pi — Dit1)- fied to:
1=0 1=0

This will prove (24).

. . . =1- — ., 0<j<L-1, (29
A packet which has been finally transmitted successfully at ! P Z T =)= (29)

statei with probability of (1 — a (P®))) ]_[;’;%J a (P(j>), has POzF;
experienced a transmission history with®), P(, ... and where,, = v, [[/-, o (P?).
PO, Therefore, noting (22), the average requwed power for By deriving the above basic relations, we will go through
successful transmission will be: the problem of Optimum Deterministic Power Selection Al-

gorithm (ODPSA) in sections VI and VII.

zio (1_a(p<i>))§a(pu>> (Zpu)

7=

VI. ODPSAWITH UNCONSTRAINED POWER BUDGET

oo i o In this section, we will discuss the optimum deterministic
=1/p, Z (pi — Pis1) <Z P(’“) = Z POy, /p,. algorithm without considering any limit on the average power.
i=0 k=0 i=0 Our goal is to find the power sequenf® (™} ™ which sat-
This proves (25). isfies (29) and yields optimum throughput. However, we were

(26) has simply formulated the probability of collisionunable to derive even approximate pattern of optimum power
based onperfect capture model. The probability of succes§eduence based on (29). Our further investigations showed
with transmission power ofP; is the probability that no that there are many power sequences that yield approximately

simultaneous packet has been transmitted with power eq&@me throughput values, but do not have considerably similar
to or greater tharP;. m patterns. In other words, the throughput of the deterministic

o algorithms is not a well-behaved function of the pattern of
®Define, ~5 ! to bel. the power sequences. Therefore, we have taken an indirect
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approach to derive optimum power deterministic power selec-
tion algorithms. First, we show that the throughput of ORPSA
is an upper bound for the throughput of ODPSA. Then, we

Initialize: power sequences ={ }

S =0,0<k<L-1

! —_
will present our search method for ODPSA based on which Vet =70
sub-optimum algorithms (sub-ODPSAs) will be derived. error =
Defining, 8; = > pu)> p, 7; @nd noting (29), we will have:
L-1 L-1 { For smte‘= 0to D-1
D BBue =3 | >, w|ew|= >,
i=0 =0 PO =p; PR >Pp;
L1 L1 *
. For each of the power sequences extracted up to here
_ (o) — o (PO P 4 P
T Y 0= Y Y (e (p)) [
=0 p()=p; i=0 p(H=p;
o0
e DD D N N e e ML LT
=0 p()=p; 7=0
Therefore, for the case of unlimited power budget, we have No
the same relation for throughput as (12) in 1ll.B, which Check if P: can be considered for the next
has formulated the throughput for random power selection backoff state:
scenario: S, 71 <d, +threshold
L-1
Yo=Y (Bi—Bixr)e . (30)
=0 YCS‘
Hence, with unlimited power budget, the throughput of CO“““:”TCVZ pow;r Sfeq“;nce fri’nt’ ttheéor:‘:ler;d p;’/‘f’er
. sequence by selecting [; for the next state. Update Ok, 7 nex
OPRSA v_v|II be an upper bound fgor the throughput of ODPSA. and error for newly constructed sequence:
By adopting the definition ofd;}$2, from section 1II.B, the S S, +y.

upper-bound-condition values of;, and~;, can be expressed

as fO”OWS: j//zexr A ynext *ak
L-1
Yo = efdé:l, (31) error < l/LZO:(dI. —S,.)2
L—-1 i=
a=1—e =i %, (32)
> v=di (33)
PO =pP; v

Select the power sequence with minimum error

for 0<i<L — 1. The next step toward ODPSA is to find the
power sequence{P(")}f;O, which satisfies (31), (32) and
(33). Instead of searching for such a power sequence, whidgt 9. The proposed search method for sub-ODPSA.

does not necessarily exist, we can consider the upper-bound-

condition collision probabilitiesy; of (32), and throughput . ) .

~, Of (31), and search for a power sequerfd&(™ o “for following variables are associated ¢achof the elements of

which the values of ;) _p. 7} for 0<i<L — 1, are closest APS:

to the upper-bound- condition values of (33). If we defile o Fork =1,2,...,L — 1, S will hold the summation of

as the depth of the searghhe problem will be to search for all +; for all indicesj of the power sequence, for which

{PM}P- L such that: P'U) = P,. S has been initially set to zero.
, 2 o 7.z Will hold the value ofy’ for the next backoff state or
1= sty , next level of search. In other words, if we are at the lével
Cuse = T 2; di— (2): Ui o (34) of search (<I<D —1), v},.,, will be ~/ ]'[;:O a (P'9)).
i= P =P,

Each time in the search process that the power level of

is minimized, Whereyj — ’Y Hk 0 (P’(k)) Note thatfyé — P, is considered for the next backoff st:_itgl_mt will be
5, - added toS), and updated te,,,«x. The initial value of
Fig. 9 shows an efficient and quick search method, which we  Vnea: IS Set toy] which is known from (31).
have used to achieve results close to ODPSA. In this methode €rror Which is used for choosing the power sequence
we construct a set of Acceptable Power Sequences (APS), With minimum deviation from upper-bound-condition
which is initially empty. This set is expanded at each level ~condition of (33), at the end of the search:
of the search, by checking the possibility of selecting any of L-1
the power levels for the next backoff state (search level). The error = — Z (d
7By depth of search, we mean the maximum number of backoff states =0
which we will consider in our search. At each step of the search process, the elements of the APS
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TABLE I

CONSTRUCTIONPROCESS OFAPSFORL = 2 AND D = 4;
threshold = 0
T °
\ Level 0 | Levell [ Level2 [ Level3 ] S S .
10,0} 10,0, 1} 0,0, 1,1} H H
0.9590 0.9590 0.9590
0 0.3440 0.5051
0.3440 0.1612 0.0755 o o
0.2006 0.0424 0.0089 * "7 Backoffstate * Backoff state
{0? 17 07 0}
0.8929 @ ()
0.4276
0.1296 :
{0,1,0} 0.0267
0.7318 10,1,0,1}
Seq. = {0} 0.4276 0.7318 L s
So = 0.5315 0.1612 0.5887 & E
S1=0 305’311}5 0.0569 0.0755 E; §
Vneat = 04276 0.4276 0.0369 :
error = 0.3096 0'2003 {0,1,1} {0,1,1,01
0.1307 0.5315 0.6253 oL i e B
0.6279 0.6279 Backoff state Backoff state
0.0939 0.0755 (©) (d)
0.1098 0.0702
Seq. = {1} {1,0} {1,0,0} {1,0,0,0} Fig. 10. Extracted power sequences for=9: (8) L = 2, e, = 2.16 X
So=0 0.2490 0.4493 0.6105 1075, threshold = 0; (0) L = 3, e,,4,, = 3.24 x 1075, threshold = 0;
51 =0.5315 0.5315 0.5315 0.5315 (€L =4, ey = 1.41 x 1074, threshold = 0.026v,; (d) L = 5,
Vnewt = 0-2490 0.2003 0.1612 0.1296 ersn = 3.90 X 1073, threshold = 0.142-,.
error = 0.5051 0.2871 0.1567 0.0809

and make exact analysis of these power sequéniés will
use the notationsy; and 4; for sub-ODPSASs, so that these

are checked to see if any of the power levels can be gyantities can be distinguished from those of upper bound
considered for their next backoff state. We have used thgndition. Noting (29) and defining;;, = 0, the following

following condition for checking this possibility: system of equations should be satisfied:
1—-q - .
Sk + Vhewt < di + threshold. —~a =exp | — Z ¥ l, 0<i<L—-1,(35)
1= dip Po—p,

The value ofthreshold is optional and controls the size ofwhich will have the following form after considering’(™) =
search. If the above condition holds, that power level is add&y_, for n > D:
to the power sequence to construct a new member of APS ‘

. ~ j<D
and the corresponding values 6f and~/ ., are calculated 1—aq; n Z S0 0<i<L—2
accordingly. If the condition cannot be satisfied by any of , i ’ - -

. P)=p;
the power levels, the selected power sequence will be deleted

1— a4

from APS. Table Il shows the construction process of APS n(1—ar )+ Ji) o To1Op oy 0
for L = 2 and D = 4. The Seq. symbol refers to a power L=t o BT 4, 0
I)=Pr,—1

sequence in APS. In order to save the space, the left side
symbols of column one have been omitted in other columpgere 3 = A, Hf;éd (P'™). This will lead to L + 1
of the table. The power sequence with the minimemor nknown variables?o_,do,dl, ... &, _,, with L equations. This
after a four level search is underlined in the table. is due to the fact that the upper-bound-condition equations
It should be noted that, this search method does not n€81), (32) and (33) do not give the corresponding value
essarily give the minimune,, ..., since we ignore all power of the backoff factor. Therefore, we will leave, , as an
sequences Withb,+7,,....>dir+thresold, and the algorithm optimization parameter. Noting (28), this is equivalent to
with minimum ey, sz Mmay be among these. However, withouteaving 7 as a variable to be optimized.
considering such constraint, the search will be extremely time-After solving the above equations, the value of through-
consuming. Moreover, the resulting power sequences willit, %,, can be calculated. In Fig. 11, these sub-optimum
perform very close to the upper bound of optimum throughpthroughput values have been compared with the throughput
as we will see in the remainder of this section. Fig. 10 shows ORPSA, which has been shown to be an upper bound
our search results and corresponding error values as defifmdthe throughput of ODPSA. As it is evident from Fig. 11,

in (34).
8Such a choice is obviously optional. Our choice in favoryf_, results
In the next step, we need to extend these power Sequenc%m the frequent appearance of this power level in higher states of the

construct sub-ODPSAs by definidgf(™ = P;,_, for n > D, extracted power sequences (see Fig 10).
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Fig. 11. Comparison of ORPSA throughput, as an upper bound for the
throughput of ODPSA, with throughput of sub-ODPSA and conjecturdlig. 12. Conjectural power sequence. The throughput of this algorithm has
sequencelp = 9). been compared with the throughput of sub-ODPSA and ORPSA in Fig. 11.

throughput values of sub-ODPSA are very close to throughpdiscussed in the previous section which will give the sub-
of ORPSA, which has been proven to be an upper bound @§timum characteristic. We will show that this sub-optimum
ODPSA throughput. Therefore, it is obvious that the proposeflaracteristic will perform very close to the upper bound.
algorithms will have very similar performance to ODPSA as prom (25) and definition of; and 3;, i > 0, the average

well. o . power can be expressed as:
Although our approach in this section presents a method to

drive sub-optimum deterministic power selection algorithms oo L-1
(power sequences), we have not given a general v!sual pattern P, = Z PO, /% = Z P; Z Yi Yo (36)
of such power sequences. For this purpose, we will present a i=0 i=0

PG =P,
conjectural sequence for ODPSA. This scheme is depicted in L—1

Fig. 12 and has been constructed based on the similarities =1/, Z (Bi — Bix1) Pi.
of the sub-optimum power sequences (see Fig. 10). The i=0

throughput of this power selection algorithm can be calculated

from similar equations, discussed for sub-optimum algorithndS discussed in section IV, we will coznsiderLIogarithmicaIIy
and has been included in Fig. 11. equi-spaced power level® = {1,R, R?,..., R*~'}, where

As mentioned in the beginning of this section, the througH? 1S the power step. Therefore, we will have:

put of deterministic power selection algorithms is not a well- -1

behaved function of the pattern of the power sequences. — A —Bi
Yo (52 5z+1) €

However, some general rules can be extracted about the pattern =0

of the optimum power sequences. For example, by considering L—1

(33) and noting thaf{d;};°, is a decreasing sequence (see P, =1/, Z (B; — Biy1) R

I11.B), we conclude tha{}" ., _p. yj}f:_ol is decreasing with i=0

) . o = .
respect ta. Noting that{v; }j=0 Is a decreasing sequence, ONft is evident that the above equations constitute exactly the

way of satisfying the decreasing tre”d{OZpuq:Pi b With  same optimization problem discussed in IV.A, for limited
respect toi, is to use smaller power levels in lower backoff,,yer budget scenario. Consequently, the power-throughput
states and larger power levels in higher backoff states. Thi§a acteristic of ORPSA can be considered as an upper
conclusion justifies the pattern of conjectural sequence in Figy \nd for that of ODPSA. After calculating the upper-bound-
12. condition values ofy,, a; and przpi ~; for 0<i<L — 1,
a search algorithm similar to one shown in Fig. 9 can be used
VII. ODPSAwITH CONSTRAINED POWER BUDGET to find power sequence{:P’(”)}D_l, which will be close

n=0

In this section, we will discuss the power-throughput chagnough to the upper bound conditions. Then, by repeating the
acteristic of ODPSA. Our purpose is to find a power sequentast power level,P'(™ = P'(P=1 for n > D, sub-ODPSAs
which has maximum value of throughput for a predetermingdll be constructed. These sub-optimum power sequences
value of average power. We will first prove that the chashould be analyzed in order to reveal exact values of through-
acteristic of ORPSA will be an upper bound for that oput,¥,, and probabilities of collisiong; for 0 <i < L — 1.
ODPSA. Next, we will use a search method similar to that Considering (35) and (36), the following system of equa-
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Fig. 13. Comparison of power-throughput characteristic of sub-ODPSA and

conjectural sequence with the characteristic of ORPSA, which is shown to
an upper bound for the characteristic of ODPSA £ 9 and R = 10).

tions should be satisfied:
1— &

=exp|— Y 4|, 0<i<L-1,
P& =p;

Z ﬁ/j/’?o

PG =P,

1—ai

L—-1
>
=0

— P, =0.

Assume that* is the index of the power level used for state

D — 1, i.e. P'P~1) = P,.. Noting that this power level has
been repeated for states> D, the above equations will have
the following form:

13

VIII. CONCLUSION

In this paper, we discussed optimum random and deter-
ministic power selection algorithms in conjunction with ex-
ponential backoff retransmission scheme in Aloha networks.
For random algorithms, we first proved the inefficiency of
fixed backoff factors and then by considering the constrained
power budget scenario, optimum random power-throughput
characteristics were derived based marfectcapture model.
Finally, by presenting an approximate method we were able
to extend theperfect model characteristics t&IR-based
model sub-optimum power-throughput characteristics, based
on which, sub-optimum power steps, number of power levels,
PMFs and backoff factors were presented for given power-
budget constraints. Next, we introduced the possibility of
using deterministic power selection algorithms. It was shown
that optimum random algorithms outperform deterministic
ones both in constrained and un-constrained power budget
sgenarios. However, by introducing a search method we were
able to present sub-optimum deterministic algorithms and
sub-optimum deterministic power-throughput characteristics,
which were shown to have a performance very close to that
of optimum random algorithms. The closeness of random and
deterministic power-throughput characteristics, encourages use
of deterministic power selection algorithms with which no
random power generator block will be needed. Similar ap-
proaches, as those presented for random algorithms, can be
used to adapt the determinisfierfectmodel results tdSIR-
basedmodel.
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