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Abstract—Network coding and cooperative diversity have each cooperative-based scheduling scheme with network coding
extensively been explored in the literature as a means to setan- \which has not been done before. The proposed cooperative
tially improve the performance of wireless networks. Yet, ittle transmission scheme is done by exploiting a relatively smal

work has been conducted to compare their performance under a b f . ho h read fully decoded
common framework. Our goal in this paper is to fill in this gap. NUMPEr Of receivers who have already successiully decode

Specifically, we consider a single-hop wireless network csisting the packet to cooperatively transmit the packet to the rést o
of a base station andN receivers. We perform an asymptotic network. This amounts to a distributed multi-antenna syste

analysis, asN — oo, of the expected delay associated with the with substantial diversity gain benefit and reduction ineher
broadcasting of a file consisting of K packets. We show that if probability [12] [13], [14].

K is fixed, cooperation outperforms network coding, in the sese ds thi d | d he del
that the expected delay is proportional to K (and thus within Towards this end, we analyze and compare the delay per-

a constant factor of the optimal delay) in the former case wHe formance of network coding and cooperation in a single-hop
it grows logarithmically with N in the latter case. On the other wireless network (i.e., downlink) composed of one baséostat

hand, if K grows with V at a rate at least as fast aglog N)", for ~ and v nodes. Single-hop means that all nodes can communi-
r > 1, then we show that the average delay of network coding o0 girectly with each other. In the cooperative scheme thi

is also proportional to K and lower than the average delay of | K bei imul | ittethe
cooperation if the packet error probability is smaller than 0.36. fanslates to packets being simuitaneously transmittethey

Our analytical findings are validated through extensive nunerical base station and a subset of nodes serving as relays. We pro-
simulations. vide closed-form asymptotic expressions for the averatgyde

of these two schemes, @ — co. In particular, for network
| INTRODUCTION cpdmg, we show that if the number of packéfsof the file |1s
fixed, then the average delay scales likg, ,, N wherep,

Significant breakthroughs in wireless technology over the \he error probability of the link between the transmitied
past decade have enabled implementation of third genarat;aqw receiver. As the number of packets increases, even poly-

cellular systems capable of offering services traditin@ore |5 qarithmically with IV, it is shown that the delay achieved by
applicable to wireline networks. In particular, the growin hayork coding is proportional té. On the other hand, for
use of cellular systems has lead to demand for broadcas%peration the average delay is proportionalifofor any
services requiring simultaneous data tr_ansmission toijpheilt K, and thus achieves performance within a constant factor
users. Notable examples of such services include podgastifj the optimal delay. This result holds even if a relatively
and distributions of software updates [1]. small number of receivers are allowed to cooperate, in fact

It has been recently shown that network coding provideg ¢a, as(log N)" for r > 1, to achieve near-optimal delay
the maximum achievable throughput gains for multicast a’b%rformance.

broadcast wired networks [2], [7], [8]. In wireless netwsrk Our results imply that when the number of packéfsis

network coding has been proposed for disseminating infommuch smaller thanV, the cooperative scheme outperforms
tion to all receivers [3] and has been shown to provide exc‘fwlétwork coding. However, a& grows logarithmically with\
lent delay performance compared to round-robin SChed“"r}ﬂfaster, the average delay of network coding is within &dfiac
in particular, for large file sizes. In this context, the gela of 1 + —L  of the optimal delay, lower than the average
defined as the average number of packet transmissionsmtrqj{élay ol?gclcggeperation for the practical cage < 0.36. Note
mit a file consisting off” packets to allV receivers. Network ., °for the sake of tractability, our analysis ignoresrbead

coding relle_s on _the transml_ssu_)n_ of algebraic combinatium associated with the implementation of the studied schemes.
K packets implying that the individual packets can be deCOd? us, our results should be interpreted as lower bounds on
only after the correct reception of at leds§tcombinations [2]. practical delay performance

In this paper, we propose acqoperative transmiss_ion schem he rest of the paper is organized as follows. In Section
based on ro_und-robln scheduling as an _a_llternanve f”ethﬁ’,%e introduce our network model and underlying statastic
t_hat _substannally_ reduces the error prabability of the_e\lrass assumptions. In Section Ill, we provide delay bounds for the
link- in re-transmissions of a packet and therefore IMProVseline, traditional round-robin scheduling. In Sectidh
the transmission delay. We compare the delay benefit of ﬂgﬁd V. we respectively analyze the asymptotic performance

The results of this paper have been presented in part in 2@0fef@nce
on Information Science and Systems (CISS). In our analysisp. is assumed to be fixed independent/éf



of random linear coding and cooperation for large networlsgquentially until every user is able to decode all thie
and different regimes of file sizes. In Section VI, we presepiackets. We assume that the base station stops scheduling a
numerical results comparing the performance of the tweertain packet once every node received it. All outstanding

strategies. We conclude the paper in Section VII. packets are cyclicly scheduled by the base station at régula
spaced time slots until all nodes successfully received the
Il. SYSTEM MODEL whole file. To simplify the analysis, we ignore the overhead

. . - . of the control channel.
We consider a cellular downlink consisting of a single P o
. . . Denote by D the number of transmissions of packet
antenna base station aid single antenna receivers. We are n . .
. . ' e needed for usen to receive packet. The random variable
concerned with the case where a single file, consistingof 7~ . o : .
is geometrically distributed with probability of success

packets, is demanded by all the receivers in the network. 1@— ). A packet transmission is considered successful once
are interested in finding the average file transfer delaynddfi Pe)- AP

as the minimum number of channel uses that guarantéte'§ received by all nodes in the network. LBF represent the

, : number of transmissions of the packetuntil its successful
complete download of the whole file by all nodes in the i .
network reception by all users. Therefore, theth packet delay is

. % b o .
Files are segmented into packets to be transmitted in tirﬁ'é/en by D¥ = maxn=,,.N Dy. Since different packet

slotted manner, with a single packet transmission requvime ransmissions are non-overlapping in the scheduling mbee,

. . . o K k
time slot. The transmission takes place over a time Varyiﬁléel_completlc;)n delaybls C‘ZICUIath @R? - |Zk:113 d |
broadcast channel. The assumed channel is Rayleigh bIock—Oc\jN(Tr a? ltJr?per l_oun son eto%{malgxppec € (':tci)omp e
fading that changes independently from one block to therothgo.n elay for this poliCy are presented in [ ) I roposi

ng properties of stochastic ordering. This result israep

One channel block corresponds to one time slot and, thus, O:ﬁé dh ¢ let
packet transmission. uced here, for Completeness.

In wireless channels, packets are usually dropped WherProposition 3.1:Consider the time slotted broadcasting of

the channel goes into deep fade resulting in an outage.a\rglmgleK'paCket file to all N users. Under a round-robin

particular, the outage happens when instantaneous charﬁr‘f eduling, the expected delay, denotediyp z x|, is given

capacity falls below the amount of information carried ie th

packet [1_1]. Therefore, we can model the channel from the E[Dgrg] = Klog, ,, (N) +O(1). (1)

base station to the-th receiver as a random on/off channel

with parameterp, representing the probability of ‘off’ or for large V and anyK.

outage state. Since fading is independent across time @ng,us 1his result shows, that for larg#’, the delay of a round-

the error events are similarly independent across time af@Pin scheme in a noisy channel can be substantially worse

uSsers. than in a noiseless channel. In the next section, we show that
We assume that the network is homogeneous implying tHAiS 1arge gap, i.elog,,, N, can be reduced using random

the channels between any user and the base station have i¢BRar coding, but only fors" growing fast enough withv.

tical and independent distribution. In a cooperative salird

scenario, analyzed in more detail in a subsequent sectens u IV. RANDOM LINEAR CODING

that have correctly received a packet can potentially a@l th . . .
O e In this section we analyze the scaling law of the expected
base station in future transmissions of the same packet. WV . . . .
. delay achieved by a random linear coding (RLC) policy. In
assume that channels between any user acting as a tramsmit ) .
a sloti, where a slot corresponds to the duration of a packet
transmission, the transmitted packet is actually compated

and all users acting as receivers are independent andadbynti
distributed, with the same dlstnb_utlon as the distribotiof a {i_near combination of all packets?[i] — Z?:l anli] Pe,
channels between the base station and any user. In our $8EH thata i] € F, for eachk € {1 K} and where
up, we assume that each receiver has perfect knowledge Ofs'lg?epresen];s the s?ze of the finite é(;éff’icient fietd [9]
own chanpel state toward the base stat.lon and. Users ac &ﬁiCientSak[i] are chosen uniformly at random over the
as transmitters, but the channel state information (CSI) 1814 F. for eachk
unknown to transmitters. In this paper, we are interested In__ ¢ . i . .
characterizing the average delay for the regime of lakge Each receiver stores all correctly received packets ug unti
and for various regime ofc. ie. K fixed or arowing with & time it collectsK linearly independent combinations. The
N 9 T 9 9 expected number of successful receptions before a user re-
'It is quite clear that the lower bounds on the minimu ceivesK linearly independent combinations is upper bounded
dela fc?r sending theX packets to all users ig(. In the rBy Kq/(q = 1) 4], 5], [6]. Notice also that it is impossible
nextysection Wegshow tﬁat the delav of a sim 'Ie Iaintefcfr a receiver to successfully decoddsapacket file with less
- o =y b€, p than K successful receptions. In this paper we assume that the
round-robin transmission can be significantly worse that thupper bound is tight and made close bby choosing field
of the lower bound. size ¢ sufficiently large. We also ignore the communication
overhead of network coding. Then, by standard linear coding
arguments, the mean completion time of tiepacket file is
In this section, we consider a simple round-robin trangqual toE[max,—1, .~ T,], whereT,, is the minimum number

mission scheme in which the base station sends each paaketime slots beforeK transmissions can be successfully

.....

IIl. ROUND-ROBIN SCHEDULING



decoded by node.. The random variabld’, is the sum of orderingY, <, X, <.;Z, leading to
K independent geometric random variables and tfjshas
a negative binomial distribution with parametdrs- p. and E[nff%?(]v Yu] < E[Drec] < E[nfﬁ)_{]\; Zn] )

K. Denote the file transmission delay of the random “ne%here we used the fact thEf D e = Efmax,_r _y X,

ggﬁallngispoil\llzs:] t:)yD[g]L_c' Then, the average file transmission Now, we evaluate the asymptotic behavior of the bounds.
yisg y sk In fact, the distribution ofY,, can be written as

B K—-1 (/\CC)Z B
E[Drrc] = K (2) Fy, (z) = Z - exp Az
0o N t -1 i=0 .
T Z 1= H (Z (K— 1)pg_K(1 _pe)Kﬂ as Y, is the sum of K exponentially distributed random
=K =1 AT=K variables. Therefore,
To gain more insight into behavior of the expected delay 1 [o°
for large networks, we provide an asymptotic analysis of the E[ max Y] = X/ (1—(1=Sk(x)e )Nz  (4)
delay in the regime of largéy and for different cases of file e o
length K where K is fixed, K grows logarithmically withV, where Sy (x) = ZiK:gl % and A = log 1/p.. The asymptotic
and finally K grows faster than logarithmically withv. behavior of the integral in (4) is studied in [16] in a diffate

Theorem 4.1:Consider the setting of Proposition 3.1. Un€ontext for largeN. When K is fixed, it is shown that the
der randomized linear coding strategy and for lafge the right hand side of (4) scales like,
scaling law of the average delay in sending the file of dize

packets to allN users is given by, FUog N + (K —1)loglog N + o(loglog NV)), (5)
1) For fixed K, which leads to a lower bound on the expected delay. We can
E[Dprc] = also find an upper bound by evaluatiifnax,—1,. .y Z,] and

noting thatF, (z) = Fy, (r — K) andE[max,—1_ n Z,] =
K + E[max,=1, .~ Y,]. Therefore, we get
2) For K growing logarithmically withV, i.e., K = log N, E[ max Z,] = K 6)

n=1,...N
E[Drrc] = 51K + o(log N),

1
+—(log N + (K — 1) loglog N + o(loglog N)).
where3.146/(log 1 /p.) < /1 < 1+ 3.146/(log1/p.). 308 N + (K —1)loglog N + o(log log )
3) For K growing faster tharflog N)", wherer > 1, Substituting (5) and (7) into (3), we obtain the first part of
B . the theorem. The proofs of the second and third parts follow
E[Drro] = B2/ +o((log N)'), the same line as the proof of the first part, appealing argtsnen
wherel/(log1/p.) < B2 <1+ 1/(log1/pe). similar to those developed in [16] and [17] Section 5.7.5. We

] . . omit the proof for the sake of brevitll
Proof: We first obtain lower and upper bounds on the expectegjrheorem 4.1 implies that whef is fixed, the delay per-

delay using the properties of stochastic ordering as in'[lTl)rmance of RLC in a noisy channel can be much worse than

Nexé, g_lveThthe uppe:e}[_nd lOW(la‘trbelt"r?d?.o? the expected de A4t of the noiseless channels, even though the performance
we derive the asymptotic result for the first momentdf,c is K times better than that of the round robin scheduling

for different regions ofK" and.N. obtained in Section 3. A grows slowly with N, i.e., only

logy,, N + (K —1)log; /,, log N + o(loglog N).

hAS mentifoned_ %RLC d: maxXp=1,..N Tn yvrg)(lerean_ IS Jogarithmically with NV, the delay scales linearly with' and
the sum of K ndepen eknt geometric vanables,, 1.€., he performance gap is at mast- 3.146/(log 1 /p.). Finally,
Tp = Y= Tn. Here T has a geometric distributionit - grows faster than logarithmically withy, the expected

with parameterl — p.. An equivalent continuous random
variable X¥ with the same mean has the pdiz) =
Yoo P (1 — pe)d(z — i) whered(z) is the Dirac’s delta
function. The complementary cumulative distribution ftioe channel.

. . . _ Jx]-1
(CCDF) of this \(arlable i () = Pe for z >0. In the next section, we show that for fixed or slowly growing
Now we consider an exponential random variabje with g the performance gap between noisy and noiseless channels

parameten = log 1/p. that has the CCDF ofyx () = p¢.  can be further reduced using cooperative transmissions.
We further definez% = Y,¥ + 1 with CCDF of F: (x) =
min(1,p?~!). The CCDFs of X* V¥ ZF clearly satisfy
Fyr(z) < Fyi(x) < Fzi(x) implying by definition the
desired stochastic ordering &f <, X}<,,Zk. Note that the  |n this section we describe and analyze a cooperative
notation X <;; Z denotes that the random variabk is scheduling strategy. The idea behind this strategy lieshen t
stochastically dominated by the random variaisle simple observation that a successful file download by altaise
Finally, we considerX,, = Z?:l XEY, = Z?:l V¥ and in the scheduling mode requires repeated transmissions of

Zn = Zszl ZF. These variables have the same stochastite same packet. Therefore at the beginning of the second

delay of RLC is at mostl + 1/(log1/p.) worse than in a
noiseless channel. Note that far < 0.36, the expected delay
of RLC is within a factor of2 of the delay in a noiseless

V. COOPERATIVE SCHEDULING



transmission of a packet, there exist additional spatidity

persed nodes that can decode the packet successfully wjth .
high probability. Therefore, these nodes can collaborate i [Dstager]
transmitting the packet to the rest of the users. In padigul
?t is well known that by using space time coding, ?igniﬁcanvtvhere we used the fact thdk[Dyuye] is bounded by
improvement on the error probability can be obtained usi g N using the result of Proposition 3.1. We can further
collaborative nodes [19]. The gain is due to the fact that theoL/pe g P o

fading channels corresponding to the different transm,i,tteprove that ford = (log N)",

P{N{ > M} +log,,, N x P{N} < M}

<
< 1+1og1/p6N><]P’{Nsk<M}

i.e., the base station ardd cooperative nodes, are independent M1 _ _
leading to better error probability via space diversity. P{N} < M} = Z < ; >Pé\”(1 —pe)'

The packet loss probability in point-to-point MIMO chan- =0
nels is commonly characterized through a diversity ghand = e Nlogl/petolN), (1)

a coding gaim asp. = ap~¢, wherep is the signal to noise

ratio [19]. The diversity gain of multi-antenna transmiste | ‘e oo boundingl —p. )’ with 1 and then replacing the

have bienezv\\ifell Sltutd'Ed |n_t:he Ilteréa\ture. In tpartlcular,m leftover summation byl/ times its maximal element achieved
case wherel/ + 1 transmitters and one antenna receiver, It ., | Hence, the total average time spent in stage

is straightforward to show that the packet error probz;biliﬁS E[D = K(1+o(1))
stagel | — .

_ 1 — —(M+1) i . :
pe = ap™" can be reduced ta, (M) = Bp with proper o second stage the cooperation of the base station and
space time coding where and § are constants mdependenw nodes reduces the probability of error fram= ap—" to

of the SNR. This shows the significant reduction in the error 17 (M1

o . ) — Bp—(M+1) — M+1 =B
probability in the second transmission can be achieved B (M) = Gp he sba (vpe) ,dyvhere_~y and g’ takhes
exploiting the receivers that have decoded the packet in #iko .accountt .e.space-nme coding gamsln A. Note that
first transmission of the packet. or fixed and finiteaw and 5, M = (log N)” and N — oo

Definition 5.1: Cooperative Scheduling (OS) strategy in W& havey — = The minimum second stage delay A,
which K packets of a fileF" are transmitted in two stages. Fo hichis e:_;lsnyjusuﬁed by noting that the probab|I_|ty ohizg
every packet, in the first stage, the base station transhmts fo transmit each packet _to at least one user in the second
packet until at leasf\/ nodes can decode the packet. In thatage becomes one.for f'X%{ and N — co. Furthermore,
second stage, the packet is re-transmitted cooperatiyetlyeb a delay of a traknsmlssflon af'th .packet to all users n the
base station and th&/ nodes who have successfully decodeg_ecqnd stageD™ (M), IS @ maximum of N geomgtrlcally
the packet. istributed random variables leading to the following bdun
It turns out that by lettingM grow slightly faster than on the expected second stage del&y)siagez]:
logarithmically with IV, i.e., (log N)" for anyr > 1, we can
achieve most of the gain offered by cooperation and can reduc
the average delay to within a factor two of that in a noiseless E[Dstage2] =E
channel for anyK.

The next theorem provides the scaling law of the expected
delay using a cooperative scheduling.

Theorem 5.1:Consider the setting of Proposition 3.1. The

leading toE[D%,, .,] = 1+o(1). Equation (7) can be obtained

stagel

K
> DF(M)
k=1

=K i P{D"*(M) > i}

average delaf[D¢s] in sendingK packets of a file to allV :KZ (1 - (,Ype)(l\,M»l)(ifl))N) ®)
users achieved by cooperative round-robin schedulingvisngi i—1
by: P
=—Y MP{D!>(M+1)(i—1)+1} (9)
E[Dcs] = 2K (1 + o(1)), M ; {Dy = ( ) )+ 1}

for large N and anyK where M grows as(log N)" for any M-l K - k<

; K — Y P{DI> 10
r > 1 independent ofV. SRt ; {D5 =i} (10)
Proof: We show the result by proving that the total expected :KM -1 LE D 11
number of transmissions in each of the two stages is equal M * M [Drx] (11)
to K(1 + o(1)). In the first stage, we obtain the expected _ K
number of transmission]E[D’;mgel] in order to have at least =K+0 M logwpe N (12)

M = (log N)" users successfully decode théh packet for Equation (8) is obtained by calculating the CCDF of the

r> 1. Then, we defm@[Dsmge.l] as a fotal ime spent_ln Stagey aximum of N geometrically distributed random variables
1 such that each oK packets is successfully transmitted to a\}vith the probability of success — p, (M) = 1 — (yp,)M+1

i k
least M nodes. L(_attmgNS be the n.umk_)er of USers that ha\/G'Equation (9) rewrites the same expression in terms of the
successfully received packgtafter its first transmission, we summation of CCDFs of the maximum of geometrically

get, distributed variables but with the probability of succéss-

) " )
2Here o and 8 only depend on the space time code and the geometry ape). The new variableD? is equivalent to the delay of the

the channel, i.e., the distances between the transmitbefshe receiver. th packet in the round-robin policy when communicating over



a channel with probability of being in “on” statd — vp.). of cooperating nodes almost consistently outperformsaand
Inequality (10) is obtained by adding tert‘ﬂﬁDﬁ > j}, j € linear coding as it quickly approaches the minimum2af.
{M+1)(i—-1)+2,...,(M+1)i} foreachi € {1,2,...,00} Figure 2 depicts the ratio of the average delay of cooperatio
that are absent in the summation of Eq. (9). Equation (11)tsthat of coding for highly lossy links with packet error pro
obtained by the definition of the expected delay of the roundbility p. = 1/2. For M = alog N, wherea = (log ple)—l,
robin policy and finally, the last equation is obtained byngsi cooperation outperforms RLC for files roughly smaller then
the result of Proposition 3.1. 30 packets and a network size in the range16f) — 500
This results show that the expected delay for the secoreteivers. In the regime of small file transmissions, braatic
stage is also equal t& (1 + o(1)) for the case wheré/ network applications of interest are, for example, emergen
grows like (log N)" for r > 1. message distributions or small software updates. Inargasi
Therefore, M to (log N)?, we see that cooperation approaches its best
possible delay o2 K and consistently outperforms RLC over
E[Dcs] = E[Dstage1] + E[Dstagez] = 2K (1 + o(1)), the packet range of interest. The ratio is growing rathewlsio
which completes the prool with the number of packets, so there must be a rather large

his th h hat th d delay i ) hfile size to make random linear code eventually do better. By
This theorem shows that the expected delay in a noisy ¢ ?ﬁfr analysis this ratio can approach at most two.

nel achieved by cooperative transmission is asymptayical Figure 3 has the same setting as Figure 2, except that per-
worse than that of noiseless channels by a factor of two jf\ =06 is compared for higher quality links with = 0.1.

the regime of Ia_rgd\f a_nd for anyK. Itis worth mentioning g sjtyation fits better in practical wireless commurimat
that this re§ult is achieved using a relatively small numbgp, ironments. Even though cooperation is within its optima
of cooperative nodes proportional {dog N)" for » > 1. aan delay ofK, RLC generally better utilizes the higher
Using more cooperative nodes, we can not further improy@ i channel and performs better for almost all file Iésgt

the expected delay beyords’. However, it does improve the g, oot for very short files of few packets. As noted before the

convergence rate of the_ exp_ected_delaQK_ﬁ. i maximum ratio between the performance of the two schemes
As mentioned, the diversity gain promised in the second o 1 ost two

round of transmission can be obtained via space time COdeSFigure 4 obtained for the cagé — 10 andN — 100. Shows

In this scheme, the transmitters do not have the knowledgetﬁgt random coding performs better at low loss probability
the channel state of the users, however, every node expeciifjie cooperation is better at high loss probability, wheing

the packet in the second step needs to estimate its own dhapg, ,q relays. We also note that when the number is relays is
to _the base station ar_1d ttM other_coop_eranve _transmltters.|arge enough, then the average delay of cooperative sdhgdul

It is also worth mentioning that sinc&/ is relatively small | omains remains fixed at a value »k over a wide range

and _the channel estimation can be done in parallel for alf ,5cket loss probabilities. Both cooperative scheduéind
receiving users, the corresponding overhead of each packfiqom linear coding significantly outperform round-rqbin
may be made negligible. Furthermore, since the probatufity ¢\ atimes by a factor as large as four

having a receiver act as a relay@glog(N)/N), the average
transmit power of each node (except for the base station) VII. CONCLUSION

tends to zero. Finally, since the cooperative nodes aréadipat In this paper we analyzed and compared delay performance
dispersed, some sort of control messages has to be exchaq)qerg

I i des i der 1 etwork coding and cooperative diversity under the com-
among all cooperating nodes In order 1o Ensure proper SPaLe, ¢ramework. Specifically, we analyzed the expected file

time encoding. In our analy_5|s we did not take into accou%mpletion delay of @ -packet file broadcast t& users in
the delay cost associated with these overheads. a single-hop wireless network @ — co. The results show
that no technique is superior to the other in all regimes of
V1. COMPARISON AND NUMERICAL RESULTS different file lengthsk..

In this section we present simulation results comparing theln the regime of large file transmissions whetegrows at
performance of the various schemes discussed in the papeast as fast adog N)", > 1, random linear coding achieves
for various settings of the paramete¥s K, M, andp,. better performance at a small packet loss probability. élay

In Figure 1 and Figure 2 we compare the average trans-within a factor of two of the optimal delay, whereas
mission delay of different schemes in the same setting #& average cooperation delay scales asymptoticaldiadn
analyzed in [3]. Figure 1 shows that both network codinthis regime, the average delay of random linear coding grows
and cooperative scheduling offer significant average delayth the packet loss probability, whereas the average deflay
gains as compared to the baseline round-robin schedulisgoperative scheduling delay remains constant providat th
The figure also shows that cooperation can achieve sigréf-sufficient number of nodes is allowed to cooperate. On the
icant reduction in the expected delay by using as few agher hand, in the fixed< regime, cooperation outperforms
two cooperating nodes. Increasing the number of cooperatimetwork coding. In this regime, network coding delay grows
nodes toM = (log N)?, brings in the average cooperatiorogarithmically with network sizeV, while cooperation retains
delay below the delay of random linear coding and close i3 near-optimal delay o2 K.
the delay of optimal cooperative scheduling /ssincreases. In summary, the results indicate that in order to achieve
Furthermore, cooperative scheduling with an unlimited ham near-optimal expected delay in both file length regimes and a



small packet loss probability, one should choose netwodk co
ing when broadcasting large files and cooperative schegluli
for transmission of smaller files.
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