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Abstract

This paper considers spectrum sharing for wireless comration between a cognitive radio (CR) link and
a primary radio (PR) link. It is assumed that the CR protelbts PR transmission by applying the so-called
interference-temperature constraint, whereby the CR is allowed to transmit regasd#fsthe PR’s on/off status
provided that the resultant interference power level atRRereceiver is kept below some predefined threshold.
For the fading PR and CR channels, the interference-powssti@nt at the PR receiver is usually one of the
following two types: One is to regulate ttaverage interference power (AIP) over all the fading states, while
the other is to limit thgeak interference power (PIP) at each fading state. From the @&'spective, given the
same average and peak power threshold, the AIP constraimbrie favorable than the PIP counterpart because
of its more flexibility for dynamically allocating transmiowers over the fading states. On the contrary, from the
perspective of protecting the PR, the more restrictive Rifstraint appears at a first glance to be a better option
than the AIP. Some surprisingly, this paper shows that imseof various forms of capacity limits achievable
for the PR fading channel, e.g., the ergodic and outage @&@sdche AIP constraint is also superior over the
PIP. This result is based upon an interestingrference diversity phenomenon, i.e., randomized interference
powers over the fading states in the AIP case are more adyemia over deterministic ones in the PIP case
for minimizing the resultant PR capacity losses. Thereftre AIP constraint results in larger fading channel
capacities than the PIP for both the CR and PR transmissions.
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. INTRODUCTION

This paper is concerned with a typical spectrum sharingastefor wireless communication, where
a secondary radio, also commonly known as tbgnitive radio (CR), communicates over the same
bandwidth that has been allocated to an existing primanprd@R). For such a scenario, the CR usually
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needs to deal with a fundamental tradeoff between maximi#s own transmission throughput and
minimizing the amount of interference caused to the PR tmagson. There are in general three types of
methods known in the literature for the CR to deal with sudfaddoff. One is the so-callegpportunistic
spectrum access (OSA), originally outlined in [1] and later formally intrated by DARPA, whereby
the CR decides to transmit over the PR spectrum only when Eidrésmission is detected to be
off; while the other two methods allow the CR to transmit otleg spectrum simultaneously with the
PR. One of them is based on the “cognitive relay” idea [2], Bir this method, the CR transmitter
is assumed to know perfectly all the channels from CR/PRstratter to PR and CR receivers and,
furthermore, the PR’s message prior to the PR transmisSioereby, the CR transmitter is able to send
messages to its own receiver and, at the same time, compdnsdhe resultant interference to the PR
receiver by operating as an assisting relay to the PR trassoni. In contrast, the other method only
requires that the power gain of the channel from CR tranemiti PR receiver is known to the CR
transmitter and, thereby, the CR is allowed to transmit néigas of the PR’s on/off status provided
that the resultant interference power level at the PR reces/kept below some predefined threshold,
also known as thenterference-temperature constraint [4], [5]. In this paper, we focus our study on this
method due to its many advantages from an implementatiompat.

To enable wireless spectrum sharing under the interferesmaperature constraindynamic resource
allocation (DRA) for the CR becomes crucial, whereby the transmit poleeel, bit-rate, bandwidth,
and antenna beam of the CR are dynamically changed basedthpahannel state information (CSI)
available at the CR transmitter. For the single-antenninga@®R and CR channels, transmit power
control for the CR has been studied in [6], [7] under the ayelgeak interference-power constraint
at the PR receiver based upon the CSI on the channels from Rh&aabsmitter to the CR and PR
receivers, in [8] under the combined interference-powerstraint and the CR’s own transmit-power
constraint, and in [9], [10] based upon the additional CStltenPR fading channel. On the other hand,
for the multi-antenna PR and CR channels, in [11] the autposposed both optimal and suboptimal
spatial adaptation schemes for the CR transmitter. Infoamdheoretic limits for multiuser multi-

antenna/fading CR channels have also been studied in[®2§.,[13].



In this paper, we consider the single-antenna fading PR d@Rdl@annels. For such scenarios, the
interference-power constraint at the PR receiver is ugualke of the following two types: One is the
long-term constraint that regulates tlaerage interference power (AIP) over all the fading states, while
the other is theshort-term one that limits thepeak interference power (PIP) at each of the fading states.
Clearly, the PIP constraint is more restrictive than the AdRnterpart given the same average and peak
interference-power threshold. From the CR’s perspecthve AIP constraint is more favorable than the
PIP, since the former provides the CR more flexibility for dgmically allocating transmit powers over
the fading states and, thus, achieves larger fading charapelcities [7], [8]. However, the effect of
the AIP- and PIP-based CR power control on the PR transmisdias not yet been studied in the
literature, to the author’s best knowledge. At a first glartbe more restrictive PIP constraint seems to
be a better option than the AIP from the perspective of ptotgahe PR. Some surprisingly, in this
paper the contrary conclusion is rigourously shown, itee, AIP constraint is indeed superior over the
PIP in terms of various forms of capacity limits achievalde the PR fading channel, e.g., the ergodic
and outage capacities. This result is due to an interestitegference diversity phenomenon for the
PR transmission: Due to the convexity of the capacity fuorctvith respect to the noise/interferecne
power, more randomized interference powers over the fasliages at the PR receiver in the AIP case
are more advantageous over deterministic ones in the P#fagaminimizing the resultant PR capacity
losses. Therefore, this paper provides an important desigrfor the CR networks in practice, i.e., the
AIP constraint may result in improved fading channel capesiover the PIP for both the CR and PR
transmissions.

The rest of this paper is organized as follows. Secfibon Ik@nts the system model for spectrum
sharing. Sectiof_Ill considers the CR link and summarizesrésults known in the literature on the
CR fading channel capacities and the corresponding optooakr-control policies under the AIP or
the PIP constraint. Sectidn IV then studies various formshef PR fading channel capacities under
the interference from the CR transmitter due to the AIP- d?-Pased CR power control, and proves
that the AIP constraint results in larger channel capacitian the PIP for the same power threshold.

Section[V considers both PR and CR transmissions and sh@usirtiulation results on their jointly
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Fig. 1. Spectrum sharing between a PR link and a CR link.

achievable capacities under spectrum sharing. Finallgti®@€VI concludes this paper.

Notation: |z| denotes the Euclidean norm of a complex numhekE|-] denotes the statistical expec-
tation. Pr{-} denotes the probabilityl (.A) denotes the indicator function taking the value of one if
the eventA is true, and the value of zero otherwise. The distributiom @ircular symmetric complex
Gaussian (CSCG) random variable (r.v.) with meaand variancey is denoted a€ N (z,y), and ~
means “distributed as’max(z,y) andmin(x,y) denote, respectively, the maximum and the minimum

between two real numbers andy; for a real number, (a)* £ max(0, a).

[l. SYSTEM MODEL

As shown in Fig[ll, a spectrum sharing scenario is considedeete a CR link consisting of a
CR transmitter (CR-Tx) and a CR receiver (CR-Rx) shares #meesbandwidth for transmission with
an existing PR link consisting of a PR transmitter (PR-Tx)l @anPR receiver (PR-Rx). All terminals
are assumed to be equipped with a single antenna. We corsidienv-fading environment and, for
simplicity, assume a block-fading (BF) channel model fdrthke channels involved in the PR-CR
network. Furthermore, we assume coherent communicatidntiams only the fading channel power
gain (amplitude square) is of interest. Dendteas the r.v. for the power gain of the fading channel
from CR-Tx to CR-Rx. Similarlyg and f are defined for the fading channel from CR-Tx to PR-Rx
and PR-Tx to PR-RXx, respectively. For convenience, in thisep we ignore the channel from PR-Tx to
CR-Rx. Denote as the joint fading state for all the channels involved. Thet"; be theith component

in h for fading state; similarly, g; and f; are defined. It is assumed that ¢;, and f; are independent



of each other, and all of them have continuous probabilitysdg functions (PDFs). It is also assumed
that the additive noises at both PR-Rx and CR-Rx are indeper@SCG r.v.s eack CA(0,1). Since

we are interested in the information-theoretic limits o AR and CR channels, it is assumed that the
optimal Gaussian codebook is used at both PR-Tx and CR-Tx.

For the PR link, the transmit power at fading states denoted ag;. It is assumed that the PR is
oblivious to the CR transmission and thus does not attemptdtect the CR nor cooperate with the
CR for transmission. Due to the CR transmission, PR-Rx mage an additional interference power,
denoted ad; = g;p;, at fading staté wherep,; denotes the CR transmit power at fading stat€he PR
power-control policy, denoted &% (f, I), is in general a mapping fronfy and; to ¢; for eachi, with
I; being theith component ofl, subject to an average transmit power constréint.e., E[¢;] < Q. By
treating the interference from CR-Tx as the additional Geusnoise at PR-Rx, the mutual information

of the PR fading channel for fading stateinder a giveriPpr(f, I) can then be expressed as [14]

Rpg(i) = log (1 + 1f+ql) . (1)
For the CR link, since the CR needs to protect the PR trangmisthe CR power-control policy

needs to be aware of both the PR and CR transmissions. Itusnasisthat the channel power gaigs

andh; are perfectly known at CR-Tx for ea@'l;l Thus, the CR power-control policy can be expressed as

Pcr(h, g) with h consisting ofh;’s, subject to an average transmit power constréinte., E[p;] < P.

The mutual information of the CR fading channel for fadingtst under a giverPcr(h, g) can then

be expressed as

In this paper, we assume that the CR protects the PR trariemigi® transmit power control by
applying the interference-power constraint at PR-Rx, i@ tbrm of either the AIP or the PIP. The
AIP constraint regulates the average interference powPiRaRx over all the fading states and is thus
expressed as

E[L;] <T, or Elgipi] <T, 3)

In practice, the channel power gain between CR-Tx and PR#Rxbe obtained at CR-Tx via, e.g., estimating the receivgdasi
power from PR-Rx when it transmits, under the assumptionthefpre-knowledge on the PR-Rx transmit power level and Hanmel
reciprocity.



wherel’, denotes the predefined AIP threshold. In contrast, the RiBt@int limits the peak interference

power at PR-Rx at each of the fading states and is thus exqutess
Ii S Fp7V7; Oor  gipPi S Fp7V7; (4)

wherel', denotes the predefined PIP threshold. Note that the PIPraortss in general more restrictive
over the AIP. This can be easily seen by observing that givers- I',, (4) implies [3) but not vice
versa. Therefore, from the CR’s perspective, applying the éonstraint is more favorable than the PIP
because the former provides the CR more flexibility for aihgptransmit powers over the fading states.
In this paper, we consider two well-known capacity limits fiee fading PR and CR channels, namely,
the ergodic capacity and the outage capacity. The ergogactty measures the maximum average rate
over the fading states [15], while the resultant mutualrimfation for each fading state can be variable.
In contrast, the outage capacity measures the maximumasdnstte that is achievable over each of
the fading states with a guaranteed outage probability, [ll6]]. In the extreme case of zero outage
probability, the outage capacity is also known as the diehaifed capacity [18]. In general, the ergodic
and delay-limited capacities can be considered as the dhmu limits for a fading channel with no

and with minimal transmission delay requirement, respebti

1. CR CAPACITIES UNDERAIP VERSUSPIP CONSTRAINT

In this section, we summarize the results known in the liteeaon the CR fading channel capacities
and the corresponding optimal power-control policies urttie AIP or the PIP constraint. Consider

first the AIP case. The optim&cg(h, g) to achieve the ergodic capacity of the CR fading channel is

. 1 1\"
Pt = (Vg_ - ;) (5)

wherev is a positive constant determined frafiig;p;
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expressed as [6]

| = I',. Note that the above power control
resembles the well-known “water filling (WF)” power contid4], [15], which achieves the ergodic
capacity of the conventional fading channel, whereas tie@so a key difference here: Ial(5), the
so-called “water level” for WF]1/(vg;), depends on the channel power gajrfrom CR-Tx to PR-Rx

as compared to being a constant in the standard WF poweroto8trbstituting[(b) intoRcg (i) given



in (@) and taking the expectation of the result#hiz (i) overi, we obtain the ergodic capacity for the
CR under the AIP constraint, denoted @gf;’a. On the other hand, the optim&l-r(h, g) to achieve

the outage capacity of the CR fading channel with a guardndeéage probabilitysy, is expressed as

[7], [8]

Sa = hixo)\
p?UTﬂ _ hi? g — . (6)
0, otherwise

where\ is a nonnegative constant determined frém{h,;/g; < A\} = €g, and(, is the constant signal-
to-noise ratio (SNR) at CR-Rx obtained froR{g;p°" "] = I',. Note that the above power control

)

resembles the well-known “truncated channel inversionlT@ower control [15] to achieve the outage
capacity of the conventional fading channel [17], whileréhes also a difference betwedn (6) and the
standard TCI on the threshold valuefor power truncation (no transmission): io (8)depends on the
ratio betweerh; andg;, as compared to onl; in the standard TCI. The corresponding outage capacity,
denoted ag’y; “(eo), is then obtained abg(1 + ¢,). Note that ife, = 0, it then follows that\ = 0

and the resultant power-control policy in (6) becomes theafmel inversion (Cl)” power control [15],
which achieves the delay-limited capacity for the CR [1'§ndted aSC’CDl%’“.

Consider next the PIP case. It is easy to show that in this tbeseptimalPcr (h, g) should use the
maximum possible transmit power for each fading stas® as to maximize both the ergodic and the
outage capaciti%lhus, we have
ERp _ p?UT,p _ F:n’w. 7)

b;

The resultant ergodic capacity, denotedcﬁivp, is then obtained accordingly frorhl (2). The resultant
outage probabilitygy, can be shown equal t&r{(I',/g;)h; < (,} where(, is the constant SNR at

CR-Rx. For a giver¥,, the corresponding, can thus be obtained, as well as the corresponding outage

capacity,Con ' * () = log(1 4 ¢,). It is easy to see that i, = 0, it follows that¢, = 0 and thus the

delay-limited capacity for the CR under the PIP constraietoted asCCDﬁ’p, is always zero.

2|t is noted that to achieve the same outage capacity for theuBifler the assumption that the CR channel power faiis known at
CR-Tx for eachi, it is possible for the CR power control to assign a smalleverovalue(,/h; thanT',/g; if the former happens to be
smaller than the latter for somie However, ifh;s are not available at CR-Tx, it is optimal for the CR to asdigem maximum possible
transmit powerd,/g; for each: to minimize the outage probability. Therefore, in this pape consider thap® VTP = I'p/gi,Vi.

%



Comparing the power allocations il (5) amnd (6) for the AlPecasth those in[(I7) for the PIP case,
it is easy to see that the former power allocations are moxéféethan the latter ones over the fading
states. Furthermore, the AlP-based power control depemdti the channel power gain's, and g;,
while the PIP-based power control only dependsgorAs a result, under the same average and peak
power threshold, i.el’, = T, it is easy to show thaf'ey® > Con”, Con (o) > Con. ¥ (e0), and
COR™ > CoxP. Thus, the AIP is superior over the PIP in terms of the fadihgnnel capacity limits

achievable for the CR.
V. PR CAPACITIES UNDERAIP VERSUSPIP GCONSTRAINT

In this section, we will present the main contributions agtpaper on the comparison of the effects
of AIP and PIP constraints on various fading channel caacfbr the PR. For fair comparison, we
consider the same average and peak interference-poweshtide i.e.,.I', = I', = I'. Note that both
AIP and PIP constraints are satisfied with equalities at RReR all the CR power-control policies
presented in Sectiop ll, i.e., for the AIP cadé,/;] = T'; and for the PIP casel; = T',Vi. In the
following two subsections, we consider the ergodic cagaaitd the outage capacity for the PR fading

channel, respectively.

A. Ergodic Capacity
1) Constant-Power Policy: The simplest power control for the PR is tbenstant-power (CP) policy,
ie.,
" = Q, Vi. (8)
CP is an attractive scheme in practice from an implememtatiewpoint since it does not require any
CSI on the PR fading channel at PR-Tx. In addition, CP sasisipeak transmit-power constraint for
all the fading states. With CP, the ergodic capacity of thef&dkng channel in the AIP case can be

obtained from[(ll) and expressed as

ity =8 flog (1422 ©

and in the PIP case expressed as

Chntp=E [log (1 + f’fpﬂ . (10)
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Theorem 4.1: With the CP policy for the PR Eg’ép > ng’ép, under the same average and peak
power threshold".

Proof: The following equalities/inequality hold:

cERe, W R, [log <1+ fflﬂ

(b) _
> & o1+ )|
9 Es {log (1 + 1f_i|_QF>]

(d) ER,p
= CPR,CP

where(a) is from (9) and due to independence fofand g; and thusf; and [;; (b) is due to convexity of
the functionf(x) = log (1 + HL:C) wherex is any positive constant and> 0, and Jensen'’s inequality
(e.g., [14]);(c) and (d) are due taE[[;] = I and [10), respectively. [ |

Theorem[ 4.l suggests that, some surprisingly, the AIP @nstthat results in randomized inter-
ference power levels over the fading states at PR-Rx is inrfare advantageous for improving the
PR ergodic capacity over the PIP constraint that resultsoimstant interference power levels at all
the fading states, for the same valuelofAs shown in the above proof, this result is mainly due to
the convexity of the capacity function with respect to thésabnterference power. We thus name this
interesting phenomenon for the PR transmission in a CR nkta® “interference diversity”.

2) Water-Filling Power Control: If the effective channel power gairf;/(1 + I;), for the PR fading
channel is known at PR-Tx for eacghthe optimalPpr(f, I) to achieve the ergodic capacity for the
PR is the standard WF power-control policy. In the AIP calse,dptimal power allocation is expressed

as

1 1+L\"
e (- (11)

where, controls the water level, /;,, with which E[¢)""*

)

(bg<ﬁR%%75))+]' (12)

] = Q. From [11), the ergodic capacity for

the PR in the AIP case is obtained as

ER,a
CPR,WF =K




10

Similarly, we can obtain the optimal WF-based power confioolthe PR in the PIP case as

1 1+D0\°
qZWF’pz(—— ! ) (13)
Mp fz

where i, is obtained fromE[g,""?

)

] = Q. The corresponding ergodic capacity then becomes

(o) ]

Next, we first show that an intuitive method to comp@tg; iy in (I2) andCpy % in (14) does not

ERp _
CPR,WF =E

work here. Then, we present a different method for such cosga One intuitive method to compare
Conwr andCpp 't would be as follows. If it can be shown thag < 4, then due to convexity of the
function g(z) = (log (HL:E))Jr where x is a positive constant and > 0, and similarly like the proof

of Theoren{4lL, it can be shown thafy iy > Cpn . Unfortunately, in the following we prove by
contradiction that the opposite inequality is in fact troe f, and,. Thus, we can not conclude which

one of Cpyyyr and Cpphp is indeed larger by this intuitive method.

Supposing thaf:, < p,, we then have

. 1 1+\"]
B = E|(o-12E)

+
where (a) is due to convexity of the function(x) = (/—cl — f—j) where k; and x, are positive

WF,a
%

constants and > 0, and Jensen’s inequality. Since it is known thag,” “] = ), which contradicts

with E[q;.WF’“] > () shown in the above under the presumption that< p,, it thus concludes that

Ha = [p-
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From the above discussions, we know that an alternativeoappris needed for compari@%{'jw

and CE&:@’VF. The result for this comparison and its proof are given below
Theorem 4.2: With the WF power control for the PRyprwr > Cpnip, under the same average
and peak power threshold
Proof: The proof is based on the Lagrange duality of convex optitiung19]. First, we rewrite

Conwr and Cpph e as the optimal values of the following min-max optimizatioroblems:

ER,a - fiQi . 1
Crrwe = min  max T {log (1 +17 1)} wEla] - Q) (15)
and
CERP — min max E|log(1+ g Y| pw(Elg] — Q) (16)
PRWE ™ 120 {gi 1,50, 14T ’

respectively. Note that, and {¢" "

(2

} are the optimal solutions to the “min” and “max” problems in
(A5), respectively, ang, and {qZWF”’} are the optimal solutions to the “min” and “max” problems in

(@8), respectively. Then, we have the following equalitresgualities:

l(m(it)) ][0 o e
= | (1s (%))*(b“*%)* FQ o 19)
wn () (-2 e
= Crrwr - (22)

where [(17) is obtained by substitutir{giWF”’} in (L3) with p,, replaced by an arbitrary positiveinto
(16); (18) is due to the fact that, is not the minimizeru, for (I7); (19) is due taE[[;] = I'; (20)
is due to convexity of the function ifi;[-] of (19) with respect tdE[/;] for any givenf; and Jensen’s
inequality; [21) and[(22) are due to the fact thgtand {¢," “} in (1) are the optimal solutions to

the min-max optimization problem in_(IL5). [ |
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Theoren 4.2 suggests that, similarly like the CP policy,artie WF-based power control, random-
ized interference power levels due to the CR transmissioth@nAlP case is superior over constant
interference power levels in the PIP case in terms of the mamxi achievable PR ergodic capacity.
However, the interference diversity gain observed hereotsas obvious as that in the CP case due to

the more complex WF-based PR power control.

B. Outage Capacity

1) Constant-Power Policy: With the CP policy in[(8), for a given outage probability, the maximum
achievable constant SNR at PR-Rx, denoted,a#n the AIP case can be obtained fram{(f;Q)/(1+
I;) < ~,} = €0, and the corresponding outage capacity, denote@%%ﬁ(eo), is equal tolog(1 + v,)-
Similarly, for the same, the maximum achievable constant SNR at PR-Rx,in the PIP case can
be obtained fromPr{(f,Q)/(1+T') <,} = €, and the corresponding outage capac(ﬂﬁ?ggff(eo), is
obtained adog(1 + 7,).

Instead of comparing’py ¢ (€0) and Cpy ¢k (eo) directly, we consider the following equivalent
problem: Supposing that, = v, = 70, we compare the resultant minimum outage probabilities,
denoted asg, ande, in the AIP and PIP cases, respectivelyf< ¢, for any giveny,, we conclude that
Concn(€0) = Coy ¢t (eo) for anye,. This is true because < ¢,, we can increase, abovery, so that
¢, increases until it becomes equaldp since, > 7o > 7, it follows that Cpy ¢ (€,) > Cop b (€p)-
Similarly, if €, > ¢, for any given,, we conclude thal'y (i (o) < Cpy ci(€o) for any e.

To compare:, ande, for the same giveny, we first express, as

€a = Pr{lfiQIi <70} (23)
-l <]

1+ I
_ {Gf (%7%)} (25)

whereG/(z) is the cumulative density function (CDF) fdf, i.e., Gf(x) = Pr{f < «z}. Similarly, we

can express, as

e, =G, <w) . (26)
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By Jensen’s inequality, froml_(25) and _{26), it follows that < ¢, if G(z) is a convex function.
Similarly, e, > ¢, if G¢(x) is a concave function. We thus have the following theorem:

Theorem 4.3: With the CP policy for the PRCB ¢ (€0) > Chy ¢k (o), Yeo, Under the same average
and peak power threshold if G () is a convex function; and'py ¢ (€0) < CPR (b (€0), Veo, if G ()
is a concave function.

Theorem[4.B suggests that for the CP policy, whether the Alfhe PIP constraint results in a
larger PR outage capacity depends on the convexity/caycaf/ithe CDF of the PR fading channel
power gain. As an example, for the standard Rayleigh fadingleh it is known thatG,(x) has an
exponential distribution that is convex and, thG§ ¢ (eo) > Cpy ¢4 (€o). However, in general, whether
the interference diversity gain is present depends on théaBiiRg channel distribution.

2) Channel-Inversion Power Control: Next, we consider the special case of the CR outage capacity

with zero outage probability, i.e., the delay-limited ceipg which is achievable by the CI power-control

policy. In the AIP case, the optimal PR power allocation ipressed as

1+ I
quI,a _ Va( + z) (27)
fi
and in the PIP case expressed as
Clp 7p(1 + P) (28)

4G = =
fi
where v, and v, are the constant SNRs at PR-Rx for the AIP and PIP cases,cteshe Given

Elg] = @, 7. and~, can be obtained from_(27) and (28) as

Q
%= [1#_] (29)
and
M— (30)

(1+T)E H ’
respectively. Sincd; is independent of;, we have

B [1+[Z-] _E, [1+E[IZ-]] _(14+T)E [l}

and thus it follows from[(29) and_(B0) that, = ~,. Hence, we conclude that the PR delay-limited
capacities, expressed & = log(1 + v,) and Cpy” = log(1 + ~,), for the AIP and PIP cases,

respectively, are indeed identical. The following theorénms holds:
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Theorem 4.4: With the CI power control for the PRypy = Cpy”, under the same average and
peak power threshold.

Theorem 4.4 suggests that for the Cl power control, the I6$8eoPR delay-limited capacity due to
randomized interference powers from CR-Tx is identicahiat tlue to constant interference powers, i.e.,
the AIP constraint is at least no worse than the PIP from thes p&spective of delivering zero-delay
and constant-rate data traffic.

3) Truncated-Channel-Inversion Power Control: Lastly, we consider the general outage capacity for
the PR achievable by the TCI power-control policy. In the Ali&e, the optimal TCI power control is

expressed as

2a(t+l)  _fi 0
qiTCI,a _ fi 1+ T . a (31)
0, otherwise

whered, is the threshold for the effective channel power gain abokekwCIl power control is applied
to achieve a constant receiver SNR, and below which no transmission is implemented. Similarly

the TCI power control in the PIP case is expressed as

Yp(1+1) L>9
e T (32)
0, otherwise

whered, is the threshold for power truncation. Given the outage abdlty ¢, 6, andéd, can be obtained
from Pr{f,/(1+ 1) < 6.} =¢ and Pr{f;/(1+T) < 6,} = ¢, respectively. Therny, and~, can be
obtained fromE[g, “"*] = Q andE[g; “"*] = Q, respectively. The corresponding outage capacities for
the PR, denoted aSgy 1oq(eo) andCRy 14 (€o) for the AIP and PIP cases can be obtainetbgél +7,)
andlog(1 + v,), respectively.

Theorem 4.5: With the TCI power control for the PRODY 1é1(eo) > Con rén(€o). Veo, under the
same average and peak power threshald

Proof: Similarly like the discussions for the PR outage capacitihwiie CP policy, we compare

Conrer(eo) and P 1% (eo) via the following equivalent problem: Given, = v, = 7, we compare
the minimum outage probabilities in the AIP and PIP casespte ase, and e¢,, respectively. If
€a < €, V70, We then conclude thatpy ror(eo) > Con ren(€o), Yeo.

Next, we show that, < ¢,,Vv,. Similarly like the proof of Theorerh 4.2, the Lagrange diyals

applied here. For give)) and,, ¢, ande, can be rewritten as the optimal values of the following
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max-min optimization problems:

o . figi
o it P < 0 B0l .
and
- . fidi
P = S s { [0 < og Tl = Q) &4
TClLa

respectively. Note that, = 6,/v, and {q;

)

} are the optimal solutions to the “max” and “min”
problems in[(3B), respectively, and = 6, /~, and {qiTCP’p} are the optimal solutions to the “max” and

“min” problems in [34), respectively. Then, we have theduling equalities/inequalities:

& = g}gg% {1 (J_—F < %uﬂ + plEy Fl +fir)%1 (1 f:r > %u)] — p@Q (35)

> Ey [1 (L < %m)} + o [(1 i F)Vol (1 fr > %m)} — 11a@ (36)

14T fi
v () (] e o
= 1+E; K(l +E[J§D%Ma - 1) 1 (%E[I] > %ua)} — 1@ (38)
S RS TV YA A "
= ¢, (40)

where [35) is obtained by substitutifg, "} in @2) with 6, replaced byyu into (33); (36) is due
to the fact thatu, is not the maximizey, for (35); (38) is due tdE[[;] = T'; (39) is due to concavity
of the function inE;[-] of (38) with respect tdE[I;] for any givenf; and Jensen’s inequality;_(40) is
due to the fact thag, and {¢; “*"} in (3) are the optimal solutions to the the max-min optiricra
problem in [[3B). [ |
Theorem 4.6 suggests that for the TCI power control of the tARinterference diversity gain due
to the AIP constraint over the PIP exists regardless of thagauprobability. Note that in Theordm 4.4

for the extreme case of zero outage probability, it has beews that the delay-limited capacities are

the same for both the AIP and PIP constraints.

V. SIMULATION RESULTS AND DISCUSSIONS

So far, we have studied the effect of the AIP and PIP conssain the ergodic/outage capacity of the

CR link and the PR link separately. In this section, we wilhsiler a realistic spectrum sharing scenario
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over the fading channels, and evaluate by simulation thelyoachievable ergodic/outage capacities for
both the PR and CR links. In total, we will consider four caskdifferent combinations, which are CR
ergodic capacity versus PR ergodic capacity, CR ergodiaaigpversus PR outage capacity, CR outage
capacity versus PR ergodic capacity, and CR outage capamisyis PR outage capacity, in FigH.12-5,
respectively. It is assumed thBf, =I', = 1, the same as the additive Gaussian noise power at PR-Rx
and CR-RXx. It is also assumed thHatg, and f are obtained from the Rayleigh fading model, i.e., they
are the squared norms of independent CSCG #v&N (0, 1), CN(0,10), andCN (0, 1), respectively.
Note that we have purposely set the average powey fiar be 10 dB larger than that fdt or f so as

to pronounce the effect of the interference channel fromT@Re PR-Rx on the achievable capacities.
The PR transmit power constraint is set todpe= 10. In the cases of outage capacities of the PR and/or
CR, the outage probability targets @f for PR and CR are set to be 0.2 and 0.1, respectively. In each
figure, the PR and CR capacities in bits/complex dimensiam.jdare plotted versus the additional
channel power gain attenuation gfin dB. For example, for 0-dB attenuatioB[g;] = 10; for 10-dB
attenuation[E[g;] = 1.

In Figs.[2 and B, we compare the CR ergodic capacity under AIRPIB constraint with the
corresponding ergodic and outage capacities for the PRecéigely. Note that the CR ergodic capacities
shown in these two figures are the same. With increasing ehattenuation ofy, it is observed that
the CR ergodic capacity increases for both AIP and PIP cades.is obvious since given the fixed
peak or average interference-power threshold at PR-Rxgedsing of the average power fgrresults
in increasing of the average transmit power of the CR. It &0 albserved that the AlP-based optimal
power control performs better than the PIP-based one foCResince the former is more flexible for
exploiting all the available CSI at CR-Tx. Interestinglg, the average power f@gr decreases, eventually
the CR ergodic capacities in the AIP and PIP cases convertfeeteame value. This can be explained
as follows. From[(5) and [7), it follows that in the AIP caske tinterference power at PR-RX;, is
randomized ovei (but with E[Z;] = T'), while in the PIP casel; is constantly equal td@' for each:.
Note that the above fact leads to the interference divegain of the AIP over the PIP for the PR

transmission. However, with; — 0, it can be shown in the AIP case thgtr — I andI; — I", which
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implies thatp!™* = p™™* = T'/g; Vi, and thus the same CR ergodic capacity is resultant for twth t

AIP and PIP cases.

On the other hand, it is observed that the ergodic and outagacdies for the PR under the AIP
from CR-Tx are larger than the corresponding ones under ifaéd?P various PR power-control policies,
which are in accord with the analytical results obtained éct®n[IM. Note that the PR ergodic/outage
capacities in the PIP case are fixed regardless of the chaomeadr for g, since I; is fixed asI' at
PR-Rx for eachi. However, the PR ergodic/outage capacities in the AIP ces®laserved to decrease
with increasing of the channel attenuationgofThis is due to the fact that, as explained earlier> I'
asg; — 0. Since the capacity gain of the AIP over the PIP is due to theamness of; overi , this
interference diversity gain diminishes s— I, Vi.

In Figs.[4 and b, we compare the CR outage capacity under AlPIBrconstraint with the corre-
sponding ergodic and outage capacities for the PR, respictiNote that the CR outage capacities
shown in these two figures are identical. With increasingholeaattenuation of, it is observed that,
as expected, the CR outage capacity increases for both AIFPHM cases. It is also observed that the
AlP-based optimal power control results in substantiahgatcapacity gains than the PIP-based one for
the CR. It can be shown that as the average poweg fdecreases, eventually the CR outage capacity
gaps between the AIP and the PIP cases converdgegtq,/(,) for a givene,. The proof is given as
follows. Suppose thaj, = xg;, Vi, wherex is a positive constant; we thus hai¢y;] = <E[g;]. For a
given ¢, it then follows that the new value of threshold [ (6) beceme= \/x. From [6) and under
the same value of,, we have(, = (,/x. Thus, the outage capacity correspondinggtan the AIP
case is expressed &sz(1 + (,/x). Similarly, we can show that in the PIP case, the new valug, of
corresponding t@' is ¢, = (,/x and thus the corresponding outage capacity becdmgs + ¢,/x).
Thus, the outage capacity gap between the AIP and PIP casemiad tOlog(%). As k — 0, we
conclude that the above capacity gap convergesgl@,/(,). Note that in this simulation witk, = 0.1
for the CR,log((,/¢,) = 2.6791 bits/complex dimension.

Furthermore, it is observed that the ergodic and outagectsgsafor the PR under the AIP from

CR-Tx are also larger than the corresponding ones underlthéPvarious PR power-control policies,
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as have been analytically shown in Section 1V. Note that mdy the PR ergodic/outage capacities in
the PIP case are fixed for all the average powergfdue to that/; is fixed asI' for eachi, but also

are these capacities in the AIP case. The latter observaeéinrbe explained by noting from the earlier
proof that for any channel power gaip§ ¢. = xg;, Vi, the resultant interference power at PR-R,

can be shown to have the same distribution;ass a result, the PR capacities are constant regardless

of k.
VI. CONCLUDING REMARKS

This paper studies the information-theoretic limits foreléss spectrum sharing in the PR-CR network
where the CR applies the interference-power/interferd¢engerature constraint at the PR receiver as a
practical means to protect the PR transmission. On theariio the traditional viewpoint that the peak-
interference-power (PIP) constraint protects better tRetf@nsmission than the average-interference-
power (AIP) constraint given their same power-thresholde/athis paper shows that the AIP constraint
can be in many cases more advantageous over the PIP for raingthe resultant capacity losses of the
PR fading channel. This is mainly owing to an interestingiifgrence diversity phenomenon discovered
in this paper. This paper thus provides an important desidg for the CR networks in practice, i.e.,
the AIP constraint should be used for the purposes of bottegtiag the PR transmission as well as
maximizing the CR throughput.

This paper assumes that the perfect CSI on the interferdmmenel from the CR transmitter to the
PR receiver is available at the CR transmitter for each fadtate. In practice, it is usually more valid
to assume availability of only the statistical channel ktemlge. The definition of the AIP constraint
in this paper can be extendible to such cases. Furthermueepéper considers the fading PR and
CR channels, but more generally, the results obtained gpty 40 other channel models consisting
of parallel Gaussian channels over which the average arkl p@aer constraints are applicable, e.g.,
the time-dispersive broadband channel that is decompesata parallel narrow-band channels by the
well-known orthogonal-frequency-division-multiplexjfOFDM) modulation/demodulation.
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Fig. 2. Jointly achievable CR ergodic capacity and PR ergodpacity.
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Fig. 3. Jointly achievable CR ergodic capacity and PR outagacity.
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Fig. 4. Jointly achievable CR outage capacity and PR ergoaliacity.
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