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Abstract—In this paper, we consider distributive subband,
power and rate allocation for a two-hop transmission in an
orthogonal frequency-division multiple-access (OFDMA) ellular
system with fixed relays which operate in decode-and-forwat
strategy. We take into account of system fairness by considag
weighted sum goodput as our optimization objective. Based
on the cluster-based architecture, we obtain a fast-convging
distributive solution with only local imperfect CSIT by using
decomposition of the optimization problem. To further reduce
the signaling overhead and computational complexity, we mpose
a reduced feedback distributive solution, which can achiex
asymptotically optimal performance for large number of uses
with arbitrarily small feedback overhead per user. We also crive
asymptotic average system throughput for the relay-assistl
OFDMA system so as to obtain useful design insights.

Index Terms—relay, OFDMA, resource allocation, fairness,
distributive algorithm

I. INTRODUCTION

There are a lot of research interests focused on improving
the system throughput by the optimal resource allocation
of the relay-assisted OFDMA system. For example, in [3],
[4], optimal subband allocation is considered for diffaren
scheduling schemes based on equal power allocation across
all the subbands. In [5], heuristic separate subband aneipow
allocation schemes are considered to improve the system
capacity. To further improve the system throughput, joint
subband and power allocation is proposed in [6], [7]. Due to
the subband allocation constraint in the OFDMA system, the
joint optimization problem is a NP-hard integer programmin
problem and continuous relaxation as well as graph theaieti
approach are used to tackle the problem. However, as a
simplification in both [6], [7], it is assumed that the source
relay, source-destination and relay-destination links trse
same subband. They cannot effectively exploit the multiuse
diversity, which is a very important component to system

The relay-assisted OFDMA cellular system is a promisin@erff)rm?‘nce- While these. works provide import_ant initiad i
architecture for future wireless communication systems béestigations on the potential benefit of relay-assisted RRD
cause it offers huge potential for enhanced system capaciyStems, centralized resource allocation solutions anieégie _
coverage as well as reliability [1], [2]. Full-duplex re|ayknowled_ge of GCSI ar_e_requwed._ In general, there are still
stations were discussed in the early literature. Howewa, several important remaining technical ISsues to be reddlve _
duplex transceiver is hard to implement in practical systerfrder to bridge the gap between theoretical gains and pedcti
because the relay has to transmit and receive at that sdmelementation considerations. They are elaborated below
timd]. Since practical relays operate in a half-duplex manner, . o
there is a duplexing penalty associated when using the relay Distributive Implementation : There are two potential is-

to forward packets. As a result, it is not always advantageou

to deliver packets via relay stations and it is very impadrtan

sues associated with centralized implementations, namely
the complexity issue and thesignaling loading issue.
For instance, the centralized joint optimization has a

adapt the relay resource dynamically according to the ¢loba
channel state information (GCEI)n order to capture the
advantage of the relay-assisted OFDMA architecture. How-
ever, perfect knowledge of GCSI is very difficult to obtain
in both TDD (implicit CSI feedback) and FDD (explicit CSI
feedback) systems due to the huge signaling overhead edolv
in delivering GCSI to the controller.
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in practice, there are cross-coupling between the tranpatt and the
receive path in any transceiver circuit. Hence, when thayrélansmit (with
high power), there will be some leakage into the receiveh,pahich will
cause strong interference to the received signal (whichushmweaker than
the transmit signal).

2Global CSI refers to the CSI of the base station (BS) and rg&Ss), the
CSlI of the RS and mobile (MS) as well as the CSI of the BS and tke M

huge computational loading to the BS. Similarly, large
signaling overhead is needed to collect the GCSI (BS-
RS, BS-MS, RS-MS) from the RSs and MSs as well
as to broadcast the scheduled results to the RSs and
MSs. In [8], the authors proposed two semi-distributed
sub-optimal subband allocation methods based on equal
power allocation, which have offloaded certain com-
putational load from the BS, but substantial signaling
overhead is still needed to collect the GCSI from the
RSs.

Imperfect Knowledge of GCSI While all the above
works assume perfect GCSI knowledge at the transmitter,
the CSIT measured at the transmitter side cannot be
perfect due to either the CSIT estimation noise or the
outdatedness of CSIT resulting from duplexing delay.
When the CSIT is imperfect, there will be systematic
packet errors (despite the use of strong channel coding) as
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long as the scheduled data rate exceeds the instantaneous TDD Frame Timing
channel mutual information. As a result, rate adaptation Uplink CST Use uplink CSI estimation as downlink CSIT
(in addition to power and subband allocations) must be L Msein | 1T B s, [RSeMSy
; ; o ; [ISpreading code 1 CreRSp . S5 g,
considered in systems with imperfect CSIT in order to Dspreadin code CyBS in Cy
take into account of potential packet errors due to channel P & 1(m;1) RS,-BS || BSRS, 1(m;1)
outage [9], [10], [11], [12]. §\ ey e
o Fairness Consideration Most of existing works only & Cluster 0 Do
focus on sum-throughput maximization. However, fair- o :‘%’/‘
ness among users in the system is also an importal &'(’1’;':‘%, » wx«;ie\\ hage 1;"&
. . . I . 2
consideration. In particular, it is important to study the "Sez)""\«b»/ & ™
potential fairness advantage of relay-assisted OFDMA é Y]
9 Clstert &
systems as well. uster oy o o o Clustem

« Analytical Performance Results for Design Insightsin

all the existing works above, the system performance is
obtained by simulations only. However, it is very difficulf™9 1+ System Model
to obtain useful design insights (e.g. how the system

performance scales with system parameters such/as

K as well as path loss exponents of BS-RS and RS-Msackets or transmit uplink packets directly from or to the BS

links) without analytical performance results. and MSs in clustern (m € {1,M}) will rely on the mth

In this paper, we shall attempt to shed some lights on tiRS forwarding the downlink or uplink packets in the packet

above issues. We consider a two-hop relay-assisted OFDNransmission process. Lét,, (m € {1,M}) denote the set
system in a single cell with one base station (BB),relay of MSs in clusterm, andK, denote the set of MSs in cluster
stations (RS) and< mobile stations (MS). In addition, we 0 and the RSs. For notation convenience, we assume iadex
account for the penalty of packet errors due to imperfecflCSin cluster0 denotes theith MS if k& € {1, Ky} and themth
by considering system goodput (b/s/Hz successfully dedive RS if k = Ko +m (m € {1, M}).
to the MS) as our performance measure instead of traditionaMe consider frequency selective fading where there are
sum-ergodic capacity (which only measures b/s/Hz sent by independent multipaths. OFDMA is employed to convert
the BS or RS). We take into account of system fairnesise frequency selective fading channel info orthogonal
by considering weighted sum goodput as our optimizatiGgubcarriers withV independent subbands. The RSs operate in
objective (which includes proportional fair scheduling=8) a half-duplex manner using decode-and-forward (DF) giyate
as a special case). Based on the cluster-based architegtireln order to facilitate relay-assisted packet transmissian
obtain a fast-converging distributive solution with onlychl physical frame in the downlink is divided into two phases:
CSIT using careful decomposition of optimization problem.
For the downlink implementation, to further reduce the sig-
naling overhead and computational complexity, we propose
a reduced feedback distributive solution and show that only
an arbitrarily small feedback overhead per MS is needed
to achieve asymptotically optimal performance for ladge
Finally, we also derive asymptotic average system throughp
for the relay-assisted OFDMA system so as to obtain usefdimilarly, the two phases of a physical frame in the upling ar

design insights. « In phase one, the MSs belonging to the relay clusters will
transmit data to their own RSs.
Il. SYSTEM MODEL « In phase two, the MSs and the RSs (which have suc-
cessfully decoded data from their MSs in phase one)
belonging to cluster 0 will transmit the data to the BS.

« In phase one, the BS transmits data to the MSs and the
RSs belonging to cluster 0.

o In phase two, the BS stops transmitting while the RSs
(which have successfully decoded data from the BS in
phase one) will forward the data to the MSs belonging
to their own clusters.

In this section, we shall describe the cluster-based system
architecture, the imperfect GCSI model and the systentyultili

Two orthogonal frequency spreading codes are assigned to
A Cluster-b Architecture and Channel Model adjacent RS cluster_s to m|t|ga_te potenu_al mutual interfee

. . ~ between them as illustrated in fiill. 1Since the path loss

Figll illustrates the system model of the relay-assist@fbtween non-adjacent RS clusters are usually quite large,
OFDMA system with one BS)/ fixed RSs andi’ MSs. The  there is practically negligible mutual interference bedwe
coverage area is divided intd/ + 1 clusters with clusted npon-adjacent RS clusters. As a result, all the RS clusters
served by the BS and cluster (m € {1,M}) served by the ¢can operate simultaneously on the entire frequency bartd wit
mth RS. TheK MSs are assigned to one of thé+1 clusters
?.CCOI‘dIng to.thelr Iarge S(.:ale path Bs$he nu.mber of MSS 4To achieve the orthogonal signal separation in the frequetamain,
in clusterm is K,,. MSs in cluster0 will receive downlink signais from/to different RSs must be synchronized in theDIFsymbol

boundary. This requires timing synchronization within timeised cyclic prefix
3The kth user is assigned to the cluster with the strongest retqilet in the OFDMA system and is implementable in practice. As allteit is a
strength. common assumption in OFDMA systems such as WiMAX.
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negligible interferendk

B
m,k,n

1) Subband Allocation Policy S: Let s € {0,1} be

In two phases+ = 0 for the phase one of the downlinkthe subband allocation indicator at the BS for M$ cluster

(phase two of the uplink) andn € {1, M} for the phase

m (k € {1, Ko} whenm = 0, k € K,, whenm € {1, M}).

two of the downlink (phase one of the uplink)), the receivetet s} ;. € {0,1} be the subband allocation indicator at the

symbol Y}, 1., carrying userk’ information in clusterm in
the nth subband is given by

Ym,k,n =V pm,k,nlm,ka,k,nXm,k,n + Zm,k,n m e {07 ]\/[}

whereX,, . is the transmitted symbol from (to) B& = 0)
or themth RS (m € {1, M}) to (from) userk (k € K,,) in
clusterm in the nth subbandp,, ., is the transmit SNR,
lm.k is the path loss, and,, ., ~ CN(0,1) is the noise
in the nth subband. We consider Rayleigh fading and hen
Hy o ~ CN(0,1).

B. Global Channel Sate Information Model

mth (m € {1,M}) RS for userk (k € K,,) in clusterm.
The subband allocation policy is

M
§= {SrB;L,k,n’ Srlr%L,k,n € {O? 1}|V7’L, Z Z SrB;L,k,n
m=1keK,,
Ko
+Y B =1 > s =1Vme {1,M}}
k=1 ke m

ce 2) Power Allocation Policy P: Let p,, 1, be the scheduled
transmit SNR at Bm = 0) and themth RS (m € {1, M})
respectively to usek (k € K,,) in clusterm in the nth
subband. LetP,, be the total transmit SNR at BGn = 0)
and themth RS (m e {1, M}). Let P, » be the total transmit
SNR at the usek (k € K,,,). The power allocation policy in

In this paper, we consider a relay-assisted cellular systélgwnlink and uplink systems/¢n € {0, M }) are

with large coverage, and hence, both small scale fading (due
to multipath) and large scale fading (due to path loss) arepPL —

considered. We consider the block fading channel where
small scale fading coefficient is quasi-static within ea@mnfe

and may be different among frames. We consider the resourceoVZ —

allocation for the low-mobility users. Since the time scae

N
{pm,k,n > Ol Z Z Pm.k.n < Pm,Vm}

n=1kekK,,

N
| me,k,n
n=1

the

>0

> <Pm7k,Vm,k€ICm}

{pm,k,n

mobility is much larger than that for small scale fading, the 3) Rate Allocation Policy R: Let 7., 1. be the scheduled

path loss remains constant for a large number of frames
can be estimated with high accurﬂ:ﬂ'he CSIT of small scale

a rate at Bm = 0) and themth RS (m € {1,M})
respectively to usek (k € K,,) in clusterm in the nth

fading can be obtained from either explicit feedback (FDRQ,phand. The rate allocation policy is
systems) or implicit feedback (TDD systems) using recijiyoc

between uplink and downliffkWe consider TDD systems, and
assume perfect CSIR and imperfect CSIT due to estimation

noise on the uplink pilots or duplexing delay as illustraied
Fig.[d. The estimated CSIT in phase one and phase two
be modeled as

m,k,n + AIffn,k,n

m e {0, M} (1)

where H,, 1., is the actual CSI, and\H,,, x.,, ~ CN(0,02)

Hm,k,n =

R = {rmyk,n > 0|Vn,me {0, M}, ke lcm}

&QnMaximum Achievable Date Rate and System Goodput

In this part, we shall introduce the system utility based on
the notations and system policies defined in the previOLE.par

Given perfect CSIR, the instantaneous mutual information
(bit/s/Hz) between thenth transmitter (receiver) and thigh
receiver (transmitterjk € KC,;,) in the nth subband is given

is the CSIT error. We denote the set of local imperfect CSlay

of clusterm as H,, = {H,, x..|k € K.n,¥n}, and the global
imperfect CSIT asH = U%:o H,,.

Cm,k,n =Cm 10g2(1 +pm,k,nlm,k|Hm,k,n|2) (2)

wherecy = 0.5 andc,,, = 0.25 (m € {1,M}E.

Due to imperfect CSIT, the transmitter does not have

knowledge on the instantaneous mutual information[ih (2)
and hence, the scheduled data rate at the BS and the RS

power and r3l§qht be larger than the corresponding mutual information,
elow. leading to packet outage. To take the potential outage into

C. System Policy

In this paper, we consider joint subband,
allocatiof. The system policies are defined b

5For tractable analysis, we assumed all RSs are separatet sjtatially
or on the code domain. Yet, the effect of mutual interfereiscéaken into
consideration in the performance simulation.

SFor example, in 802.16e system, frame duration is 5ms. Usktls
pedestrian mobility 5 km/hr will have coherence time attea®r 20 frames.

In practical systems, like IEEE 802.16e, a mechanism nancbdrihel
sounding” is proposed to enable the BS to determine the B&Sachannel
response under the assumption of TDD reciprocity.

8For both the uplink and downlink transmission, the resowtdt@cation is
performed at BS and RSs.

®Note that po k,n, Tokn (¢ = Ko + m) are the power and rate
control variables for thenth the RS tn = 1,---, M). sﬁ k. IS the

subband allocation variable for the direct link BS-MSvith' m = 0,
ke{l,--- Ko} s5 s, arethe subband allocation variables for
indirect link BS-RS,-MSy, with m € {1, M}, k € K.).

10% is due to duplexing penalty% is due to duplexing penalty and the
spreading code with code rageused in RS clusters. For simplicity, we assume
that the same amount of time resources is used for each pHasever our
design can be directly applied on the system with unequaseoldaration by
changing the duplexing penalty ratio between phase one haseptwo.
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consideration and to guarantee the scheduling fairnesspmwe IV. DUAL PROBLEM AND DISTRIBUTIVE SOLUTION
sider the average weighted system goodput (average weighten e that Problem 1 is a mixed integer real optimization and

b/s/Hz successfully delivered to the MSs) as our perfogance, is not convex. Brute-force optimization is NP-haitth w
mance measure. The average weighted total system goo nential complexity in term of the number of subbands. In

is given bwaqp(S,P,R) = Eg[Uugp(S, P, R, H)|, where i section, we shall apply continuous relaxation techeiq
Uwgp(S, P, R, H) is the conditional average total weightedg) [3], [13], [14], to obtain asymptotically optimal sdion
goodput for givenH, and is given by as well as discuss the distributive implementation.

M
. 1 S
Uugp(S, P, R, H) = N ( Z Z @ Hin A. Continuous Relaxation of the Integer Programming Prob-

N m=1keK,, lem
{ Z Sﬁ,k,nTO,Koer,n(l — Pr[Co.kytmmn < T0.Ko+m.n[H]), To perform continuous relaxation, we allow time sharing
ne1 between users for each subband by relaxing subband atiacati
N X indicator to rational value between 0 and 1, which describes
Zsfz,k.,nrm7k7n(1 —Pr[Chypn < rm7k7n|H])} the fraction of time a particular subband is occupied by
n=1 a particular user. Mathematically, to apply the continuous
Ko 0 N 5 . relaxation, the constrainf](5) is replaced by
+ oy S0 ke.nT0.km (1 = Pr[Co pm < rok, |H])) 3)
; ; B o 5B b S 20 V,m € {0, M}, k€K (10)

wherea]" denotes the weight of the MSk in Clusterm, and  After equivalent transformation and continuous relaxatio
Pr[Crikn < TmanH] (V n, m € {0,M}, k € K,,) is the Problem 1 is approximated by the following convex optimiza-
conditional packet error probability of one-hop link fovgn  tion problem.

global H. Problem 2 (Relaxed Optimization Problem):

IIl. SUBBAND, POWER AND RATE SCHEDULING PROBLEM M — Ko 0 N 5 B
FORMULATION max Z Z gty + Z% Z 50 k,nT0kn
k=1 =1

. . . T m=1kekm
In this section, we shall formulate the relay-assisteddohe ke

N
ing problem_as an optimization problem mgximizing the aver-¢ < Z sB FB L me {1, M}, keKn (11)
age total weighted goodp(t,,, (S, P, R) subject to the target = e
outage probability. Note that optimization oW, 4, (S, P, R) N
w.r.t. policies (set of actions for all CSIT realizations i < Z s R me{l,M}keKn (12)
equivalent to optimization or/,,,(S,P,R,H) w.rt. the e
actionsS, P, R (S = S(H), P = P(H), R = R(H)) for as well as constraints iff0), @), (7), @), @3 for DL
each given CSIT realization. Hence, the optimization peobl
oo or (@0 for UL
is given by wher@
Problem 1: (Subband, Power and Rate Optimization Prob- . .
|em) fﬁkn 25 10g2 (1 + pm,k’;zgm,k/7n)7m c {07 ]\/[}
A o S
max Uygp(S, P, R, H) o ' m,k,n o
S,P.R (m=0,k=ke{l,Ko};m>0,k'=Ko+m,k €Ky,)
S.t. Pr[cm,k,n < Tm,k,n|I:I] = eVn,m € {07 M}a k S ’Cm ~ 1 pm,k,ngm,k,n
(4) Trlr%L,k,n :Zlog2 (1+T)am€{laM}vk€’Cm
B R e
Sm,k,n’ Sm,k,n € {Ov 1}Vn7m € {Oa M}v ke ’Cm (5) ~ o 1 2 —1
i Ko Im.k,n —lm,k§a€me&n‘2/%gg (6)ym e {0, M}, ke K,y
m=1kekm k=1 Note that Problem 2 is a convex problem. For the objective
sK o =1VYn,me {1,M} (7) function, the first pary Y _, > ke, Qntyt is linear int}?,
kEK and the second palC,°, af S0 5, 75, . is a positive
Dk > 0Vn,m e {0, M}, ke Ky, (8) linear combination of functions of the typéx, y) = zlog(1+
y/x),y > 0,2z > 0. According to Lemma 1 of [14], the second
N

part is concave in(sgkyn,poykyn). Therefore, the objective
Z Z Pmkn < P, ¥m € {0, M} (for DL) (92) fynction is concave. Similarly, after moving the R.H.S. of
n=1keK,,

N 2p—t . () denotes the inverse cdf of non-central chi-square
| Hop ke, |2/ 502

me,k,n < Pk, VYm e {0,M}(for UL) (9b) random variable’with 2 degrees of freedom and non-centraitrameter
n=1 |Hpn k0 |?/ 302, @3) can be derived from the conditional PER constraint
@), the expression of instantaneous mutual informalidraf@ the non-central
Lproportional fairness (PF) is a special case of the weigsited goodput  chi-square distribution Ofme,k,n|2 given H,, 1. », Which is omitted due to
system utility. page limit.



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO.01 OCTOBER 2009 5

constraint[(Tl1) and(12) to the L.H.S., it can be proved thatand RSs for uplink).
the inequality constraint functions are convex. In additithe

¢ ) ) . (AL, M)
left equality constraint functions are linear. Hence, Reob2 gBs{A ’
is a convex optimization problem. maxs,p Y m_1 Soper, M BB
The continuous relaxation in Problem 2 does not necessarily = IRl DT
yield a solution where all the subband allocation indicsitor s.t.sh .., >0,@), @), @8 or @D (m =0)

are 0 or 1. However, they are 0 or 1 with high probability Subproblem 2 (Resource Allocations at the mth RS in
due to the property of marginal benefit of extra bandwidthhase Two of Downlink (Phase one of Uplink)) Given the
defined in Appendix B. If the integer solution is required, weector of Lagrangian multipliera™, optimize subband and
can round the fractional values to 0 or 1. In fact, under somp@wer allocations at thexth RS such that the weighted good-
mild condition(% — oo), the solution of Problem 2 will be put is maximized subject to corresponding subband comgtrai
identical to that of Problem 1 when we do subcarrier allasati at the mth RS, and power constraints at theth RS for
in both problems. downlink (at the MSs in clustem for uplink).
Remark 1: Let % be the number of subcarriers in each ,, (A™)

independent subband. We assume the channel gains of all thds
subcarriers in one subband are highly correlated. Suppose:a{ maxg, p Zkelcm (ap" =A%) 2521 Sﬁ,k,nfﬁ,k,n
user is assigned(0 < n < L) subcarriers in a particular st.sk ., > 0,@,pm.rn >0, @8 or @8 (m > 0)
subband during one transmission. We can mt_erw% asthe There arels subproblems of this kind, each one corresponding
frequency sharing factor in this subband, which takes @tecr ; ihe resource allocations at one RS.
value from O to 1. W_hen]Tv — oo, the frequency sharing g pnroblem 1 and Subproblem 2 are similar. Please refer
factor can take any rational between 0 and 1. It can be adiey§ he Appendix B for the optimal solution. With the dual
by the further subcarrier allocation within the subband. function mentioned above, the dual problem is summarized

below:

Problem 3 (Dual Problem): Find the optimal dual variables

B. Partial Dual Decomposition and Distributed Solution which maximize the dual function

M
The subband, power and bit rate allocations for relay- m}%nng(Al,--- ,)\M)+ Zgﬁs(km)

assisted OFDMA system is a complicated optimization prob- —
lem. Existing approach [3], [6], [7] considered centratize SLO<A™ < a™, me {1, M}
solutions but these solutions have huge computationalrigad
at the BS. Furthermore, these solutions require knowledgewherea™ = (af') . (m € {1,M}).
GCSI which induces heavy signaling overhead in the systemWe use the subgradient method [17] to update each dual
In this section, we shall derive a low-complexity distribet Variable as follows
solution from Problem 2 using decomposition techniques. AP (i + 1) (15)
Using convex optimization techniques (details in Appendix N N
A), the dual function of Problem 2 can be simplified as follows_ [)\zn(i) _ 5?(1-)(2 Sfm,k,n Nﬁ,k.,n _ Z Si,k,nfrjz,k,n) .
n=1 n=1 k

Ko N M N
0 B =B m B -B whered}* (i) is a positive step size arjdy~ denotes the pro-
max E «@ E s T + E E A E s 7 WHETEOE : x5 )
N el b LT ection onto the feasible set™ = {A[0 < A < i} (i.e.

m=1keKm
M N - let \*(i+1) = OV[-] < 0, A (i+1) = oj*V[] > o} and keep

+ aQlt — \m sh R 14) Ap(i+1) =[] if [] € &A™). We study the convex Problem 2
mz::l kezlc:m( g g )nz::l ok, a4 by solving its dual problem with decomposition techniqud an
sit. B, ®, for DL or for UL subgradient method. Since the Problem 2 is convex andlgtrict
0.6 0.6 6 2 feasibl&4, Slater’s condition holds. Therefore, duality gap is

. zero and hence, the primal variablS§A™ (i), -, AM(i))
In what follows, we apply dual decomposition approacgndp(»(i)’ -+, AM(4)) will converge to the primal optimal

[15], [16]. The dual function can be decomposed into tWgyjaphiess*, P*. Since the dual problem is always convex,

subproblems: the convergence of the proposed scheme is guaranteed [17].

Subproblem 1. (Resource Allocations at BS in Phase One  For any initial value in the feasible set, the dual variakifg(i)
of Downlink (Phase two of Uplink)) Given M vectors of || converge to the dual optimal?™* asi — oo.

Lagrangian multipliers\"*, optimize the subband and power The distributive architecture of the derived solution is il

allocations at BS such that the weighted goodput is maxithizgstrated in FigR. Intuitively, for usek in clusterm (m e
subject to corresponding subband constraints at the BS, and
power constraints at the BS for downlink (at the MSs in cluste *For example, we can easily find} , ,s7 , . > 0, which satisfy [(6)
and [@), and,, k. > 0, which satisfy [(9h) for downlink of{3b) for uplink.
By choosing}" = min{3>}" S ton ooy et S L
13The condition is quite mild and can be satisfied in most prat8ystems. ¢(Ve > 0), we can obtain a strictly feasible solution to the convexbiem
For example, we hav&V = 2048 andT" ~ 6 in WIMAX (802.16e) systems. 2.
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Algorithm 1 (Distributive Algorithm with Reduced Feedback):

Master problem
Update dual variables.

1) The controller of cluster mi¢ € {0, M }) finds out MS;

Fo e A M with the maximum weight]” among MSs in Clustern,
and broadcasts the feedback threshgltl = o*[/*5™
Oagd" ") 9rs(4') 9rs(1") 9s(1") to the MSs in its cluster.
Subproblem] [ Subproblemd [ Subproblem?| | Subproblem3 2) Each MS in Clustern compares and feedbacks its CSl
1% hop 2 hop 2" hop 2" hop ki, in the nth subband iffa 1] R}, 2 > ~4m. Then
allgii(:il:)rlfn:?or allt;?:z(:iléf'feoroo alléii?iz:?or ° allgisaliilcj)rr::?or the local reduced user set and Corresponding imperfect
near users far users in far users in far users in CSl is available at each cluster manager.
andiorRSs  |clister 1atRp | dustermat) | clusierMat 3) BS decides and broadcasts the initial multipliers
{A™(0)|m € {1, M}} in phase one. The initial mul-
Fig. 2. Decomposition Structure tipliers {a™ — A™(0)|m € {1, M}} in phase two are

available at RSs for subproblem 2.

4) In theith iteration, BS solves Subproblem 1 and each
RS solves its own Subproblem 2. Each RS reports the
scheduled data rate of users in its cluster to BS.

5) BS updates the multiplied\™ (i)} to {A™(i+ 1)} in
phase one according tb(15), and broadcdst® (: +
1)}.

) If the difference of the scheduled data rate in two phases
for each user in RS clusters is less than a threshold, or
the number of iterations has already reached a predeter-

{1,---,M}), the dual variable\]*(i) can be interpreted as
the equivalent weight in phase one for downlink (phase two
for uplink), while o* — A} as the equivalent weight in phase
two for downlink (phase one for uplink). Based on the weights
assigned by the master problem, Subproblem 1 can be solve
at BS with its local imperfect CSITH,), and Subproblem 2
for the mth RS can be solved at theth RS with its local
imperfect CSIT H,,,). Then the dual problem updates the dual . . . .
variables at BS to reduce the difference between the sobeédul m|ned value, then terminate the algorithm. Otherwise,
data rate for a particular user in phase one and phase two at jump to step 4).
each iteration. In the above algorithm, the communication overhead be-
The distributive implementation offloads great computagio Ween BS and each RS grows linearly only with the total
from the BS toM RSs. In addition, it saves large signaling'imber of users i/ + 1 reduced user sets. Hence, the feed-
overhead for collecting CSI of RS-MS links and broadcasti%‘:k_ load of this algorithm is much smaller than the directly
the scheduled results to RSs for resource allocations of Fstributive implementation with full feedback. Althoughis

MS links. These advantages are highly desirable for praicti@gorithm is in general suboptimal due to the existence of
implementation. feedback outage, it can be proved in the following lemma

that under some conditions, its performance will converge t
that of the directly distributive implementation with all $4
transmitting feedbacks. Due to the symmetric situatioraiche
subband, we only consider one subband and ignore the index
Compared with the centralized solution, the complexity and for simplicity.
signaling overload in the above distributive solution areadly Lemma 1: (Feedback Outage, Feedback Load and Asymp-
reduced. However, in downlink systems, the overhead duetttic Performance) Assume that the weight of each user is not
the feedback of CSI from MSs to their cluster controllersmaller than 1. Without loss of generality, assume ustens
(the BS and RSs) and the signaling between the BS and RBs maximum weight!" in Clusterm. DefineT;" = zmﬁm
. . . r 15 . k "k

still grows I_mearly with the number of usersft. _Selectlve 1) Given the threshold? = ai"5™, the outage prob-
][nulnu”selr diversity (SM(L;D) r;asdlz)eerll propr(])se((jj tl)n 18], [19] " apility p (the probability that no one feedbacks) and
or cellular system to reduce feedback overnead by IMpa&Ing 6 feedback load™ (average number of feedbacks per
local threshold-based screening. We shall extend thettbles ; m _ TTEm (1 _ _pmam

) user) are given by’ = [[,." (1 — exp(=T;"4"™))and
based mechanism to reduce the overall system feedback over- Fmo— 1 Km mem .

o . . =% ey (1 —exp(=T;"4™)) respectively.
head of the distributive solution for relay-assisted datu Let the bound oP™ be PT(K. ). If P7(K
network with fairness consideration. The reduced feedbackz) e_ .e up_p;ler oun o P€Ly (—717)' i( m)
distributive solution is outlined beldf: satisfies £ (K)  — 0 and Pg"(Kpy)®n

1 as K,, — oo, choose 3™ (FPi"(K.,))

15In uplink systems, since resource allocation is performethe BS and log L ——, so thatPj* — 0 and F"™ —
RSs, which are the receivers, we do not have the issues of &8lback 1=Pj" (Ko ) Em
overhead. After performing distributive resource alltmat the BS and active 0 asK,, — oo.

RSs inform the corresponding scheduled MSs with the sckddsiibband There is a tradeoff between feedback outage probability and

and transmit SNR for transmission. s -
16/ practice (e.g. HSDPA, WIMAX, 802.16m, LTE), there is ajaa pre- feedback load by adjusting™. However, for sufficiently large

allocated dedicated UL signaling channel associated vigih $peed downlink

packet data access and DL resource allocation. So our feledif@rmation "The reduced user set is made up of users who feedback at fheasei
from MS->RS and RS>BS can be transmitted over these available dedicatexibband. The channel coefficient of any user in this set wiltrbated as 0
control channels. in the subbands without feedback from this user.

V. REDUCED FEEDBACK DISTRIBUTIVE SOLUTION FOR
DOWNLINK SYSTEMS

[
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K,,, Algorithm 1 can achieve asymptotically optimal weighted 0

average goodput at asymptotically zero feedback cost pggr us 0 A
b h . ~m B - 1 1 8F | [ Proposed Algorithm(sum 61.247)
Yy choosIngy (PO (Km)) = g 10g — —. [ SSA(sum 30.800)
max Ly 1—P[;'L(Km)K7m 7L m [ MaxPF without RS(sum 12.209)
Proof: Please refer to Appendix C. [ | I I Round Robin without RS(sum 6.266)
6 M 4
VI. ASYMPTOTIC PERFORMANCEANALYSIS UNDER PFS =M I
FOR DOWNLINK SYSTEMS 1347
O]
In this section, we shall focus on studying how the sys- 3r
tem performance of the scheduling algorithm derived in the 2t |
preceding section for downlink systems grow with various Al |
important system parameters such as the number of RSs a
ape . . L L L o] L L L 1
the number of MSs. Specifically, we consider proportiona T 2 3 4 5 6 7 8 9 10

fair scheduling (PFS) [20] performance in the limit sitoati
t. — oo [21], [22] for sufficiently largeK in the analysis. To
obtain insights on the performance gains, we impose a set
simplifying assumptions. We assume each RS cont&imfdSs
with Ky = 0. Furthermore, we assume line-of-sight link (with

high gain antenna) between the RSs and the BS and hence, ] o ]
the throughput is limited by the second hop. Under abotie system without RS, which is due to the spatial reuse of

assumptions, we can substantially simplify the system modglay-assisted architecture. It can be shown fhat> 0 and
without affecting the asymptotic performance and hence, Wreases with)M. This demonstrates the benefits of relay-
can derive closed form results which would otherwise HSSisted architecture on reducing energy reduction.
impossible in general regimes.

Let D be the radius of a cell. Path loss takes on the  VII. SIMULATION RESULTS AND DISCUSSION

form PL(d) = d™“, wherea is the path loss exponent. In |n this part, we shall compare our distributive subband,
the relay-assisted system, assume there dr&kSs andK  power and rate allocation for relay-assisted OFDMA system
users uniformly distributed in each RS cluster. Assume equgith several baseline references. Baseline 1 refers to the
power allocation to each subband at BSsAccordingly, in  weighted total goodput maximization version of Separate
the system without RS, we assuméK users in the same and Sequential Allocation (SSA), which is a semi-distrélit
cell edge region as the relay clusters, which is equivalent §cheme proposed in [8]. Baseline 2 refers to the maximum
the total number of users in the relay-assisted system, agghl weighted goodput scheduling without RSs. In Basedine
BS allocates equal power to each subband. The asymptqfi€ consider Round Robin Scheduling with water-filling power
performance under PFS of the two systems is summarizedaifbcation across the subbands. We apply PFS algorithm to
the following lemma. keep track of the average goodput of each user, and consider
Lemma 2: (Asymptotic Performance for the Systems with jts inverse as the weight for the three maximum total weighte
RSs and without RSs) For the system withM/ RSs andK  goodput scheduling design. We use Jain’s index as the &sirne
MSs in each RS-cluster, the average asymptotic throughpséasure, which ranges from/K (worst case) to 1 (best
for large K is E[T] = %(logg(’?vm InK) — a(log, D + case). In the following simulation results, the average sum
1 . goodput is obtained from the optimal scheduled goodput of
logy ¢ = m))- For the system withi/ &' MSs and no RSs, . " cer The cell radius is 5000m. 6 RSs are evenly located
the average asymptotic throughput for lareis E[T")] = on the circle with radius 3000m. We set up our simulation
log, (52 In MK) — a(log, D + % log, 557 — 3153):  Scenarios according to the practical settings in IEEES0®.1

Fig: 3. Average goodput allocation for 10 users in a single szenario at
BS transmit power 36 dBm, RS transmit power 36 dBm\at= 16.

wheret — lsif{ . systems [23]. The carrier frequency is 2GHz. BS/RS height

Proof: Please refer to Appendix D. m IS 32m and MS height is 1.5m. The operating bandwidth is
Define the gain of relay-assisted design over the non-refiyMHz with 2048 subcarriers and 8, 16 or 24 independent
design asg = E[T] — E[T®] = gs + gy, where subbands. The path loss model of BS-MS and RS-MS is

9rer = 2 (logy (L2 In K) —alog, D) — (log, (L2 In(MK)) — 128.1 + 37.6log;o(R) dB, and the path loss model BS-RS

alog, D) is the throughput gain for frequency and spacid$ 128:1 + 28.81ogyo(R) dB (R in km). The receive antenna.
(1-2¢)? gains of MS is 0 dB, and the directional receive antenna is

reuse andg, = a( a8 g — g logat + (- used at RS with antenna gain 20 dB. The lognormal shadowing
l)ﬁ) is the throughput gain for reducing energy reductiostandard deviation is 8 dB, and the CSIT error variangés
due to path loss. 0.01.
Remark 2: Sincegrs, = O(MInln K) — O(Inln(MK)),
the throughput of relay-assisted system grows much feséer t o ggtem Performance of the Distributive Algorithm

183ince the number of MSs are large, equal power allocatiorsyisptot- F|g[a 'IIUStrateS_ the ayerage SChEdUqu gOOdet a}l!matlo
ically optimal due to multi-user diversity. of the 10 users in a single cell scenario, the positions of
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2757

250 .
Dual Value: K=10,N=24,M=6

225

. Primal Value/3: K=30,N=8,M=6
200} Primal Value: K=10,N=8,M=8 R :

Primal Value/2: K=20,N=8,M=i

Weighted Goodput(Mb/s)

Primal Value: K=10,N=24,M=6

75 i i i i j
0 10 20 30 40 50

Number of Iterations

Fig. 4. Average total weighted goodput in a single cell sdenfor primal  Fig. 5. Multi-Cell Scenario with frequency reuse factor S i€Tnumber in
problem and dual problem of 10 users (N=24, M=6, K=10) andngli the cell center shows the frequency band used by that cBNg.orthogonal
problem of 4 other cases (N=8, M=8, K=20,30 respectivelysuse the number frequency spreading codes are assigned to adjacent RSshieveacthe
of iterations at BS transmit power 36 dBm, RS transmit powgdBm. (Due orthogonal signal separation in the frequency domain (bl yellow parts
to limited space in the graph, we have omitted the dual vahieke other 4 represent two frequency spreading codes adopted in RSdystThe cell
cases.) radius D is 5000m. 6 RSs are evenly located on the circle with radius
D,, =3000m. The distance between the BSs of the nearest co-dhagilse
is R = 3D. The distance between the RSs of the nearest relay cludtére o
nearest co-channel cellsis= 2D.

which are generated according to uniform distribution.dbc

be observed that our distributive scheduling algorithm can

achieve much higher average goodput and fairness compare(’

with three baselines. &0 i -
Fig[4 illustrates the convergence performance of our dis- 700 o g oentm

tributive algorithm in a single cell scenario. We plot the TET vaxpeaitontRS

average best primal value curve and dual value curve within oo

certain number of iterations for the 10 users cadé £

24, M = 6, K = 10) and the best primal value curve for four

other cases withV = 8, M = 8, K = 20, 30, respectively.

It can be seen that our d|str|but|ve algorlthm convergesequi

fast. The performance at the 5th iteration is about 35 the

performance at the 50th iteration. Thus, good performaane c

be achieved with low overhead. of

501

40

30F

Sum Goodput(Mb/s)

201

. 16 21 26 31 36 41 46
B. System Performance versus Transmit Power Transmit Power (dBm)

Fig[@ illustrates the average sum goodput performanceesof th
10 users in a multi-cell scenario with frequency reuse factb9- 6. Average sum goodput of 10 users versus BS/RS trargomier in
3 as illustrated in FigJ5 versus the transmit power at BS awinulu -cell scenario with frequency reuse factor 3 as fiteted in Fig[$ at
RS. It can be observed that our proposed scheduling design
has significant gain, especially in the lower SNR regionsThi
is mainly because RS reduces the path loss greatly and our
proposed algorithm utilizes the limited power more eﬁid:liyen

Fig[? illustrates the fairness performance of the 10 users
in a multi-cell scenario versus the transmit power. It can be
seen that the designs with RSs keep much better fairnesd;igld illustrates the average sum goodput performance ver-
especially in the lower SNR region. The main reason is that tBus the number of users per RS cluster in a single cell seenari
differences of path loss of users in the cell are greatlycedu The transmission in phase two of our design directly benefit
when the RS is half-way in between the BS and the M&om the increase in the number of cell-edge users. When BS
Compared with Baseline 1, our proposed design has simigitd RSs have the same transmit power 36 dBm, the bottleneck
fairness performance but a much better goodput performarddhe performance is in phase one. Hence, the first curve dose
as illustrated in Figl6. not increase much with the number of users in RS clusters.

When the transmit power at RSs is smaller than that at BS,

19The convergence performance for the full feedback digtriblalgorithm i.e. 31 dBm. 26 dBm. the bottleneck shifts to phase two. Thus
with 30 MSs, is actually the same as the convergence perfurenéor the ’ ’ ’

reduced feedback distributive algorithm with 150 MSs uratdy 5% goodput the overall performance increases greatly with the number o
performance penalty. users.

C. System Performance versus the Number of Users K
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0.2k —&— Proposed Algorithm
—&— SSA
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0 i i i N N 54 i i i i i
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Fig. 7. Jain’s fairness index of 10 users versus BS/RS trangower in  Fig. 9. Average sum goodput of 60 users per cell in a singlesoenario
a multi-cell scenario with frequency reuse factor 3 as titated in Fig[h at versus the average feedback load at BS transmit power 36&&ntransmit
N = 16. power 36dBm, 31dBm, andV = 8.

70

architecture, we obtain a fast-converging distributiviuon
60 e A A with only local imperfect CSIT by using careful decompasiti

i N . . R B .
T Praposed i (1S o160 of optimization problem. Our solution could be applied to
@50[ e oo (RS 2608 1 both UL and DL allocations. To further reduce the signaling
§ wl Byl | overhead and computational comp!eX|_ty in downllqk systems
g T maEihouRs we propose a reduced feedback distributive algorithm, kvhic
éaog:::%tg,ifiﬁgf— T4 can achieve asymptotical_ly qptimal performance for large
a number of users with arbitrarily small feedback outage and

feedback load. We also derive asymptotic average system

) I B e | goodput for the relay-assisted OFDMA system so as to obtain

useful design insights.

0 i i i i i
2 4 6 8 10 12 14 16

Number of Users per RS Cluster APPENDIXA: DERIVATION OF DUAL FUNCTION

Fig. 8. Average sum goodput versus the number of users perlig&rc By relaxmg the gIObaI coupllng ConStrammll) ahd] (12)’

(6 RSs) in a single cell scenario at BS transmit power 36dB& tfansmit W€ have the following dual function
power 36dBm, 31dBm, 26dBm, amyl = 8.

M Ko N
maym 0 B ~B
fax Z Z gty + Z Qg Z 80,k,n70,k,n
m=1ke,, k=1 n=1
D. Tradeoff of Performance and Average Feedback Load in M N
the Distributive Reduced Feedback Algorithm Y AN SE Tl — )
Fig[d illustrates the average sum goodput performance for m=1kekm n=1
60 users per cell in a single cell scenario versus the average M N
. . L. . m R ~R m
feedback load by implementing distributive reduced feetlba + Z Z Vi (Z Sm ko mkn — Uk )
algorithm. We use different feedback thresholds to geperat m=1kEKXm n=1

different average sum goodput performance with different s.t{10), @), (@, (8), @g)for DL or ([@B)for UL
average feedback load. Our distributive reduced feedbav(\:/here)\m 2 (am) = 0, v™ & (ym) =0 (m e
algorithm can achieve good performance (e.g.%%f the = Ak Kt 7 B B W K x 1 7~ LT

distributive full feedback algorithm in Fig.8) with low fde 1121/} are the vectors of Lagrangian multipliers. Firstly, we
) optimize overt. The part of dual function with respect tds
back load (e.g. 200) in real systems.

given by
VIIl. SUMMARY

In this paper, we propose a cluster-based distributive sub-
band, power and rate allocation for a two-hop transmission {

M
o mo_ m m m

go =max Yo (o = O+l
m=1ke,,

0, AN'+vl=a

in a relay-assisted OFDMA cellular system. We take into /
oo, otherwise

account of potential packet errors due to imperfect CSIT
and system fairness by considering weighted sum goodfatmake sure that the dual function is bounded above, we have
as our optimization objective. Based on the cluster-basgfl + v, = «}. Hence, we can simplify the dual function.
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APPENDIXB: OPTIMAL SOLUTION TO THE RELAXED that x; > x; , then subband will not be allocated to uger
PROBLEM according to Appendix B.

For downlink systems, the subproblem 1 and 2 share the

similar forn@ as follows 1_1 511+
ooz 7

. . 1 1 1 1

. . i _ 1 >1_ 1

max ak Z o log gk nDk, n) x; > ,TJ,V] # 1 = n fl >10 = l{ Ilj

n 2 L L 1 L

e Sk,n 0 Z I T > 1 xj

S.tskn >0, ZSM = 1Vn, pg,n > 0, ZZPM <P Incase 2 and 3p;, = 0. It is obvious that usey can not

n=1k=1 transmit in this subband. We only need to consider case 1.
The Lagrangian function is given byl = Yk, if & — 2= >0, Xp(ak, zx) = o log (3) — (1 — 52).
Zk Lk sk logy (10 + M) + pu(P — Now we shall show thak, (a, 2:1) increase Wlth:vk andzy,
i separately. Let, = z),/p, $2& =logty — (1 — &) £ f(tx)
et Tzt Phon) + Loy 00 (1 = Dy o) and 95% = @:f—it Thend — L > 0=t > 1= f(t) =
aifn_o:»pkn_skn(%—%%ﬁ (16) %——>0:»f(tk>1)>f(tk_1)_o;»5‘xk>0 In
addition, vy > 1, wp > = WLl > Tl > (0 = Gk >

aL \n n
98 =0 = Xpn Sailog, (1+gk Dk ) 0. Thus, oy > o, ; > >OéX(o¢l,xl)>X(o¢],:17])
k. GhnDhm Fhin According to Appendix C, this subband will not be allocated
— = Uy, (17)  to userj.

i Sk,n + Gk,nDk
n ,n n . . .
Given the thresholdy;, = «;l;7, userk will feedback its

where X}, ,, can be interpreted as marginal benefit of extighannel . . ~
n quality to the cluster manager dff.gr, > «;l;7 =
bandwidth [14]. By substituting[[(16) into (IL7), we ha ve = |he|? > T45, whereTj, = % R.V. &, denotes the
Qb

Xk = aglog (1 + gkn(T - q:,n)Jr - N(% - %%)Jr feedback action of usét in one subband{, = 1, if user k
u satisfies feedback its channel quality; = 0 otherwise. For Rayleigh
K N fading assumed in the conteky[&, = 1] = Pr|y, > Tx3] =
Z Z ko L)* —p (18) e 7, Pri¢y = 0] = Priyy <Tpj] =1—e 7.
k=1n= Ghn Intuitively, we can consider;7 as the overall channel

1 can be obtained by the subgradient method. For a particu@@n of a potential user who shares the same We.@zht.
1, if there is a uniqué* = arg max{ X}, } for somen, time- @S USeri: and serve as a threshold user. The scheduling

sharing will not happen in this subband. is done among the feedback user set and the threshold
user. If 4 < L the scheduling is still optimal. If
Spm = { L Xpn = maxy, {Xkn} >0 5 > |h)? and Y;_, & > 0, the scheduling is optimal
0, otherwise except for the threshold user is scheduled at last, which
Since for each givem, X}, is a function of the CSl,,, happens with low possibility. 5 & = 0, we declare
of each user and they are independent random variable. A8 scheduling outage and suffer from certain performance
result, there is probability 0 foX},, = X,/ , with k # k'. 10sS. The outage probability i&, = Pr(yo & = 0] =
Hence, there is probability 1 that the solution of the retaxd [, (1 — eXp( Ty7)). The average feedback load is

problem corresponds to that of the original protf&m F =21 E[Z,C RO ZkK:l(l — e(—Tx%)). We have
For uplink systems, we use individual power constrairmxp(— max{Tk}w) < exp(— Tm) < exp(— min{Tx}7) =
Zn 1Pk < Py instead. Similarly, we havep,, = Py < (1 — exp(— max{Tk}w)) F < exp(—min{7}}7).
sk (% — L), where y; satisfies Y0 s (2 — (1~ exp(—max{Tp}9)" = FP(K) = 3(R7(K)) =
N eon . e ! log ! = exp(— min{T%}¥) =
L) = P, and sy, can be obtained with the same methodhax{Te} ° | _Fm (g &
as the downlink. _ min{T} 1 _ (1 _ pm L *%
exp( de{Tk}l g 1—P_(§”(K)%) = (1 B (K)K) KT

SlnceP0 (K) — 0 as K — oo, we haveP, — 0. Because
PW(K)K — 1 as K — oo, we haveF" — 0. Hence,
For notation convenience, we only consider MSs in 0”&1 7(P(K)) is asymptotic optimal threshold. For example,
cluster and omit cluster index in the following proof Letyy Pr(K) = 1 satisfies all the conditions.
= I1|hi|?) be the channel gain of usér Definex;, £ aygs.
Given a; > a; > 1V5 # i, we first show that if3j such

APPENDIX C: PROOF OFLEMMA 1

20For subproblem 1, differentm, k) pairs can be treated as differeintin
this form. Subproblem 2 for a given m is equivalent to thisxfidsy omitting
index m.

24 3k = k' such thatX, n =X,/ is maximum,s,, ,, can be obtained
by solving a set of equations 1, sk n=landX, =X, forthe By applying the similar approach as in [21], throughput
sharing subbands and {18). (bit/s/Hz) for MSk € K,,, in relay-assisted system and in the

APPENDIXD: PROOF OFLEMMA 2
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system without RS are:

mvk 4K / 10g2

P,
4K log, ( N lm
Py

lm k«TdFmax,K( ))
kIn K) for large K

()
T k=

m,

: Po, )
T (N mak
where  Frnaxi(x) and  Fnaxmr(z) are cdf  of
max{|Hp k.n|%, Yk} and max{|H,, x.»|?,Vm, k} separately,
I, @and lfnb?k are path loss from the R% and BS for the
MS k € K,,, separately.

In(MK)) for large K

Next, we consider the average throughput over distance.

get closed form solution, we use closed disc with radiyg
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