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Joint Channel Estimation and
Resource Allocation for MIMO Systems—Part II:
Multi-User and Numerical Analysis

Alkan Soysal, Member, IEEE, and Sennur Ulukus, Member, IEEE

Abstract—This is the second part of a two-part paper on
the joint channel estimation and resource allocation problem in
MIMO systems with noisy channel estimation at the receiver side
and partial CSI, in the form of covariance feedback, available at
the transmitter side. We consider transmit-side correlated MIMO
channels with block fading, where each block is divided into
training and data transmission phases. In this paper, we extend
the single-user results of Part I to the multiple access channel. For
the data transmission phase, we propose an iterative algorithm
to solve for the optimum system resources such as time, power
and spatial dimensions. This algorithm updates the parameters
of the users in a round-robin fashion. In particular, the algorithm
updates the training and data transmission parameters of a user,
when those of the rest of the users are fixed, in a way to maximize
the achievable sum-rate in a multiple access channel; and iterates
over users in a round-robin fashion. Finally, we provide a detailed
numerical analysis to support the analytical results of both parts
of this two-part paper.

Index Terms—Multi-user MIMO, MIMO multiple access chan-
nel, partial CSI, covariance feedback, optimum power allocation,
channel estimation.

I. INTRODUCTION

N Part I [2] of this paper, we studied the optimization of the

achievable data rate jointly in terms of the channel estima-
tion and data transmission parameters of a single-user, block-
fading, transmit-side correlated MIMO channel with noisy
channel estimation at the receiver, and partial channel state
information (CSI) available at the transmitter. We concluded
that there is a trade-off between estimating the channel better
and increasing the achievable data rate [2].

In wireless communication scenarios, the achievable rate of
the system depends crucially on the amount of CSI available
at the receivers and the transmitters. The CSI is observed only
by the receiver, which can estimate it and feed the estimated
CSI back to the transmitter. However, measuring the CSI and
providing CSI feedback to the transmitter uses communication
resources, such as time, power and spatial dimensions which
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could otherwise be used for useful information transmission.
In a multi-user setting, the amount of resources required to
measure the channel and provide CSI feedback to the transmit-
ter increases substantially. When perfect channel information
is assumed to be available at the receiver and the transmitters
at no cost, [3] finds the optimum transmission strategy, which
is a multi-user water-filling scheme. Under a more practical
assumption, when there is perfect CSI at the receiver but
only partial CSI available at the transmitters, [4], [S] finds
the optimum transmit strategies for all users. There has been
works such as [2], [6], [7], [8] that considered noisy channel
estimates at the receiver, but they restricted attention to a
single-user scenario.

Part I extends the results of Part I to multiple access
channels. In a multi-user setting, we first consider the channel
estimation process and find the optimum training signals for
all users. Although all of the users are allowed to use the
available training duration simultaneously, we find that the
training signals of the users should be orthogonal in time.
Since the total block length, and therefore the total training
duration is limited, each user can only train a fraction of its
available channel dimensions, which might result in shorter
individual training signal durations compared to the single-
user case. However, as a result of having shorter individual
training signal duration and the conservation of energy, the
training signal power that is used by a particular user in a
multi-user case could be larger than the training signal power
that the same user would use in a single-user case. This higher
effective training power results in a better channel estimate,
and hence lower channel estimation error. Therefore, although
fewer dimensions of the channel are estimated, the channel
estimation error corresponding to those estimated dimensions
become smaller.

Next, we move to the data transmission phase, and derive
an achievable sum-rate expression that includes the channel
estimation and data transmission parameters of all users. We
first determine the optimum transmit directions for all users.
Then, we develop an algorithm that maximizes the sum-rate
jointly over the individual training durations of all users,
the allocation of power of each user between training and
data transmission phases, and also the allocation of the data
transmission power of each user over its transmit directions.
Finally, we provide detailed simulation results that investigates
the effects of the power constraint, coherence interval (block
length), and channel covariance matrices on our results.
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II. SYSTEM MODEL

We consider a multiple access channel (MAC), which
corresponds to the uplink of a cellular system, with multiple
transmit antennas at every user and multiple receive antennas
at the receiver. The channel between user k£ and the receiver
is represented by a random matrix Hj; with dimensions of
ngr X nr, where nr and np are the number of antennas at
the receiver and at the transmitters, respectively. We consider
a block fading scenario where the channel remains constant
for a block (7" symbols), and changes to an i.i.d. realization
at the end of the block. In order to estimate the channels, the
receiver performs a linear MMSE estimation for the channels
of the users using training symbols over T, symbols. During
the remaining Ty = T'— T} symbols, data transmission occurs.
While the receiver has a noisy estimate of the realization of
the fading channel, the transmitters have only the statistical
model of the channel. Each transmitter sends a vector Xy,
and the received vector at time n is

rn:ZHkxkn+nn, n=1...,T
k=1

ey

where K is the number of users, n,, is a zero-mean, identity-
covariance complex Gaussian vector, at time n, and the entries
of Hy, are complex Gaussian random variables. Each user has
a power constraint of Py, = %E[Zn x,tnxkn}, averaged over
T symbols'.

The statistical model that we consider is the “partial CSI
with covariance feedback” model where each transmitter
knows the channel covariance information of all transmitters,
in addition to the distribution of the channel. In this paper, we
will assume that the receiver does not have any physical re-
strictions and therefore, there is sufficient spacing between the
antenna elements on the receiver such that the signals received
at different antenna elements are uncorrelated. However, there
exists correlation between the signals transmitted by different
antenna elements. By generalizing the single-user model of
Part I [2], the channel can be written as

H) = Z,%,/° 2)

where the entries of Zj; are i.i.d., zero-mean, unit-variance
complex Gaussian random variables. From this point on, we
will refer to matrix X, as the channel covariance feedback
matrix of user k. Similar covariance feedback models have
been used in [4], [5], [9], [10].

III. JOINT OPTIMIZATION FOR MULTI-USER MIMO

Note that in our model, a transmission block is divided
into training and data transmission phases. During the training
phase, each user has training signal Sy, training signal power
P, , and training signal duration 7;. During the data transmis-
sion phase, each user has data transmission power P, , which
appears as a constraint on the trace of the transmit covariance
matrix. Our goal in this paper is to find the optimum values
of these training and the data transmission parameters.

Note that since the noise power is assumed to be unity, Py, is in fact the
relative power with respect to noise power. It can be regarded as an SNR
value.

A. Training and Channel Estimation Phase

The input-output relationship during the training phase of a
multiple access channel is

K

=Y HiS, + N,
k=1

3)

where Si is an np x T} dimensional training signal for
user k£ that will be chosen and known at both ends, R;
and N; are ng x T dimensional received signal and noise
matrices, respectively. The nt" column of the matrix equation
in (3) represents the input-output relationship at time n. The
power constraint for the training input signal for user k is
Tittr(SST) <P,.

Since the receiver is supposed to estimate the channels of
all users during the same training phase with the knowledge of
all training symbols, it can regard the multi-user channel as a
single-user channel, where the channel and the training signal
matrices of users are stacked together. We can then write (3)
equivalently as

R, =HS+N, “)

where H = [Hi,...,Hg] is an ng x Kngy dimensional
channel matrix, and S = [SI,..., 8Ll is a Kny x T}
dimensional training signal matrix. Note that, we put the
channel matrices next to each other to form longer rows,
and the training symbols on top of each other to form longer
columns. In this equivalent problem, the receiver will estimate
H using the output R; and the training signal S.

Due to our channel model in (2), the entries in a row of
H, are correlated, and the entries in a column of H; are
uncorrelated. In other words, for each user, row ¢ of the
channel matrix is i.i.d. with row j. This also holds for the
stacked matrix, H. Let us represent row ¢ of Hy, as hk , where

[hkihkz} = ¥.,i =1,...ng, and row i of H as h;, =
[hi,, ... hi.]T, where & = E[h hi] = diag{®,..., 2k}
is a block diagonal matrix, having 3 on its diagonals.

Let the eigenvalue representation of the channel covariance
matrix of user k be £j, = Uy, Ay, UE , then the elgenvectors

of the stacked channel covariance matrix X = UZAEU can
also be written as Uy, = diag {Uy,,...,Ug, } [11, Lemma
1.3.10], which is a block diagonal matrix as well.

Since a row of H is formed by combining the rows of all
H,, into a single, and longer row, we can conclude that the
rows of H are also i.i.d., and the receiver can estimate each
of them independently using the same training symbols. The
it" row of (4), which represents the received signal at the

b antenna of the receiver over the training duration, can be
written as

ri; = STh; + ny;. (5)

Since this is equivalent to a single-user channel estimation
problem with the exception of a block diagonal channel
covariance matrix, we can use the MMSE estimation results
of Part I [2]. Denoting the estimate of h; as Ah = Mr,;, and
the channel estimation error as h; = h; — h;, the optimum
MMSE estimator can be found as M* = XS (STES + I)f1
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[2], and the mean square error becomes,

min £ [hlhi] = (71 +887) ) ©)
Note that mean square error of the channel estimation process
can be further decreased by choosing the optimum training
signal S* to minimize (6). The following theorem finds S*,
and training signals of individual users S, for a given training
power and training duration.

Theorem 1: For given %), = Us, As, UL | P, T, and
the power constraints tr(SkSL) < P, T, the Knp x T,
dimensional optimum stacked training signal S* that mini-
mizes the total power of the channel estimation error vector is
S* = fJgAls/ 2, and the ny x K dimensional optimum training
signal of user k is S} = [0, ey O,ngAgff, 0,..., 0} with

1 1
(o
Mg /\Ei

where (;r,f )2 is the Lagrange multiplier that satisfies the power

constraint with pg = PJij#l’ and J, is the largest
i=1 /\Z

index that has non-zero \y; for user k.

Proof: Let us have S = UsAg/ 2VTS. The expression in (6)
is minimized when £ ~! and SST have the same eigenvectors
[12]. Therefore, we have Ug = Uy,. Since, SST = ﬂsﬁgﬂg,
and the unitary matrix Vg does not appear in the objective
function and the constraint, we can choose Vg = I. Now, we
have

+
) 7 i=1,...,min(ny,Ty,) (7)

S=UgAY? (8)
1/2
S Uy, ... 0 Ag, 0
SK 0 UEK 0 AS/K
)
where each user has S, = {O ,0 ngAl/Q,O,...,O .

Note that Sy, is an np x T} dimensmnal matrix, and Uy, 1s
an nr X nr dimensional matrix. Let us denote the dimension
of Ag, as ny x Ty, in such a way that Zk \ Ty =Ty

Inserting S into (6), the optimization problem can be written
as

Tsum = min tr ((‘/_Xgl + As)_l) (10)
lr(ASk)SPtk Ttk
k=1,....K
= 1
= min tr(A‘H—A,‘*)_ 11
(A )Py Tey, 4 ( Lk Sk) (11)
k=1,....K F=

The Langrangian of the problem in (11) can be written as

K nr nr
Y s +Z w2 (SN - P, ) (2
k=11i=1 /\Z +A kl i=1

where (p7)? are the Lagrange multipliers. The Lagrangian is
a convex function of >\ ,’s, therefore the solution that satisfies
the KKT conditions is the unique optimum solution. This gives
us (7), which is water-filling the available power of each user
over the eigenvalues of its own channel covariance matrix.
In order to calculate uf , we sum both sides of (7) over all

antennas to get ug = , where Jj, is the largest

A
Py +305
index that has non-zero )\fl-. o

Similar to the single-user case, for any given P, and
T}, > nr, increasing Ty, beyond ny does not result in better
channel estimates. However, larger 73, will result in smaller
data transmission length, and will decrease the achievable rate
of the data transmission phase. Therefore, it is sufficient to
consider only 73, < ng, which we will assume for the rest
of this paper. Due to the constraint on the training duration,
intuitively fewer dimensions of the individual channels will
be estimated for each user. In a multi-user setting, training
duration cannot be the number of users multiplied with the
training duration of each user in a single-user environment,
since the total training duration will need to be less than the
block length. Therefore, we conclude that individual training
duration of a user in a multi-user setting will be shorter than
the training duration of that user in a single-user environment.
Since the total energy is the same, training power will be
higher for a shorter training duration. Higher training power
in turn, will result in a better channel estimate, and hence
lower channel estimation error. As a result, although fewer
dimensions of the channel will be estimated, the channel
estimation error corresponding to those estimated dimensions
will be smaller. It was shown in other contexts as well that the
degrees of freedom of a MAC does not increase by increasing
the number of users. For example in [13], the degrees of
freedom is limited by the number of receive antennas. In our
case, it is limited by the duration of the training phase, which
itself depends on several variables including the number of
receive antennas.

Theorem 1 states that orthogonality in the time domain
holds over the users in a multi-user setting as well. Since the
receiver can stack up the channels for the channel estimation
process, and the resulting stacked channel covariance matrix
is block-diagonal, the problem is equivalent to a single-user
problem where all transmit antennas are on the same unit,
but antennas are put into K groups. Each group is correlated
within the group, but groups are uncorrelated, which results
in a block diagonal channel covariance matrix. Since this is
an equivalent single-user problem, training signals of different
users are orthogonal in time. This is achieved by transmitting
the training signal of user k during its own time slot for Ty,
channel uses.

Note that 4 is a function of only P, and T}, both of
which will be chosen to maximize the sum-rate of the data
transmission phase. The value of 73, determines the total
number of available parallel channels for user &, and the
value of P, determines the number of channels that will be
estimated. The parametric values of P;, and 7%, will appear
in the sum-rate formula. After the sum-rate maximization is
performed, the optimum F;, and 7}, will be found, and this
in turn, will give us the S} through Theorem 1.

Next, we will state the eigenvalues of the covariance
matrices of the estimated channel vector, and the channel
estimation error vector for all users. This derivation is similar
to the single-user case, which can be found in Part I [2].
The covariance matrix of the channel estimation error of
user k can be found as X, = Uy, (Ag; +ASk)_1 UTEk
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where the eigenvalues are given as Ay, = min (A}, u}).
Similarly, the covariance matrix of the estimated channel of
user k can be found using the orthogonality principle as

= Uy (AE — AE) UTE, where the eigenvalues are given

as )\ki = max ()\ki — uk,O).

B. Data Transmission Phase

The sum-rate of a multiple access channel can be derived
using the stacked channel and input matrices. We can write
(1) as

K K
r—= ZI:Ika —&—ZI:Ikxk —|—n:I:I)_<—|—I:I>_c+n (13)
k=1 k=1
Whereﬂ = [I:Ih...,I:IK],ﬁ = [ﬁl,...,I:IK] are ng X Knp

dimensional, and x = [x], ... ,XHT is Knp x 1 dimensional.

Although the optimum input distribution is not known, we
achieve the following lower bound with Gaussian x [7],

O = I(r;x|H) > Ey [log ’I + RIEI;_HI:IQI:ITH (14)

where Ry ., is the covariance matrix of the effective noise,
Hx + n, and Q = E[xx']. Since the inputs for different
users are independent from each other, Q is a block di-
agonal matrix, having Qy in its diagonals with the power
constraint? tr(Qk) < Pg,. As a result, we have HQH' =

Zk 1 HkaH The covariance of the effective noise can
be calculated as R, ,, = I+ >0 | E i, {HkaHH From

Part I [2], we know that F/ [I:IkaI:IH = tr(Qkf)k)I. Since
our goal is to find the largest lower bound, i.e., the largest
achievable rate with Gaussian signaling, maximization of (14)
over the entire block becomes

>ie HiQuHY
1+ 22{:1 tr(Qkf]k)
(15)

Rsum = max TdEA
(Q Pty Tt )ES
(Qx)<Pa, \Vk

log [T+

where S = {(Qu, P Ti,)|(Qu)Tu + Py Ty, = PT

and the coefficient 7,; = T}Tt reflects the amount of time that
is spend during the training phase. Note that the maximization
is over the parameters of all users, where user k has the
training parameters P, , and 7%, and the data transmission
parameter Qj, which can be decomposed into its eigenvectors
(the transmit directions) and eigenvalues (powers along the
transmit directions).

1) Transmit Directions: When the CSI at the receiver is
perfect, [5] showed that the eigenvectors of the transmit
covariance matrix of each user must be equal to the eigen-
vectors of the channel covariance matrix of that user, i.e.,
Ug, = Ug,. In other words, single-user transmit directions
strategy is optimum in a multi-user case as well. In the
following theorem, we show that this is also true when there
is channel estimation error at the receiver.

Theorem 2: Let X), = UzkAgkUTEk be the spectral de-
composition of the covariance matrix of the channel of user

2Note that since the noise power is assumed to be unity, pa,, and the
eigenvalues of Q) are relative power values with respect to the noise power.
They can be regarded as SNR values.
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k. Then, the optimum transmit covariance matrix Qj of user
k has the form Qj = ngAQkUTEk.

The proof of Theorem 2 follows the proof of Theorem 2 in
Part I of the paper [2] quite closely, and therefore is omitted
here due to space limitations. It can be found in [14]. Using
Theorem 2, we can write the optimization problem in (15) as,

NS 22
Reum = max TyE,,. |log|T+ Zk Z 1:: klZ’f Zy,
()\]?,Ptk,Ttk)E'Pk 1+ Zk Z . >\ AE
16)
where Zjp;, which is an nrp x 1 dimensional i.i.d., zero-

mean, identity-covariance Gaussian random vector, is the
“th 7 Q _ Q _
i*" column of Zy;, A\f = [/\kl,...,)\knT}, and P, =

{()‘§7Ptk7Ttk) ‘ (Z?:Tl Al?z) To+ P, Ty, = PkT}'

2) Power Allocation Policy: For a MIMO-MAC system
with perfect CSI at the receiver and partial CSI at the trans-
mitters, [4] proposes an algorithm to find the optimum power
allocation policy. However, the algorithm in [4] is not suitable
to find the optimum values of P, and 7}, , if directly applied
to the model in this paper. Existence of P, and T}, violates
the symmetry in [4], and changes the form of the objective
function. Therefore, in this paper, we modify the algorithm in
[4] so that the new algorithm finds the optimum P;, and 7%,
as well as the powers along the transmit directions.

By plugging S\EZ and S\EZ into (16), choosing )\gi = 0, for
1= Jp+1,...,nr due to the fact that they do not contribute

to the numerator, we get

17)

NS OF = 2wz,
1+, wi Pa,

YIPIr

Reum= max TyFE

(A2 Pty T, )EP,

log I+

goeey

In (17), the parameters of the optimization problem are
the powers of all users /\k17"' )\kQT along the transmit
directions, the training signal powers ﬁjt of all users, and
the training durations 73, of all users. Solving for all these
variables simultaneously seems intractable. Therefore, we pro-
pose a Gauss-Seidel type, round-robin algorithm that solves
(17) iteratively over the users as in [4]. When updating
the parameters corresponding to user k, we assume that the
parameters of the rest of the users are fixed. The optimization
problem corresponding to an update of each user becomes

(18)

VNG, s ot
o+ Dima /\ki(AEi_.uf)zkiZki

RY,,= max T,E =
¢+,U/kpdk

sum
(AQ Py, Ty, ) EP

log

El k E 1A )‘ZE My )lezl
where & = I + === it t,oand ¢ =
1+Zz 1 Hg sz ’ (b

Zz 2k M 5 Py,. Note that the optimization problem in (18) is
now a single-user problem with fixed interference from the
other users. Therefore, we can follow arguments similar to
those in the single-user case in Part I [2]. Since for any pair
(Ptk,Ttk) that results in J;, < T}, , we can find another pair
(P, T ,) that results in a higher rate, it is sufficient to search
over those (P, , Ty, ) pairs that results in J;, = T3, . We can
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now write (18) as

koo
sum™, MAX TqE

(Ag 2 Pry Tey, JERE

log |®

¢+/’L£Pdk

T L.
Zi;kl )‘gi(AEi_Ng)zkizzz‘ ]

19)

where R = {()\kQ,Ptk,Ttk)

T
F)tk >Z o (}\E )\%)}7
th i
1

T, . :
P, > > using the pair

(P, Ty,), all Ttk "channels are filled, i.e., Ji = T%,. Note
that the parameters that we want to optimize (19) over are
discrete valued T}, , and continuous valued F;,, and /\gi, for
t = 1,...,Ty,. Since Ty, is discrete, and 1 < T}, < nr,
we can perform an exhaustive search over 73, and solve ny
reduced optimization problems with fixed 7%, in each one.
Then, we take the solution that results in the maximum rate,
ie.,

(z?:Tl)‘gi)Td+Rthk :PkT,

and the condition

guarantees that,

kT,
Rium =, B cun® (20)
where
Ti:,€ )\ /\E ¥
Rf:u’z'r-‘;l, = max TdE log @+Z k’L( ki l‘k)Zkszl
(A9, P)ERky, b+ up SP,,

21

and Ryr, = {(Ag,Ptk)
P, > (A 1 A%)} While solving for the inner

Ty,

(ZZL:Tl Al?z) Ta+ Ptthk = PT,

>‘m ﬂk

Fieg P LT

maximization problem, we define fi;(P;,) =

i =1,...,T%, . In this case, the inner optimization problem
becomes
Ty,
k, Ty,

max

T.E |log|® + Y A fui( Py )2niz)
(A@, Pt)ERth ¢ 8 Z /ﬂfk tk)zk Zy,;

=1

(22)

In the optimization problem in (22), we have T, + 1 opti-
mization variables, )\kl, e A% , and P;, . Unlike a similar
problem in [4], which does not fake channel estimation prob-
lem into consideration, the problem here is not necessarily
convex due to the existence of P;, . Equation (22) is concave
when T}, = 1, which results in an affine fj; (P;). Therefore, in
the most general case, the solution of the first order necessary
conditions will give a local maximum. The Lagrangian for the
optimization problem in (22) can be written as

T-T o
'E log |® + Z)\gifki(Ptk)ikiichi
i=1
Ty,
" Z)\sz Ty + P, Ty, — BT
i=1
(23)

where p; is the Lagrange multiplier, and we omitted the
complementary slackness conditions related to the positiveness
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T
of A2, and P, — 3,1 <A¥1
t

can be Written as

/\E) The KKT conditions

sz(Ptk)E 2LB 2| <pTa, i=1,.... T,
(24)
Tt
TN~ @ g [, B-tg, ] 2k (Pu)
T MRE 2B ] S =, 25)

=1

where B = & + ZTt" AQ sz(Ptk)Zkszls and the equality
of the last equation again follows from the complementary
slackness condition. In order to derive a set of fixed point
equations to update the eigenvalues and the training power of
user k, we follow [2] closely to propose the following fixed
point algorithm that solves P;, (n + 1) from

T:
Lo (Pu(it1) T,
By e rEny i R

then, updates )\in (n+ 1) using

N () fii (Po (n 1) E |2} Bz

A (n+1)=— 5 - P,.
S A (1) s (Pay (n+ ) E |2, B2

27

where Py = (P"Tfptlj,j(nH)Ttk) This algorithm finds the

solution of the inner optimization problem in (22) in terms
of the training power Ptk, and the eigenvalues of the transmit
covariance matrix )\kl, . )%QT of user k, when T;, and
the parameters of the rest of thek users are fixed. We run np
such algorithms simultaneously for user k. The solution of
(19) can be found by taking the one that results in the largest
rate, which gives us the value of 7}, that maximizes (19).
Now, we know the parameters )\g,Ptk,Ttk, that maximize
(19), when the parameters of the rest of the users are fixed.
We then move to another user, and perform the same inner
maximization for this user keeping the parameters of the rest
of the users fixed. In this manner we iterate over the users in
a round-robin fashion. Finally, round-robin algorithm gives us
the optimum parameters of all users that maximize (17).

As a result, we solved the joint channel estimation and re-
source allocation problem in a MIMO multiple access channel
with noisy channel estimation and partial CSI available at the
transmitter. For user k, through P, , we find the allocation of
available power over the training and data transmission phases.
Through T}, , we find the portion of the training duration that
is allocated to user k, and through the sum of these portions
T = Zszl T;,, we find the allocation of available time over
the training and data transmission phases. Through Theorem
2, we find the transmit directions of user k, and through
)\,;Ql,...,)\% , we find the allocation of data transmission
power of user k over these transmit directions. Finally, the
training signal of user k, Sy, is determined by 7}, and P,
through Theorem 1.

C. Numerical Analysis

Analytical proof of the convergence of this algorithm seems
to be more complicated than the proof in the case when there
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Fig. 1. The convergence of the single-user algorithm with np = ng = 2,

10 dB total average power and 7" = 4. The dashed curves correspond to one
symbol long training, 73 = 1, and solid curves correspond to two symbols
long training, T} = 2.

is no channel estimation error [4], and seems to be intractable
for now. Moreover, other than the case when 7; = 1, the
algorithm is not guaranteed to achieve the global optimum.
However, in our extensive simulations, we observed that the
algorithm always converges.

We start our numerical analysis with the single-user case of
Part I [2] of this two-part paper. We first consider a system
having nr = nrp = 2 with 10 dB total average SNR and
block length 7" = 4. In Figure 1, we plot the eigenvalues of
the data transmit matrix and the training power as a function
of the iteration index for both possible values of the training
signal duration®. We observe that when the training duration
is one symbol period, we achieve a higher rate. Therefore,
for this set of given system parameters, estimating only one
dimension of the channel is optimum.

Next, we investigate the effect of total average power on
the number of estimated channel dimensions. We observe that
if we keep the block length small at 7' = 4, the amount of
total power required in order to estimate the second channel
dimension is very high. In Figure 2, for a 40 dB total average
power, we plot the eigenvalues of the data transmit matrix
and the training power as a function of the iteration index for
both possible values of the training signal duration, and we
see that achievable rate with two symbols of training is barely
higher than the achievable rate with one symbol of training.
We repeat this experiment with different numbers of antennas
and channel eigenvalues, and we see that we need very high
power levels in order to use more than one symbol of training.
This suggests that the block length, i.e., the coherence interval,

30ur algorithm is proposed to maximize a lower bound to the capacity. By
generalizing the results of [7] to transmit-side correlated channel fading, it is
possible to derive an upper bound to the capacity as well. As in the case of
[7], the difference between the upper and the lower bounds can be found in
a closed form expression. In Figure 1, 4 ... bits/symbol, i.e., the expression
under the achievable rate, denotes this difference between the upper and the
lower bounds. We will use this notation in some of the other figures as well,
specifically in Figures 1-5. We observe from these figures that our achievable
rate scheme is very close to the upper bound, especially when the block length
is larger. We also note that the difference does not depend on the SNR when
the block length is short.
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Fig. 2.  The convergence of the single-user algorithm with np = np = 2,

40 dB total average power and 7" = 4. The dashed curves correspond to one
symbol long training, 73 = 1, and solid curves correspond to two symbols
long training, T3 = 2.
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long training, T3 = 2.

is more important for determining the duration of the training
phase.

In order to investigate the effect of the block length, in
Figure 3, we consider 10 dB total average power, and block
length T' = 20. We observe that similar to the high SNR
case, in this case as well, having two symbols long training
phase is optimum. We repeat this experiment with different
numbers of antennas, and channel eigenvalues for long block
lengths, and we see that moderate block lengths are sufficient
in order to use more than one symbol of training. Therefore,
we conclude that for very fast changing channels where the
coherence interval and therefore the block length is short, and
for low SNR systems, estimating only one dimension of the
channel results in higher achievable rates. In this case, we
cannot take advantage of the multiple dimensions that the
MIMO channel provides, because the amount of time required
to estimate those channels cancels the data rate advantage
brought by having multiple channels.
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The trade-off between estimating the channel better and
increasing the data rate can also be seen from Figures 1-3. We
see in Figure 1 that when we increase the training duration to
two symbols, time remaining for data transmission becomes
very short, and therefore the data rate decreases. On the other
hand, in Figure 3, when the training duration is increased to
two symbols, there is still enough time for increasing the rate
of the data transmission. Therefore, increasing the training
duration is not always helpful. The result crucially depends
on the total block length, available SNR and the number of
antennas in the system.

We next analyze the effects of different channel covariance
matrices. In Figure 4, we consider 10 dB average power, and
a channel covariance matrix that has a first eigen-direction
much stronger than the second eigen-direction, i.e., the largest
eigenvalue of the channel covariance matrix is much larger
than the second largest eigenvalue. In such scenarios, even
if the block length is large, beamforming turns out to be
the optimal strategy for the data transmission period [5], [9].
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Fig. 5. The convergence of the single-user algorithm with np = ng = 2,

10 dB total average power, and channel eigenvalues A¥ = [1,1], where
dashed curves correspond to one symbol long training, 7% = 1, and solid
curves correspond to two symbols long training, 73 = 2: (a) T" = 4; (b)
T = 20.

Therefore, estimating the second dimension is a waste of
resources, because no power will be allocated to that direction
in the data transmission phase. Confirming this intuition, in
Figure 4, for the cases when T} = 2, the power allocated to
the second eigen-direction is zero, although the training power
is large enough to estimate both channels.

Another extreme for the eigenvalues of the channel covari-
ance matrix is the case when both eigenvalues are equal. Note
that this case is exactly the case considered [8]. However, in
this paper, we do not assume the restriction that 7; > nr as
it was assumed in [8] by reasoning that one needs at least
T, > n7 measurements in order to estimate np variables.
Although this reasoning is valid, we relax this restriction by
pointing out that in some cases, we might not want to estimate
nr variables. If the resources are limited, estimating some of
the variables and saving the resources for data transmission is
more useful. As a result, in this paper, we find that the duration
of the training signal is equal to the number of variables to be
estimated rather than the total number of variables. Figure 5
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Fig. 6. The performance improvement of our algorithm compared to [8]. The
color change from blue to red indicates that the number of spatial dimensions
to be estimated is increased from one to two.

supports our findings, by showing that, for a short block length
T = 4 with 10 dB total power, not estimating one of the
dimensions results in a higher data transmission rate. This
advantage disappears when the block length is long enough.
In order to see the performance improvement of our algorithm
compared to [8], we plot the rates achieved by our algorithm
and by [8] with respect to the SNR. In Figure 6, we see that
especially at longer block lengths, there is a non-vanishing
rate difference between our algorithm and allocating power
equally over the spatial dimensions.

In a MIMO-MAC case, proving the convergence of our
algorithm becomes even harder. However, again, we observed
through extensive simulations that the proposed algorithm
always converges. In Figure 7, we considered a system of
K = 3 users with np = nr = 3, all having moderate
power, P = 20 dB, and moderate block length, 7" = 10. Each
iteration in Figure 7, corresponds to solving (19) for one of the
users, while the parameters of the rest of the users are fixed.
Although we observe in Part 1 [2, Figures 2-4] that in the
same system with a single user, it is optimal to estimate two
dimensions of the channel, in this multi-user case, we observe
in Figure 7 that, all users estimate only one dimension of the
channel.

We observed through extensive simulations that for a large
set of channel eigenvalues, total available power and the block
length, all users estimate only one dimension of the channel.
In order to estimate a second dimension, either very large
levels of power or a long enough coherence time is needed.
For example, we see in Figure 8 that, for a 3-user system,
one of the users start estimating the second dimension, when
T gets large enough, i.e., when 7" = 50. When the number
of users increases, total number of channels estimated by all
users also increases, since each user has to spend its power.

In order to verify that our algorithm also converges with
larger numbers of users and with uneven number of antennas
on users, we analyze a case with K = 10, and 7" = 50. In
Figure 9, half of the users have two transmit antennas, and the
other half have three transmit antennas. In this case as well,
we observed the convergence of our algorithm, and the highest
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Fig. 7. The convergence of the multi-user algorithm with np = np = 3,
20 dB total average power and 7" = 10: (a) convergence of user 1; (b)
convergence of user 2; convergence of user 3 is similar and omitted here due
to space limitations.

achievable sum rate is obtained when each user estimated only
one dimension of its channel. In Figure 9, we plot the power
values of the first user. The algorithm goes over the users five
times in a round-robin fashion, and for each user it performs
ten iterations.

IV. CONCLUSIONS

We considered a block-fading MIMO multiple access chan-
nel, where the receiver has a noisy estimate of the channel and
the transmitters have the partial CSI in the form of covariance
feedback. Each transmission block is divided into a training
phase and a data transmission phase. During the training
phase, we showed that the users send time-orthogonal training
signals. During the data transmission phase, we formulated
an optimization problem that maximizes the achievable sum-
rate jointly over the training signal durations of all users,
the training powers of all users, and the transmit covariance
matrices of all users. The proposed multi-user algorithm solves
the problem iteratively over the users in a round-robin fashion,
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while utilizing a single-user algorithm similar to the one
proposed in Part I, for an update of each user. Although
theoretical convergence proofs of these algorithms remain as
open problems, through extensive simulations, we observed
that both the single-user algorithm of Part I and the multi-
user algorithm of Part II converge, and they converge to the
same point regardless of the initial point of the iterations.
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