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Cognitive Radio with Partial Channel State
Information at the Transmitter

Abstract

In this paper, we present the cognitive radio system desiitim partial channel state information
known at the transmitter (CSIT). We replace the dirty papeiireg (DPC) used in the cognitive radio with
full CSIT by the linear assignment Gel'fand-Pinsker cod{hé\-GPC), which can utilize the limited
knowledge of the channel more efficiently. Based on the &abie rate derived from the LA-GPC,
two optimization problems under the fast and slow fadingncleds are formulated. We derive semi-
analytical solutions to find the relaying ratios and prengdioefficients. The critical observation is that
the complex rate functions in these problems are closesteélto ratios of quadratic form. Simulation
results show that the proposed semi-analytical solutiemfopm close to the optimal solutions found by
brute-force search, and outperform the systems based wa B&C. Asymptotic analysis also shows
that these solutions converge to the optimal ones solveld fult CSIT when theK-factor of Rician
channel approaches infinity. Moreover, a new coding schenpeoposed to implement the LA-GPC in
practice. Simulation results show that the proposed malctioding scheme can efficiently reach the
theoretical rate performance.

I. INTRODUCTION

As the demand for high data rate steadily increases, effigpactrum usage becomes a
critical issue. Recent measurements from the Federal Cangations Commission (FCC) have
indicated that 90 percent of the time, many licensed frequdrands remain unused. A radio
technology that promises to solve such problems is the tegmadio (CR) [1]. This technology
is capable of dynamically sensing and locating unused Bpacsegments in a target spectrum
pool, and communicating via the unused spectrum segmetiiswticausing harmful interference
to the primary users. The primary users are defined as thosgisifng commercial standards.
If a primary user demands the channel, the CR user shouldevaca find an alternative one.
Assuming that there is perfect channel state informatiothattransmitter (CSIT), Devroyet.
al. in [2] proposed the concept ohterference mitigationCR in which the CR and primary
users can simultaneously transmit at the same time anddnegubands. The CR transmitter
not only transmits its own signal but also relays the primasgrs’. This is the key to keeping
the primary users’ transmission rates unchanged undermgastence of CR users since the CR
users’ signals may interfere with the primary users’. Fer@R receiver, signals from the primary
transmitters and those relayed by the CR transmitter asgfémences. These interferences are
non-causally known at the CR transmitter and can be precadatbddirty paper coding (DPC)
[3] such that the CR receiver can decode as if these inteidesedo not exist. The validity of



the non-causally known interferences has been discussgq. iDPC is a promising precoding
technique for cancelling arbitrary interferences petyekhown only at the transmitter but not at
the receiver. Devroyet. al. [2] then derived the achievable rate of the DPC based inmtavée
mitigation CR system. In [4], Jovicic and Viswanath furthoved that the DPC based CR
system indeed achieves the capacity.

Due to limited feedback bandwidth and the delay caused byraaestimation, it is more
practical to consider the case with only partial CSIT. Unhfoately, the interference-free rate
achieved by DPC heavily relies on perfectly known CSIT. It lieeen observed that naively
applying DPC in fading channels with partial CSIT may caus&gaificant performance loss
[5]. In this paper, we focus on the CR system design for theesaghere only the fading
channel statistics are available at both the primary andr@ismitters. The main contributions
of this paper are as following. We use a coding scheme morergethan the DPC, termed
the linear-assignmerel’fand-Pinsker codingLA-GPC) [6] to derive the achievable rate of
the CR channel. Based on the achievable rate, we then prolesggn methods to optimize the
performance of the CR system with only the statistics of C&iiTboth fast and slow fading
scenarios [7]. The goal is to keep the primary user’s ratehanged while maximizing the
CR user’s rate. The considered problems are non-convexranalraost analytically intractable.
Therefore, we provide semi-analytical solutions to themalrelaying ratio of the CR transmitter
in fast and slow fading channels, respectively. These isoisitare obtained by expressing the
primary user’s rate constraint in thratio of quadratic form then applying the techniques of
moments of quadratic forms and tbeterministic approximations of probability inequalgig].

To optimize the CR user’s own rate, we also provide semiyaical solutions to the precoding
coefficients in fast and slow fading channels, respectivalglow fading channels, we show that
the complex objective function can be recast as a compoumztifun of the incomplete gamma
function from which the precoding coefficient can be easilynerically solved. Asymptotic
analysis is also given to show that these solutions converghe optimal ones solved with
full CSIT when theK-factor of Rician channel approaches infinity. This resudtifies the
correctness of the proposed methods. Simulation results #iat the proposed semi-analytical
methods perform well compared to the optimal solutions iy brute-force search under
various channel conditions. In addition to the theoretresults based on unstructured random
Gaussian codebooks, we also use nested-lattice codebattk¢attice decoding to implement
the precoding in practice [9]. Simulation results show tihat nested-lattice coding scheme can
efficiently approach the theoretical achievable rate.

This paper is organized as follows. Sectign Il gives theesysiodel of the CR system with
partial CSIT. Review of the LA-GPC and its application to tpartial CSIT CR system are
also given in this section. The proposed parameter desigagt and slow fading channels



are discussed in Section 1IItA and Section TlI-B, respestiiv The asymptotic analysis of the

parameters is given in SectignllV. A nested-lattice based@PC scheme using the proposed
design parameters is illustrated in Secfidn V. Simulatesutts are given in Sectian V1. Finally,

Section_ VIl concludes this paper.

II. BACKGROUND AND SYSTEM MODEL

In this section we first introduce the system model in consiiien. We then review the
problems of DPC and LA-GPC in fading channels. After that wi# derive the rate formula
of the fading cognitive channel with LA-GFHI.

A. The fading cognitive channel
The cognitive channel coined by [2] is shown in Fg. 1. Thertt& gains between pri-

mary transmitter and receiver, primary transmitter and €geiver, CR transmitter and primary
receiver, and CR transmitter and receiver are denoteéifiyH»1,H12, and Hyo, respectively.
The primary and CR transmitted signals afg and X; with transmit power constrairf, and
Pc, respectively. The unidirectional arrow from the primargrnismitter to the CR transmitter
means that the CR transmitter unilaterally knows the prynuger’s codewords non-causally. The
feasibility of this assumption is discussed in [4]. The silgnat the primary and CR receivers

Yp
Ys

_[Hll H12][ 1 0] Xp
| Ha Hz \/?? 1] X
where X is the CR user's own signal after being precoded. The CR rmites relays the
primary user's signal to maintain the performance of thenpry link. The relaying ratiaxy
is the percentage of CR’s transmit power used for relayimgptimary signal. Thus the factor
v/a1P:/P, is to ensure that the relaying power ésP.. The circularly symmetric complex
additive white Gaussian noises (AWGN) at the primary and €¢eivers are denoted (& ~
CN((0,0%,) andZs ~ cA((0,0%,), respectively.

In the following discussion we assume that the primary xegeknowsHi1 perfectly, but
only the statistics oH1; are known at primary transmitter. Similarly, the CR receikeows all
four channel gains perfectly, but only the statistics ohthere known at the CR transmitter. We

Zp
Zs

+ ; 1)

*In this paper, the superscrigt)T and (.)" denote the transpose and complex conjugate, respectivetiers without and
with underlines denote variables and vectors, respegtiVel letter is Italic capital, the corresponding varialde vector is
random. Boldface capital letters denote deterministicrices.A(i, j) denotes the entry at théh row and thejth column of the
matrix A. The covariance matrix of the random vec{®B|" is denoted byza g. |A| and |a| represent the determinant of the
square matriXA and the absolute value of the scalar variahleespectivelyl, is the identity matrix with dimension. | (A; B)
denotes the mutual information betweAnand B. The trace ofA is denoted by t#). The diagonal matrix whose diagonal
entries area is denoted by dia@). All the logarithm operations are of base 2 such that the ainiates is in bit.



assume that the primary and CR users are subject to slowtdatisg channels simultaneously.
In this paper the four channeltgj, 1 <i, ] <2, are assumed to be Rice distributed with mean and
variance denoted byij and oizj, respectively. We also ley; \2+0i2j =1 to keep the calculation

of the received signal-to-noise ratio (SNR) simple.

B. LA-GPC in fading channels
Since only the statistics of the fading channels are knowthattransmitter, the CR user

cannot use the classical DPC to perfectly cancel the imarte due tdX,. Instead, the DPC is
replaced by the LA-GPC which is more suitable for this tagk. lbrevity, the CR user’s channel
is recast as

Y = HyX +HsS+Z, (2)

with

a1Pe
Pp

Hs = Ho1+ H227 Hx = H227 Y = YS7 X = XC? S= xp7 andZ = ZS7 (3)

whereX, S, andZ are assumed to be independent complex Gaussian randorbleaneth zero
mean and variances (power), Ps, and P, = o%s, respectively. The fading channel gaibg
andHs of the signal and interference, respectively, are knowiepdy at the receiver, but only
their statistics are known at transmitter. For illustratpurpose, we first focus on the fast fading
channel in this subsection. The capacity of this channelbeamodified from [6] as

sup  E{R(Hx, Hs)}, 4)
f(uls), £(-)
where
R(Hx, Hs) = I (U;Y[Hx,Hs) —1(U; ), (5)

U is an auxiliary random variable with distribution obtainei the conditional distribution
£(u|s), and f(+) is a deterministic function such thxt= f(U,S). We selectf(U,S) =U —a,S
which makes,

U=X+02S (6)

Such strategy function selection is called timear assignmenstrategy andi- is the precoding
coefficient. With perfect CSIT, we can chooeg as the linear minimum mean square error
(MMSE) filter coefficientae = [Hy|2Px/(|Hx|?Px+P;) to estimateX from the interference-free
channelY = HyX + Z, and the interference-free rate is achievable. Costa nahed A-GPC
with a, = a; as DPC [3]. However, in our setting, the selection of therfitte must rely only
on the channel statistics. Thus the MMSE filter used in Cedb#?C cannot be used here.



C. Achievable rate of CR with LA-GPC
Before further discussing the primary and CR users’ peréorees in fast and slow fading

channels, the rate functions with given channel gains shbel derived first. Assuming that
the linear-assignment strategy is used, we Hadve )?C+azxp from (3) and [(6). The mutual
information with given channel realizations can be comgus [10]

R(ha2,h21) £ 1(U; Yg|Hoz = oo, Hop = hp1) — 1(U; )

a1Pe
Pp

:ﬂw<wm%éﬂmﬁ- hﬂkﬁﬂQﬁJ—b%%%H (7)

whereo} = (1—a1)P, andZyy, is

0% + |az|?Pp 5,02, + ai2(hy +h3,, /TBE )P

h220, + a5 (hp1+ o, / a,%?)Pp |h22|20% + [ho1+h2o, / O‘é—? 2Py + 03,

Similarly, when the CR user is active, the primary user'® naith given channel realizations
can be computed as

(8)

ITAAS

R(h11,h12) 2 (Xp; Yp,H11 = h11,H12 = hpo)

(1— G1>Pc|h12|2+ |1 / Pph11+ \/CX]_PCh12|2+ O'%p
| (1—ay)PhizP+ 02, '

(9)

[1l. PARAMETER DESIGN FOR FADING CHANNELS

In this section we provide semi-analytical methods for figdihe relaying ratiosx; and
precoding coefficientsi, under fast and slow fading channels.

A. Fast fading scenario

With full CSIT, the CR transmitter must ensure the primarerissrate unchanged as in
Viswanath’s setting [4]. For fast fading channels, a megfhdefinition of such rate is the
ergodic capacity7]. Therefore, we take the rate functions$ (7) and (9) avedagver all channel
realizations to form the following design criteria

maximize E[R(Hazz, Hz1)] (20)
2

subject toE[R(H11, H12)] > E[log(1+ |H;12| Poyy (11)
Zp

Since [11) only depends om; but not a,, we can solve[(11) for; and then [(I0) fora,
independently. The key to solving (11) is to transform (Yoim ratio of quadratic form
By resorting to the moments of the quadratic form [11] we cawdl fx; by solving a simple



logarithmic equation numerically. Thus we first rearrangge terms in[(B) into the following
matrix form. Let

Hp 2 (Hig, Hi2)T ~ on(1,Z), 12)
M= (W, ta2)T, and s £ diag([0%, 02,]). Also let
Qa2 O andpP £ P VR (13)
0 (1—(11)PC \/Glpcpp 1P

Without loss of generality, we let botdn%p and 0%5 be 1. Then the primary user’s rate formula
becomes

R(H11, Hi2) = | (1+7ﬂgpﬂp ) (14)
, =10 .
11, M12 g ﬂ';Qﬂp-l-l
Note that the right hand side df{11) is assumed to be a knowstaotRE, ., for the CR
transmitter. Similarly, after some manipulations the CRrissrate becomes
HY(P+Q)H.+1 2
Ritaz Hoy) =09 o b DR e L) g, (15)
(a2 Ha1) =109 ey Q) D)+ ¢ ) T29%

whereH, = [Hz2,Ha1]T, co = 0f + |2 %Py, ¢ = co, and

5 ( a2?P2 02(02 + 03 /01PPp) Py ) |
a3(0%, +02/01PPp)Py  [0F + 05 /01PePp|?

The optimization problem described in {10) andl(11) is notvex. Thus we propose methods
described in Theorei 1 and Proposifidon 1 to solve it subrmgdty with proofs given in Appendix
[Aland[B, respectively.

Theorem 1:The relaying raticn; for the fast fading CR channel can be found sub-optimally
by solving
14y, loge  of

|
U, ™ 2 T

= RfFe)rgodicv (16)
where
Me, = M SU+1r(2S), 0F, = U7 SESU+r(2S)%, pe, = W QUAtr(2Q),
S=P+Q, pandZ are defined right aftei (12), arftland Q are defined in[(13), respectively.
After knowing a1, we can treat[(10) as an unconstrained optimization problenB(a;) =

HH (co(P+Q) —D)H. +c, which is a convex function ofi;. With the fact that the logarithm
is concaveR(H22, Ho1) is concave with respect tw,. Therefore, from P, p.209] we know that



(1Q) is concave. Thus, we can set the derivativ&@R(Hy2, Hz1)] with respect to the complex
conjugate ofu, to zero to find the extreme value

aE[R(H21, sz)] . 0 . 0 . B/(Gz)
= s [ 10gB(az) i dHe = - [ 305 1098(02) i H = [ Lo dH
B’(Gz)}
_E _o, 17
[B(Gz) an

where fy_ is the probability density function dfi., and the validity of the interchange of the
integration and differentiation of the second equality lvious. Note that solving thgeneral
moment of quadratic forrfil1] in (17) is intractable. Thus we resort to finding the sptiroal
solution.

Proposition 1: The precoding coefficierti; for the fast fading CR channel can be approxi-

mated by
(bt /B (1- )R
N (1—ag)P.+1 '

(05) (18)

B. Slow fading scenario

For the quasi-static slow fading channels, the decodingr gmobability cannot be arbitrarily
small since the transmitter does not know the reliable trassion rate with the limited channel
knowledge. In this channel, the outage probability [7] foceatain target rate is more suitable
than the Shannon capacity to measure the performance.

For the CR user with a target refi&R, the outage probability which is definedRER(Hz1, Hz2) <
RCR) should be minimized. Lef, andR® be the primary user’s achievable outage probability
and outage capacity, respectively, in the absence of ther@®mitter. Since the CR system
must ensure that the primary user’'s outage probability de¢sncrease, we have the following
constrained minimization problem for the outage probgbihf the CR user

minimize PSR
subject toP(R(Hp1, Hap) < R°R) < PER (19)
P(R(H11,Hz1) < R?) < Pg,. (20)

Assume that the CR transmitter knows the primary user'stasgtage probabilitP), and target
rateR". Similar to the ergodic case, anda, can be solved froni (20) and (19) sequentially. To
reformulate the complex outage constraint (20) into anydically solvable one, we resort to the
concept of deterministic approximations of probabilitggualities [8]. In [10] it was observed
that if the mean of the rate is maximized, the deviation ofréte will also be increased, which
may result in a worse outage capacity. As a result, if we wargchieve the outage probability
constraint efficiently, we need to consider both the meandaweation of the rate simultaneously.



In addition, to take the tightness of the approximation ieasideration, we adopt the modified
Cantelli’s inequality [12]. The results are summarizedtss following with proofs in Appendix
and[D, respectively. The parametggs, Z, P, andQ are defined in Theorem 1. With
H
we have
Theorem 2:The relaying ratioa; for the slow fading CR channel can be found by solving

the following equation
[T 1
p'Al + Pgm A1 2RP _ 17 ( )

whereps, andoa, are the mean and the standard deviatiom\af respectively. The constant
r can be 1 or 2/9 depending on tKefactor.

Since [(21) is a ratio of quadratic form, we can resort to [D3¢fficiently compute the mean
and the variance of\; by the following proposition. Then (22) can be easily sohmda
polynomial equation ofx;.

Proposition 2: The meanu,, and variancenzAl in Theoren{ ® are

i(l—i-l——z) anda—22<iz+—z—2—m), (23)
He, ale, g, Me, \& Mg, alk,
respectively, wher@ 2 pHPu+tr(XP), s2 4HPZPu+ 2tr(ZP)?, t 2 4u"QZQu+ 2tr(ZQ)?, and
m= 47 QzPu + 2tr(QZPY).

Similarly, directly finding the optimabi, from calculating the outage probability ih_(19) is
intractable. The main idea of the proposed method to find &mei-analytical solution ofx,
is described as follows. We first rearrange CR’s rate fornR{ld,1, Hp2) into a weighted sum
of non-central chi-square random variables which can biadurapproximated by a single chi-
square random variable. Then we can semi-analyticallydinchinimizing the outage probability
PSR with the given outage capacitifR. This is summarized in the following theorem. Note
that bothv(a,) andw(ay) are simple rational functions afs.

Theorem 3:The precoding coefficientt, for the slow fading CR channel can be found by
solving

w(az) cd-1
Y/ ;
a2 r( 22 )

whered = (ZRCR— 1)/0)%0, [ is the gamma functiony(.,.) is the incomplete gamma function,
and

az) = 1tr(SEZE) + 20HESEN (a2) = (tr(ZE) + pHED)?
272 wEE) +gEp V¥ Tt (ZEZE) + 20FEZEYN

(25)



whereE = (1—cod)(P+ Q) +dD, andc,cq are defined right aftef_ (15).
The problem of solvingl(24) can be further approximated kg ftillowing corollary.
Corollary 1: The precoding coefficient, for the slow fading CR channel can be approxi-

mately found by solving (o)
W(Xz

oo 552

1, 0<w(op) <2
S= _—2_
(M1+w(az)/2))*, w(az) > 2.
Note that Corollary 1l does not need the computation of thermaiete gamma function in
(24), thus the search af, becomes simpler.

where

(27)

IV. ASYMPTOTIC ANALYSIS

Since a Rician fading channel becomes non-fading wheli-tgctor approaches infinity, and
the relaying ratio and precoding coefficient are well knownrion-fading channels [4], we can
verify the correctness of the proposed methods by makind<tfector infinity.

A. Asymptotic analysis afq
In the highK-factor region, the channel gains are almost determingsict knowing the mean

values of the channels is almost the same as knowing the ehgams. With the assumption
that |p; \2+0i2j =1 1<i,j <2, parameters and performances of slow and fast fading elt&ann
should converge to that of the non-fading channel with unignnel gain. Thus bott, and
o, approach zero. Besides,

lim pe, = €1, lim pe, = €,

K— o0 K— o0
where the definitions of; and e, are given right after[(43). For the fast fading case, the left
hand side of[(16) becomes

: 1+ 1+¢€
Jim E[R(H11, Hiz)] = log( = -

=lo
1+ pez) g<1+ €2
where A\, is defined in[(2l1). On the other hand, for the slow fading c@2 becomes

. [T T . -1
l!inoo (“‘Al + % - 10—&1) - l!inoo UAl - A1 - Pp . (29)

From (28) and[(29) we can find that converges in both fast and slow fading scenarios to the
same value. From the definition df; we have

) =log(1+ A1) =log(1+Pp), (28)

Pp+ 1P +2\/01PPp
(1—a)P+1 P

which results in the same; as that in the non-fading CR case [4]. Thus we can conclude tha
the a1’s found by the proposed methods in both fast and slow fadivanoels converge to that
of the non-fading case whef — .
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B. Asymptotic analysis af2
Again the precoding coefficierd, should coincide with that of the non-fading case when

K — oo, In the following we verify this statement.
1) Fast fading: WhenK — o, both gy and pp1 approach 1, and (18) becomes

(1+ aé—Pc)(l—GﬁPc a+P
lim 0o = P = Z1fc

MMSE
= 30
K—00 (1—ag)P.+1 + Pp oz ’ (30)

where \/?:’C is due to the CR’s relaying of the primary signal anffSE is the precoding
coefficient of the non-fading case [4]. Thus it is verifiedtth@ proposed method also results
in the MMSE linear assignment as the perfect CSIT case vihen .

2) Slow fading: The asymptotic property afi; is described in the following corollary with
proof given in AppendixF.

Corollary 2: WhenK-factor — oo, a1, derived in Theorernl3 converges (tb+ O‘Fl,—sc)ag’”\"SE.

From (30) and Corollary]2, we conclude tha's for slow and fast fading channels converge
to the same value in [4] when thé-factor — .

V. PRACTICAL LATTICE-BASED LINEAR-ASSIGNMENT GEL FAND-PINSKER CODING

All the previous results are based on the LA-GPC with théomgtunstructured Gaussian
random codebooks. In the following we introduce a practiatiice-based coding to implement
the LA-GPC for the CR user. With the carefully designed fidtspecified in Theorerl 4, the
proposed lattice-based LA-GPC is a non-trivial extensibthe well-known lattice-based DPC
[14]. First, the side-information filter is selected acdogdto the aforementioned precoding
coefficienta, instead of directly using the MMSE filter, described aftef (6) for the interference-
free channel as in Section 1B of [14]. Secondly, with ortg tstatistics of the CSIT, the receiver
filter selection is more involved than simply choosing it@asin DPC [14] [15]. Specifically,
this filter must be different from the side-information filtand this is contrary to the common
practice in the lattice-based DPC [14] [15]. Finally, we ptithe finite dimensional self-similar
lattices to implement the lattice coding structure whichmigsch more feasible than the lattice-
based DPC in [14] using a very long codeword length. The megdacoding works very well
with a reasonable codeword length (and decoding latenogl),oair simulation in Section VIAC
verifies this.

To illustrate the lattice-based LA-GPC, we focus on thediwlhg channel corresponding to
(2) with discrete time index as

Y (t) = Hy(t) X (t) + Hs(t) S(t) + Z(t), (31)
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where 1<t < T, T is the codeword length. To emphasize the difference betwatoe coding
and random Gaussian codebooks used in the previous seatiensseX| (t) instead ofX(t) to
represent the lattice-coded signal. As in Section]ll-C, w&t focus on the raté (5) with given
channel realizationsly(t) = hx(t) andHs(t) = hs(t). We also rewrite[(31) in an equivalent real
super channel to present the lattice coding more easily. @\catenating alll symbols, the
channel becomes

Y = HyX, +HsS+Z, (32)

whereX; = (X[ 1,...,X[ 1)T andX, ; = (Re{X(t)},Im{X,(t)})". The non-causally known side-
information vector at the transmitt& and the noise vectaf are obtained similarly frong(t)
andZ(t), respectively, a¥, from X (t). The covariance matrices &andZ are denoted by
andX,, respectively. The B x 2T block-diagonal real channel matriXy is diag([HX1-~-HxT]),
where thetth diagonal term is

Ht — | Relhe()} —Im{h(t)} ,

Im{hy(t)} Re{hy(t)}
and Hs is formed fromHs(t) in the same way asly from Hy(t). The channel input power
constraint is(1—a41)P;/2 because the CR user transmits its own signal with pdwg2 per
real dimension, and relays the primary user’s signal witivgra1P./2.

We will first give a brief review of the lattice codebook, therroduce our proposed lattice
coding. A Zr-dimension real latticé is defined as\ = {Gb : b € Z?T}, whereG is the I x 2T
generator matrix of\. The Voronoi region? is the set of pointg € R?T which are closest t0
in Euclidean distance than to other lattice poikts A. Everyg e R?" can be uniquely written
asg=A+ng, whereA € A andng € 7. With quantizer inpup, the lattice quantizer associated
with 7 is defined a€)(g) = A, if g€ A+ 9. The moduloA operation associated with is then

g modA =g—Q(g). (33)

We define the nested-lattice codes with length&s

Definition 1: Let /¢ be a lattice and\q be a sublattice of it, that ig\q C Ac. The codeword
set of the nested lattice code @ = {Ac modAq} = {AcN %4}. The code rate of this nested
lattice code isR; = +log||74||/||¥%||, where ¥, and 1 are the fundamental Voronoi regions of
Ac and /\q, respectively. And for a bounded Jordan-measurable regian R?", ||7/|| denotes
the volume of 7.

For conciseness of the paper, we focus on the slow fadingnettemwhere the channels remain
constant within a codeword length. The proposed scheme eagabily modified for the fast
fading channels [16]. The proposed coding works as follows
Encoder: The encoder selects a codewaxde ¢ according to the message index and sends

X =/ (1—0a1)P: ((cc— FsS—D) modAg) , (34)
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where the I x 2T side-information filterFs is formed froma, in Theoreni B as

o [ Re{az} —Im{az} ] 7 (35)

Im{a2} Re{az}
and ® denotes the Kronecker product. The dither sigDaluniformly distributed in74 and
independent of the channel, is known to both the transnatter the receiver. This dither plays
a critical role in makingX, independent ot. and S [16]. The second momem(1) [15] of
N\q is set /2 to satisfy the power constraifl —a1)Pc/2.
Decoder: The decoder performs the following operation ¥n

Y=L(FY+D). (36)
After some manipulations [16} in (38) can be rewritten as
Y=L(c)+e, 37)
wherec; € Ag+ ¢ C A¢ and
e (FrH —1,7)D+ (FrHs—Fo)S+FZ, (38)

whereH = v/ (1—0a1)P:Hyx. The receiver filteilr, is obtained according to the MMSE filter for
estimating the auxiliary random varialdle in (@) fromY in (@) as [16] [17]
1~ 1~ -~
Fr= (EHT-l-WZsHST)(éHHT+HSZSHST+ZZ)_1, (39)

whereZs is the covariance matrix d&. The whitening matrix filtelL for e must satisfy
LTL =321, (40)

whereZg is the covariance matrix of whenT — o as
g = %(Frl:l —127)(FeH = 121) " + (FrHs — F)Zs(FrHs — Fs) T+ Fr 57 T (41)
Then we can use the generalized minimum Euclidean distattieel decoder to decodg.
First the decoder finds
b = arg miny — LG b|?, (42)
bez?"
where G¢ is the generator matrix of the channel coding lattite After that the decoded
codeword st = [Gcb] modAy.
With “good nested lattices” defined in [15], we have the falilog result. The proof is omitted
and can be found in [16].
Theorem 4:Let the side-information filteiFs, receiver filterF,, and whitening filterL be

selected ad (35)[ (89), and {40), respectively. Based onesegs of good nested lattices, the
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coding specified in(34)=(42) with(3) is able to achieve timedr-assignment rat@(hyy, hy1) =
2log|=g|~ under power constrainfl — a1)P; whenT — o whereZE is defined in [(41L).

It can be proved that with full CSIT, the proposed coding meguto the DPC in [14] [15].
And according to our simulation, the DPC suffers severelgnvh is naively applied to channels
without perfect CSIT.

VI. SIMULATION RESULTS

In this section we demonstrate the performance of the pempo#\-GPC based CR system
under both fast and slow fading channels. We also show tHerpsance of the proposed practical
lattice encoder/decoder which implements the LA-GPC. kapkcity, the four channels in Fig.
[ are assumed independent Rician with the s&rfactors.

A. Fast fading
To verify the goodness of the proposed approximation, we ¢osnpare it with brute-force

full search in terms of the primary user’s rate. Signal anse@owers are set & = P, = 10
and 0§p = 0%3 = 1. This comparison is shown in Figl 2. The unit of the vertisis is bits per
channel use, bpcu. We can see that the proposed approxmnpeitorms well for allK-factors.
That is to say, the primary user’s rate is approximately #mes as that witho; obtained by
brute-force search. More specifically, the proposed methagl over-desigru; slightly at the
small K-factor region such that the primary user’s rate becomeagetathan the target. At the
large K-factor region,a; obtained by the proposed method almost coincides with thitireed
by full search. The CR user’s ergodic capacities usiagand a, from the proposed method is
shown in Fig[B. It can be observed that the over-designedlightly increases the primary’s
rate at the cost of the CR user’s rate. However, siagds only slightly over-designed, the
resulting change of the CR user’s rate is small. In additiwa,also compare cases of treating
interference as noise and with full CSIT. The former ne@euty useful information to cancel
the interference, and incurs a huge rate loss foKallhctors considered. The ergodic capacities
for the partial and full CSIT cases converge when kxéactor is large. This phenomenon has
been verified in Section_ IV. The rate loss at the Iwactor region is due to two factors. One
is the imperfect CSIT. The other is that the linear assigrinsgiategy may not be optimal for
the partial CSIT case. Until now, the optimal strategy fae gartial CSIT case is still an open
problem. Note that all the LA-GPC curves can also be obtafrad the lattice-code achievable
rate T log|Zg|~? with filters specified in Theorern] 4 anl — «. The naive DPC scheme
assumes that the channels always take values at their mm@ghajses these mean values to
design the DPC filter. That is, this filter is naively chosen according . in Section[1I-B
with Hy replaced byE[Hy|, andF; = FsHy L. It can be observed that the naive DPC scheme
has a significant rate loss compared to the proposed methadnide range of K-factors. As
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expected, the ergodic capacities of all cases exceptrgeatierference as noise converge to the
same value when thi-factor is large.

B. Slow fading
We first demonstrate the effectiveness of the approximdbora, in terms of the primary

user's outage capacity. A goax; will make P(R(H11,Hz1) < RP) as close taPf; as possible.
We then compare the values @f obtained from[(24) and full search. Finally, we illustrale t
CR user’s outage probabilities witlp’s from these two methods. Signal and noise powers are
set asP. = P, =10 andc;%p = 0%3 = 1. Since different channel conditions can support differen
outage capacity and outage probability pairs, it is morsaeable to consider the supportable
pairs than using the same pair for differdfifactors. Thus, in the following, we set primary
user’s outage capacity (in bpcu) and probability pairs gs0(1), (2, 0.1), (2, 0.01), and (2,
0.01) for K-factors of 0, 5, 10, and 15 dB, respectively. Moreover, the @er's target rates
are set as 0.2, 0.5, 1, and 1.5 bpcu, respectively. [Fig. 4kshetether the primary user’s
performance constraint (R0) is satisfied. Compared to tlselivee case without the presence of
the CR transmitter, we find that the approximatiorogfis very tight in the lowK-factor region,
and is good for medium and higk-factors. The tight approximation is a result of tkefactor
dependent. When theK-factor is 0 or 5 dB, it can be found that> 0 and the distribution of
A1 fa, is asymmetric. Thus we let= 1. On the other hand, when tiefactor is 10 or 15 dB,
fA, is unimodal and symmetric simultaneously. In additidm: 2/1/3. Thus we set =2/9 to
further tighten the original Cantelli’'s inequality. Thagsitly over-designear; ensures that the
primary user’s outage probability constraint is met at thstof the CR user’s rate.

The CR user’s outage probabilities with and a, both obtained from approximations and
full searches are given in Figl 5. Recall thet is slightly over-designed at medium and high
K-factors. This reduces the CR’s power for its own signal, smdeases the outage probability.
On the other hand, when the€-factor is small, the worse channel condition dominates the
performance. In addition, we can find that the approximafirem Alzer’s bound ] of the
incomplete gamma function is good for the consideketactors. Naive DPC again incurs a
large rate loss in the low to mediuk-factor region. It can be seen that if the interference is
treated as noise, the outage probability is much worse thaset of the proposed precoding
methods. Similar to the fast fading case, there is a gap leetwliee outage probabilities of the
full and partial CSIT cases. Since the optimal precodingtsgy is still an open problem, the
minimum possible gap is unknown. The non-decreasing oupagkability curves of treating
interference as noise and full CSIT are due to the facts tiletonsidered target rates are not
identical for differentK-factors.
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C. Lattice implementation with finite codelength
We investigate the error performance of lattice precodirity & reasonable codeword length

(and decoding latency) at large enough SNR. A pair of setfilar nested lattices is used, with
the Gosset latticd=g [18], which has the densest packing in 8-dimension, as tte lfittice
N¢. The reason to use the Gosset lattigeis that in moderate dimensions, it is well-known
that the best lattices in terms of coding gain are also goahtigers. That is, the lattice can
also be good\q. The coarse latticé\q is generated by\q = QAc where the coding rate is
given by R= 2logQ. Recall that transmitted signals is assumed to be Gaussigmevious
derivations. The Gaussianity of the signals at the propdsttide-based CR transmitter output
with a reasonably short codeword lendth= 4 is shown in FiglB. It is clear that the transmitter
output distribution is almost Gaussian.

In the simulation of codeword error probabilities we coesitivo K-factors: 0dB and 10dB
and two code rates: 2 and 4 bits per channel use. The noisnearis normalized to 1 and the
primary user’'s power constraint is assumed toFge= 100. The LA-GPC curves are obtained
from the lattice-code achievable rate with filters specifiedrheorem[ 4. A Fano sequential-
decoding based lattice decoder [19] is used to sdlve (42)ctMepare the lattice coding results
with the theoretical results with random Gaussian codebobhke basis for the comparison is that
the codeword error probability is approximately the saméhasoutage probability. The results
are shown in Fig]7 and Fig] 8. For comparison, we also showehelts without interference
from the primary user and treating interference as Gaussmse. When the interference is
treated as noise, the codeword error rate is 1 regardlesee@NR andK-factor ranges. It can
be seen that in the consider&dfactor range, the performance of the proposed nesteddatti
decoding is approximately the same as that derived theatigti This verifies the goodness
of the used Gosset lattice code. We also observe that in[Figitly K-factor = 0dB, lattice
precoding with partial CSIT performs slightly better th&e theoretical outage result. A similar
phenomenon was also reported in [20].

VII. CONCLUSION

In this paper we considered the cognitive radio channel wéttial CSIT. Using the linear-
assignment Gel'fand-Pinsker coding, we proposed senlisacel methods for finding the re-
laying ratios and the precoding coefficients for both fast alow fading channels. Asymptotic
analysis showed that the relaying ratios and the precodiefficients obtained by the proposed
methods converge to those with full CSIT when tkefactor approaches infinity. Simulation
results showed that the proposed semi-analytical parantetgign methods perform almost
as well as exhaustive search. We also used nested-lattdiagcand decoding to realize the
precoding in practice. Simulation results showed that teseted-lattice coding scheme can
effectively reach the achievable rate of the CR channel wdttial CSIT at high SNR.
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APPENDIX
A. Proof of Theorer]1
After applying the expectation operation {0 {14) we have

E[R(H11,H12)] = E[log(1+H{SH ;)] — E[log(1+ H{ QH )]
2 E[log(1+€1)] — E[log(1+¢2)], (43)

whereS£ P+Q, g1 £ HiSH,,, ande; £ HIQH .. To guarantee thal (1) is valid, we expand
f(e1) 2 log(1+€1) andg(ez) = log(1+¢2) by the Taylor series with different orders, respectively.
The reason is as the following. We first expand(Ibg ;) by thek-th order Taylor series respect
to the mean ofq, |,, as
(=" (e — k)"
N (14pe)"
where fy(g1) is the truncated-th order Taylor expansion anoh is the Lagrange remainder.
After applying the expectation operator {0 (44) and truimgathe remaindeo we have
(~)"El(e1— 1)
N (144"
where E[fi(g1)] is further simplified asE[fy|. Since the Taylor expansion of the logarithmic
function f is an alternating series, arl(e; — ;)" > 0, Vn € IN, from [11], we have the
following relations:E|[f1] > E[f3] > E[f5] > --- > E[f] and E[f2] < E[f4] < E[fe] < --- < E[f].
Similar properties can be found fgte,). The truncated first order Taylor expansiorEdfog(1+
€2)] can be derived in the same way. From the above we knovEtfat- E[g] > E[fs] — E[g2j—1].
Thus solving the following equality

E[fa] — E[QZJ'*l] = Rvsrgodic

makes the constrainf (IL1) valid wheirg € IN. Here we choosé= j = 1 for simplicity. After
some manipulations we havie {16), whexe, ogl, and L,, the mean, variances @f,, and the
mean ofep, can be found according to [11].

log(1+€1) = log(1+ pe,) — logezX_, +01 = fi(e1) 401, (44)

E[fi] = log(1+ e, ) —logezk_, : (45)

B. Proof of Proposition]l

With the fact thatco(P+ Q) — D is positive semi-definite and > 0, B(ay) is positive. Then
we can generalize the result in [21], which is aimed for theraf quadratic forms, to the ratio
of general quadratic forrﬁs‘n (7). Therefore, we have

B'(az)] _E[B'(ag)]
= {B(GZ)} ~ E[B(a2)] =0

T"General” means that there is not only the term of the quéifatm, but also terms of lower orders.
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Since B(a) is a second order polynomial afy, to proceed, we only need to consider the
numerator, that is,
E[B'(az)] =0.

With the fact thalU%ZJr |u22/? = 1, the resulting precoding coefficient with the statistit€8IT
is as [(18).

C. Proof of Theorer]2

From (14), [2D0) and(21), the optimab will make
1
P(A1= ﬁ> = Pout (46)

To make this problem analytically tractable, we relax theadiy constraint by inequality to
find the sub-optimal solution. With the non-negativity oketlransmission rate, the Cantelli’s
inequality [22] is a good candidate for finding the soluti@Quonsidering additional properties of
the distributionf,,, such as the modality and symmetry, the Cantelli's inetyialin be further
tightened [12]. Thus we propose the use of the following riediCantelli’'s inequality to relax
(48) as

P(A1>pa, +004,) (47)

r
< —.
— 1+
According to differentf, resulting from different channel conditionsjn (47) can be catego-
rized as [12]

_J L ifd8>0, 48)
] 8, if 8> % andf,, is unimodal and symmetric.
Comparing the left hand side of the inequalities[in] (46) afid) (esults in
1
U'Al + 60—&1 = ABpP A (49)

R 1
Also by comparing the right hand side of the inequalities [4€)(and [(4V) we haved =
\/r/PF—1. Substitutingd into (9), we havel[{22). To determime we can simply substitute
r=1orr=2/9 to see whether the resulting meets the constraint§ (48). The constraints
of modality and (or) symmetry which may be satisfied undefed#int channel conditions are
discussed in Section_VI. Thus we can solve the outage priifyabonstraint by findinga;
which satisfies the equality in_(22). We now discuss the iugliof (20). As for the effect of the
modified Cantelli’'s inequality, note that the modified Céliiseupper bound is larger than the
real probability value [12]. Since we equate the upper bawontthe target outage probability to
solveay, the resultinga; will be larger than the optimal one frorh_(46).
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D. Proof of Theoreni]3

First, substituting[(1l5) into (19), and after some manipafes we have the following opti-
mization problem
min P(z£ H¢'EH, = HY'EoH, < cd - 1), (50)
2

whereE, = %2E31/2 andH, ~ cA\((Z-Y/?,12). The transformation froni to E; is to make
H, have an identity covariance matrix for the convenience @f fitllowing analysis. After
substituting the eigen decompositi@a = viAv into z, we have

z=HYAH3 ~ Mx%(2,2|p81?) + A2X?(2, 2| ps2]?),

whereHs ~ c\((Uz,12), e = [Us1, He2]T 2 vZ~Y2y, andA; and A, are the eigenvalues @&.
The notationy?(p,q) denotes the noncentral chi-square distribution with degriefreedomp
and non-centralitg. Note that the objective functioh (50) is a functionoaf. That is,A1, A2, Haz,
and g2 are controlled byas.

To calculate the outage probabilify {(50), we resort to apipnatingz by a scaled single central
chi-square random variable [23] as

Z~ MX2(2,2|u1]?) + A2X?(2, 2|pa2]?) =~ 3 (w). (51)

Recall that the chi-square distribution is a special casth@fgamma distribution. Thus does
not have to be an integer. The parameteamdw should be chosen such that both sided of (51)
have the same first and second moments [23] as

vw= A1 (14 [psa|?) +Aa(1+ |us2]?). (52)
2VPW = A2(1+2|a1]?) +A5(1+ 2| sl ?).
With the fact

A +A2=tr(E2) =tr(ZE), (53)
A |ba1]? + A2lhiazl? = K AMe = W 2 VHAVE 7 p= (HER, (54)

we can find the value ofw. Similarly, from
A2+ A3 = tr(EoE;) = tr(ZEZE) (55)

AZlpsn|? 4+ A |pe2® = W 7 EoE,5 7 = WHESEN

we can find the value of\#w. Thenv andw can be expressed ds [25). After that, solving (50)

with (&1) is equivalent to solving

map) M2 gy
Jo Px 2 Teldt
min

X
a> r Wgz)) ’

which can be further represented &sl (24).
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E. Proof of Corollary1

From [?] we know that the incomplete gamma function can bented as following

—sqa_ Y(@&X)
(1-e ™)< 7r(a) ,
where
1 1

(r(l-l—a))%l, a>1

Leta= W(SZ) andx = 2‘;0(';;), we then have[(26).

F. Proof of Corollary[2

As the K-factor— o, the distribution ofz defined in [[(50) becomes a delta function with a
nonzero value at its megw. In the following we need to findi, maximizing the mean value
of z which can be approximated byw, as shown in[(51). Since in (50) is a function ofay,
we must take it into consideration. The problem becomes txmiae |, — cd. As bothpp; and
W2 — 1, ando3, and o3, — 0 at very highK-factor, from [52), [(5B), and_(54), we have

l{rﬂ b =vw= PEp+tr(ZE) ~ e11+ €12+ €21+ €22,

whereey 1, €12, €1, andey, are the four entries dE. Sincep; —cd is a quadratic formula odio,
we can take derivative to find the maximum as following
190
doa;
Thenay, can be found as

(be—€d) = — (1~ 01)Po+ 1) Potiz + (Pp+ /A1PePp) (1~ a3) Po = 0.

| 1+ /%) (1-ay)P,
im a, =

aiPe, mmse
[ =(1 — 57
K= (1—a)P+1 (1+ Joz ™ (57)

which is the same as that of the non-fading case.
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Fig. 1. The model of the cognitive radio channel.
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