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Abstract—In this paper, we propose a robust transceiver design
for the K-pair quasi-static MIMO interference channel. Each
transmitter is equipped with M antennas, each receiver is
equipped with N antennas, and thek™ transmitter sends L,
independent data streams to the desired receiver. In the Erature,
there exist a variety of theoretically promising transceier designs
for the interference channel such as interference alignmerbased
schemes, which have feasibility and practical limitationsIn order
to address practical system issues and requirements, we cider
a transceiver design that enforces robustness against imgect
channel state information (CSl) as well as fair performance
among the users in the interference channel. Specifically, ev
formulate the transceiver design as an optimization problen
to maximize the worst-case signal-to-interference-plugoise ratio
among all users. We devise a low complexity iterative algaim
based on alternative optimization and semi-definite relaxgéon
techniques. Numerical results verify the advantages of irar-
porating into transceiver design for the interference chamel
important practical issues such as CSI uncertainty and fainess
performance.

Index Terms—Interference channel, robust transceiver, imper-
fect CSI, precoder design, decorrelator design, max-min fg
alternative optimization, semi-definite relaxation.

I. INTRODUCTION

scheme, if feasible, is optimal in the degree-of-freedomRD
sense. The results dfi[4] has triggered a number of extesision
[5], [6] and related works[]7],[18]. These IA-based schemes,
albeit theoretically promising, have various limitatiofsrst,
IA-based schemes require ideal conditions to be feasildk su
as perfect channel state information (CSI) and very large
dimensions on the signal space. For example, the convetion
IA scheme [[4] requires time or frequency extensions to have
feasible solutions. FoK -pairs quasi-static MIMO interference
channels where time / frequency extensions are not vidixe, t
IA scheme [[4] is only feasible foiX < 3 (cf. [9]). Second,
while 1A-based schemes have promising DoF performance —
which is an asymptotic performance measure for very high
signal-to-noise ratio (SNR) — they are not optimal at medium
SNR that correspond to practical applications. When désign
practical communication systems for the interference nbhn
a number of technical issues shall be considered. Spebjfical
in practice only imperfect CSl is available and there aretéoh
signaling dimensions. Moreover, it is important to ensure
satisfactory performance among all the systems in the mktwo
In this paper, we consider the problem of robust transceiver
design for theK -pair quasi-static MIMO interference chan-
nel with fairness considerations. Specifically, 1) we apply

In many wireless network scenarios, the channel is shareghyst design principles to provide resilience against CSI
among multiple systems. The coexisting systems createahutyncertainties; and 2) we formulate the transceiver design a
interference, which poses great challenges for commuaitaty precoder-decorrelator optimization problem to maximize

systems design. Conventionally, interference is eithesitéd

the worst-case signal-to-interference-plus-noise ré8tNR)

as noise in the weak interference case [1] or canceled at f}iong all users in the interference channel. In the liteeatu
receiver in the strong interference caseé [2], [3]. In thetpagrecoder-decorrelator optimization for worst-case SINR a

decade, various schemes are proposed to utilize multigle Sﬂ)roposed for broadcast and point-to-point systems [LG}-[1
naling dimensions for interference avoidance and mitigati Specifically, in [L10], [18] the authors consider precoding
In particular, in the recent breakthrough work [4], the @uth gesign for the worst-case SINR in MISO broadcast channel,
show that the paradigm of interference alignment (IA) cafhere it is shown that the precoder optimization problem
be exploited to confine mutual interference to some lowgy always convex. In[[12] the authors consider precoder-
dimensional subspace, so that desired signals can be trgfigcorrelator design for the worst-case SINR MIMO broadcast
mitted on interference-free subspace. It is shown thatltis channel using an iterative algorithm based on solving conve
subproblems. On the other hand, in][11] the authors consider
a space-time coding scheme for the point-to-point channel
with imperfect channel knowledge. However, these existing
O. Simeone. The paper was presented in part at the Asilomafefance \yorks cannot be extended to robust transceiver design éor th
Onf'%rﬁlj” ?,ys}tf m,ij i”;’f‘;’;"g’ “S{?g};E;‘rfg'ca?e“’vvv?ghcf,}g“gﬁi)fmm oMIMO interference channel, which presents the following ke
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ey s | ;n we focus on thek™ user referring to source nods, and
(u) destination node);; nevertheless, the same model applies to
: all other source-destination pairs. Specificalfi, transmits
Wey]] @ Ly data streamst®) = [sgk) . s(ka)]T to Dy, which performs

o linear detection. The received signal Bf; is interfered by the
(22| transmitted signals of all other users. To mitigate the ichpé
mutual interference, prior to transmissiSp precodes the data
streamss®) using the precoder matrit® = [v{¥) ...V(ka)] €
CMxLx and D;, decorrelates the received signal using the
decorrelator matrixd® = [u{" ...u(ka)] € CN*Lk |t follows

that the transmitted signal df; is given by

(ug'))'] @) N antennas as shown in Fifgl 1. For ease of exposition,

T (u{’.!))'- ©
: (Um) A ——)g(x)

-
(o) |

Lty

Fig. 1. System model. There ai§ source-destination pairs where each x(F) — (k) gk) — ZLk V) (k)
source node is equipped with/ antennas and each destination node is =17 =
equipped withN antennas. The&!" transmitter sendd.;, independent data the received signal ob. is given by

streams to the desired receiver. k

; 1)

yF = K DK 4 n)

neous quadratically constrained quadratic program (QCQP) = HERXF S HEIDXG) 4n®)] 2
which is NP-hard in general [14][ [15]. One approach to 7k
facilitate solving this class of problems is to apply serfirdte interference
relaxation (SDR) by relaxing rank constraints; this methoghd the decorrelator output @, is given by
was applied in precoding design for MISO broadcast channel (k) k)
[16], [L7] and for MISO multicast channél L8[, [19]. Althgh sT=(UM)ly
the resultant semidefinite program (SDP) may be solvabée, th = (UR) T (kR (k) (k) ©)
optimization in general does not always have the desirekl ran
profile.

Convergence of Alternative Optimization Algorithm:
Our proposed solution is based on alternative optimization _
(AO). The method of AO was proposed ih [20[, [21] for leakage interference
precoder and decorrelator optimization for multi-user NOM \yhereH%7) ¢ CN*M s the fading channel frons; to D,
broadcast channels. However, coupled with the rank cogndn®) ~ CN(On, Nol ) is the AWGN. As perml)-Ed3), the
strained SDP issues as well as the absence of uplink-ddwnlgsiimate of data strea@ﬁk) is given by
duality (as in the case of broadcast channels) [22]] [23],
establishing the convergence proof of the AO algorithm i th 50" = (u™)THERYI F) L sabe ()i TRy g (k)
interference channel is non-trivial [24] and traditionaheer- desirod signal mzl
gence proof[20],[[211] cannot be applied to our situations. inter-stream interference

Notation In the sequel, we adopt the following notations. 4+, S°55 (") THEDVD O 1 (F)in®) | (4)
RMXN - CMxN and ZM*N denote the set of real, complex ik
and integerM x N matrices, respectivelyiR, denotes the leakage interference
set of positive real numbers; upper and lower case lett
denote matrices and vectors, respectivély, denotes the set
of N x N Hermitian matricesX > 0 denotes thaX is a
positive semi-definite matrix(-)? and (-)" denote transpose
and Hermitian transpose, respectively; rahkand Ti(-) denote
matrix rank and trace, respective[X], ;) denotes th¢a, b)™"
element ofX; || - || denotes the Frobenius nord(-) denotes
the indicate functioniC denotes the index sét, ..., K'} and

desired signals

n Z%(U<k>)TH<k,j>V<j>S<j> U,
J

SRere the severity of the inter-stream and leakage intemfay
terms depend on the transceiver processing and CSI assump-
tion. Considering practical systems, we make the following
assumptions towards designing effective precoders anor-dec
relators.

Assumption 1 (Transmit power constraint)e assume the
data streams are independent and have unit power, i.e.

: _ E[(s%)Ts*)] = I, . Furthermore, we assume the maximum
L Seno}fes the 'nd§X s(?ﬂ,.é.7Lk%ON]3e_r&0ti§t anv ?_1_ transmit power of thek™ source node isP, so the pre-
vector of zeros andy denotes anv x [y 10entity MalrlX; .,qers shall satisfy the power constraibf(x(*))Tx(®)] =
E[-] denotes expectation; an@N (u, ®) denotes complex ., (v(k))Tv(k) - p -

1 1 =1k

i istri i i i i =1
Gaussian distribution with megm and covariance matri. Assumption 2 (Fading model)Ve assume quasi-static fad-

ing so the fading channelsl®?) remain unchanged dur-
Il. SYSTEM MODEL AND REVIEW OF PRIOR WORKS . . o N
ing a fading block. In addition, we assume raHk 7)) =
A. System Model min(M, N). -
We consider a MIMO interference channel consisting®f  Assumption 3 (CSI model)Me assume perfect CSI is
source-destination pairs where each source node is eglippeailable at the receivers (i.e. perfect CSIR), and onlyemp
with M antennas and each destination node is equipped wigitt CSI is available at the transmitters (i.e. imperfecti@S
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for designing the precoders and decorrelators. Specifjoad 1) Interference Alignment in Quasi-Static MIMO Signal
model channel estimates at the transmitters as Space: In [4], [9] the authors exploited IA in quasi-static
SED k) (k) s MIMO signal space for precoder-decorrelator design. 3peci
H =H — AWV ke K, (%) ically, assuming perfect CSI, we could obtain precoders and
where A% is the CSI error[[10],[[T1],125]. Specifically, decorrelators tha_t confi_ne the interference on e_ach déstina
we assumel|A) |2 < < which implies that the actual nodetoalowe_rdlmensmn subspace,such thatmterf(_eremt:(_ac
channelH7) belongs to a spherical uncertainty region cer€ more effectively removed. Note that IA s only feasibléwi
~ (k) _ . . sufficiently large number of signaling dimensions. For fkie
tered atH W|thkr_ad|us < ForA&%tanonal ‘convemence,pair quasi-statiév x M MIMO interference channel, 1A could
we denote{ = {H"} | = {(H™"+ AR} and  gehieve a DoF ofis ®OLN) for K < 3 but might not be

H = {ﬁ(k’j)}ﬁzl, m feasible forK > 3. Moreover, |A is not optimal in general at
Remark 1 (Interpretation of the CSI error modeljhe medium SNR. For example, consider the data stream estimate

imperfect CSIT model [{5) encapsulates the foIIowin@fk) in (@); suppose IA is feasible then

scenarios. .

« Quantized CSl in FDD Systenis [10, Section II-Byir FDD (ul(k))“q(k"])
systems, the transmitters are provided with quantized @Sl v
feedback. Using uniform quantizers, the quantizatiorsdell and the actual SINR of thé" data stream at™ receiver is
the interior of the quantization region can be approximat@iven by
by spherical regions of radius equal to the quantizatiop ste

vW) = 0,5 #korl#m,

size. As a result, the imperfect CSIT model corresponds to 7 (H, {{V)}27_ Y2, uf™)

quantized CSI obtained using a uniform vector quantizen wit B U EER L AR ) 8|2 ©)
quantization step sizg/z. N S )T akm o2 '
o Estimated CSI in TDD Systems [11, Section IV-Apr L -

TDD systems, the transmitters can estimate the channels + 0y Sl 1) T AV |2 4Ny |2

from the sounding signals received in the reverse link. The 7k

imperfectness of the CSIT in this case comes from trés per [9), the presence of CSI erra*7) creates persistent

estimation noise as wel zis(k(;!)elay. Using MMSE channlgiqual interference. Even when the residual interfezeiac
prediction, the CSI estimated ™ is unbiased, whereas thenegligible, i.e.

CSl error A%J) is Gaussian distributed and independent

(ki N _ e
from the CSI estimatél"”. As a result A% is a jointly 38 (g, (v uWy & T k%,ﬁ(k'k))"gk)”z,
Gaussian matrix anil A(*7)||? < ¢ corresponds to “equal - Nollu11*
probability contour” on the probability space &7, In
other words, the probability of the eveftA(%7)|2 < ¢

?heaﬁegﬁmfﬁﬂg'ﬁ ?]Cioécggg(:%rvgia(rfég find an suc.h 2) Interference Alignment in Real Fading Channdis]7],
- ‘ ' [8] the authors consider IA along the real line by creating
By AssumptionJ1 1613, the data stream estinifé in @) ficiitious signaling dimensions. Specifically, assumingfeet
can beequivalentlyexpressed as CSI, we could design the leakage interference terms at each

the conventional IA scheme][4][1[9] makes no attempt to
optimize SINR performance.

ST SRR (X ke (k) (k) dgstir!ation node to have the same scaling fac_:tor (or pseudo
5= () IHTT AR direction), such that interference can be effectively reeao
~(k,k H : H .
+27€l,;1(ul(k))1(H( ; Q_A(k,k))vgﬁ)sgf) (6) For exampl_e, con_3|der the received &gnzl_l]]h (2); for the
ml purpose of illustration lef/ = N = 1 and H*7) € R so

K Li 0N id ®9D) 0 A ki) yw@ 0 1 BN (k)
+ = 7 (u H "+ AWy sy’ +(u n'*). N
Z.Ja_#]lgzm_l( 0 ) (™) y(k): g (koK) 4.(k) +Z%;1C H &5 5G) k)
J

The actual SINR oﬁfk) at the k" receiver is given by[{7), (@) \~L; (ﬁ(k,k)_i_A(k,k))U(k)s(k)
whereby the instantaneous mutual information between data Iézl L o) (lk _)l N .
streams'”) and estimat&*) can be expressed as +Zﬂ:;i Sy (HED ARy 7 ),

J

k Ny Lo k leakage interference
CF AV i S u) (8)
= logy(1 + %(k)(Ha {{V%)}ﬁfﬂ §<:17 ul(k)))_ where (a) follows from[{1) and15). To facilitate IA along the

real line, the data streams shall belong to the set of inseger
_ . _ . (i.e. sl(k) € 7Z) and we shall choose the precoders such that
B. Review of Prominent Transceiver Designs for MIMO |nH(k,j)vl(j) _ g(k,m)vl(m) for j # m. It is shown in [7],
terference Channels [8] that, if ideally CSI error is negligible (i.eA®) ~ 0),

In the following, we review the motivations and issues ahis scheme could theoretically achieve a DOFK%.
prominent transceiver designs for MIMO interference clesn However, this scheme would require infinite SNR and cannot
in the literature. be implemented in practice.
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(k) GNLi WKy _ )T E®E ARy |2
o LA S b= W) I S RN TS ST S S GRER N ST ()
m#£l j#k
3) lterative Algorithms to Minimize Leakage Interfer- Py,..., Px, which give the precoder power constraints

ence / Maximize SINR:n [5], [6] the authors exploit Zf:’cl(vl(k))Tvl(k) < P, Vk € K (cf. Assumptior1L).
precoder-decorrelator design. Specifically, the algor#hin \yritten as Problem 1.
[6, Algorithm 1], [S] are established with the objective of proplem 1: (Robust Max-Min Fair Precoder-Decorrelator
sequentially minimizing the aggregate leakage interfmenDesign):
induced by each data stream, whereas the algorithm]in [6, o o
Algorithm 2] is established with the objective to sequdiytia {{{(v{))*} o HSy, (L) i S Y =Py, .., Px)
maximize the SI_NR of each data stream. Note that the afo_rﬁ- max min  min %(k)(% {{Vg)}ﬁle f:b ul(’“))(lla)
mentioned algorithms neglect the presence of CSI errochwhi v&) ecro REK|IAtk0]|2 <
could have significant performance impacts. Moreover,ghesu')’ ec™ :
algorithms neglect individual user performance and faisne st SEe (v <p ke K.(11b)
L - . . e 1=1\q 1 =tk .
This is undesirable because for practical systems it is itapod o o
to ensure all users have satisfactory performance. In (113), the worst-case SINR with imperfect CSIT is given
by the following proposition.
I1l. PROBLEM FORMULATION: ROBUST TRANSCEIVER Proposition 1 (WOFSA'['CE\SGA%N)R with Imperfect CSIT):
DESIGN WITH FAIRNESS CONSIDERATIONS Given CSI estimates{ = {H N }szl at the transmitter

In this section, we formulate a transceiver design for thith error|LA(’f»7)||2 < ¢, the worst-case SINR of data stream
K-pair quasi-static MIMO interference channel that is rabugstimates,”’ perceived by the transmitter can be expressed
against CSI uncertainties and with the objective of enfayci as [12).
fairness among all users’ data streams. Specifically, taigeo Proof: Please refer to Appendix]A. [ |
the best resilience against CSI error, we adopt a worst-caséJsing Propositior[]1 and leP = min(P;,..., Px) and
design approach. On the other hand, the fairness aspecpis= Pi/P, we can recast Problef as
motivated by the practical system consideration to ensure , ~
all users in )éhe neFt)work can yhave satisfactory performanc{a.*’ {2 }anjzl}aKzl’ {{(u%))*}ﬁle}le} =P(P)

As such, we formulate the precoder-decorrelator desigh Wit@-}nmm - (13a)
imperfect CSIT as an optimization problem to maximize thlévg)egm
worst-caseSINR among all users’ data streams, subject to théjer,

maximum transmit power per source node. st %(k)(ﬁ,{{vﬁi)},L,Ll}fil,ul(k))Z%VlEL'k,VkEIC,(Bb)

Li (&) \ iy, (k) D
A. Optimization Problem s (N < Pk € K (13¢)

The robust and fair transceiver optimization problem for ) o
the K-pair N x M MIMO interference channel consists of2- Properties of the Optimization Problem
the following components. Note that it is not trivial to solve Probler® since it is

« Optimization Variables: The optimization variables include hon-convex and NP-hard in general as we elaborate below.
the set of PFECOdef‘é{V%)}rL{ﬂ}ﬁl and the set of decor- In Section[1¥, we shall propose a low complexity iterative

relators{{u%)}ﬁjzl}ﬁl. These variables are adaptive wittfgorithm for sol\{lng Problen®. .
J 1) Problem P is a non-convex problemThe minimum

. - 0 (k,9)
respect to imperfect CSIH = {H ™'}%,_,.  g|NR constraints in{Z3b) can be rearranged as
« Optimization Objective: The optimization objective is to

maximize, with imperfect CSIT, the minimum worst-case (1+7)||(ul(’€>)Tﬁ(k’k)Vl(k)||2+ (v — 1)€||ul(k)||2||vl(k)||2
SINR amonE all users’ data streams (perceived by the

. . ; _ (k)2 _ K 5L ONTrCNE NP
transmitter) given by (cf[{7) and Assumptibh 3) yNolluy 1% =y 22 2 1) THE v
H 3 j i k K L]‘ 1
min  min %(k) (H, {{V%)},Lnjzl}ﬁil, ul(k)). (10) —75||Uz( )||2 D i1 2om=1 ||V57Jz)||2 >0,

JEeK atD]|2<e
B which are non-convex inequalities consisting of non-peesit

« Optimization Constraints: The optimization constraints [inear combinations of norms. Therefore, Problnis a non-
are the maximum transmit power for each source nodgnvex problem.

. , , , 2) Problem?P is NP-hard in general: To illustrate that
Note that [(ID) is the worst-case SINR perceived by the tréttembased ProblemP is NP-hard in general. we consider theverse
on imperfect CSITH = {ﬁ(k’”}fk:l. We choose the worst-case SINR 9 ’

perceived by the transmitter in order to incorporate raiess against CSI problem of Jomtly _mlnlmlzmg_the transmit powers_ of all
error A(k:9), source nodes subject to a minimum SINR constraint for all
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. (k) (L K (k)
min H,{{V —15=1,U
||A(kvj)H2§E '7[ ( 7{{ m }m_l j=14 )
=~(k,k
1) AV 2 e juf 2] v )2 (12)

L \+03(kd) (G k L j k)N (R.R) (K k k k
K N TRV 2 e ul 12 5K 5o D 2 TRV 12 e u 2] v |24 N fufM) |2

~(k) /5> i)y L k
2 50, (v By ul),

so we can solve Proble@ to obtain a corresponding solution

Problem P precoders : . .
— decorrelators for Problem”P, and vice-versa. Since Proble@ is NP-hard
get worst-case SINR X i o i
) in general, Probler® is also NP-hard. Specifically, we define
o Problem Q recollis the special caseof ProblemQ with fixed decorrelators as
consteaint Optimize decorrelators | | Optimize precoders i Problem 3 (Power Minimization Precoder Design with Fixed
1> with fixed precoders | with fixed decorrelators Decorrelators)-
(Section IV-B) (Section IV-C) )
Problem Problem Q, j L K _ L K
Q“ — (& VD) ) = Qi {Hu i)
min 17a
Ve ¢ (17a)
Fig. 2. Interrelationship among the optimization problems EeRy
st (i)Y < ik € K (17b)
) ~(k) 47 GLi 1K k)
users’ data streaffisIn Section[I¥, we shall propose an TRV hna Y=ot ) 27, VL€ Ly VR € K(1T7c)

algorithm for solving Problen facilitated by solving the Note that ProblemQ, belongs to the class of separable
inverse probleﬂnhat consists of the following components. homogenous QCQP, which is NP-hard in general [14]] [15].
« Optimization Variables: The optimization variables include This implies that Problen®, which contains Problen®, as
the set of precoder‘&[v%)},Lnj:1 /£, and the set of decorre-special case, is also NP-hard in gerfral
lators {{u$) 15| K,
« Optimization Objective: The optimization objective is to IV. Low COMPLEXITY ITERATIVE SOLUTION
minimize the required transmit power of all source nodes, by |n this section, we propose a low complexity iterative algo-
means of minimizing the precoder powgry*, (vi"”))"v{", " rithm for solving the robust and fair transceiver optimiaat
vk € K. problem?P. In particular, the proposed algorithm is facilitated
« Optimization Constraints: The optimization constraint is by solving the inverse Probler®, whereby we exploit the
for all users’ data streams to meet the prescribed minimusttucture of ProblenQ to apply effective optimization tech-

SINR v, i.e. %(k)(ﬁ, {{v%)}ﬁ;l}ﬁl, ul(k)) > 7. nigues.
Accordingly, the inverse problem can be formally written
as Problem 2. o A. Overview of Algorithm
i Pnr)(?blem 2 (Power Minimization Precoder-Decorrelator De- The proposed algorithm for solving Problégis facilitated
an)- by solving ProblemQ as illustrated in FiglJ2, which is also
{ﬁ*7{{(vg))*}£;j:1 §<:17{{(u£%))*}£1j:1 ngl} =9Q(v) detailed in Algorithm[]L. Specifically, we it_erativgly refine
min B (14a) the decorrelators and precoders to monotonically imprbee t
vOeCh minimum SINR. Each iteration consists of two stages:
“%ggm « (Steps 1-3 of Algorithni]1) First, given tretatus quamini-
* Lo o (K)o (F) mum SINR7 achieved with thé™ source node transmitting
st M)V < i VR €K, (14b)  at powerP;, we solve Probleng to optimize the precoders
%(’f)(ﬁ’{{\,%)}ﬁ;‘zl}f:bul(’f)) >~ Vle Ly VkeK(14c) and decorrelators for minimizing the transmit powers, i.e.
~ )L s N
Consider an instance of Proble® with minimum SINR {8, {{V%)}mzl}gK:Ia {{U%)}mzl}ﬁﬁ =09(7), (18)
constrainty, I.e. such that the minimum SINRy is achieved with the

= L )L B th o
BAVD L Y YL MG = 0),  (s) KT source node transmiting at aeduced power of
~ 12 (V) = B < P
and the required transmit power of th® source node ig;.3. o (Steps 4-5 of Algorithni]l) Second, we improve the min-
It can be shown that imum SINR by up-scaling the transmit precoding p(ﬁver

~ gL ~(j)\ Lj ~ of the k" user to the power constrain®, i.e. Vfi) =
FAEO D YKy =P(B)  (18) U
P;[(pi BV -

°Please refer td [16]=[18][[26] and references therein fscussions on

the inverse relationship between max-min fair and minimwwer precoder 4Problem Q, will be utilized in Sectior TV-C.

design problems for MIS®roadcastand multicastchannels. 5We show in [(3lL) that up-scaling the precoding powers imprtve
3The inverse problem will be utilized in Sectibn 1V-C. minimum SINR.
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We repeat the iteration until the minimum SINR converges -

a maximum. However, it is not trivial to solve the iteratior
step as per[(18) since Proble@ is NP-hard in general as

. : solve Problem Q, oplimize decorrelators
shown in Sectiof TI=BR. As such, we shall solve Problén (cf. Section IV-B) with fixed precoders
based on alternative optimization between the decormslat| . - e

and the precoders, i.e. we present the algorithm for opigiz
the decorrelators witliixed precoders in Section 1ViB, and
introduce the algorithm for optimizing the precoders viked

i Adjust target
— o

decorrelators in Sectidn IVAC. The top-level detail stepthe 3 LW Jemeriviens
I

minimum SINR i T
i optimize precoders

optimization algorithm is summarized below (AlgoritHth 1’ ?f;":ec[:f;’:ll'\’;‘;:)g |
and illustrated in Fi§]3. The convergence proof for Algamiff |
is provided in AppendixD.

Algorithm 1 (Top-Level Algorithm):
Inputs: maximum transmit power for each source nod
Py, ..., Pg .
Outputs: precoders{{(v%))*]»ﬁj:l}f(:1 and decorrelators

) o Finih
o Step Q Initialize decorrelators{{ﬁii)}ﬁj: %, and pre-

coders{{v(”} _1}3 1, Where the transmit power for the
4" source node i$°%_ (V) IvY) = p;.

Minimum SINR
converged?

Yes

Fig. 3. lllustration of overall algorithm.

Repeat Problem 4 (Maximum SINR Decorrelator Design with Fixed
« Step 1 Optimize the decorrelators with fixed precoders (CP recoders):
Sectior[1V-B) (U@ e 1— Qu({vi Hi }3_)
L o) @) M), (19
(U M = ({1 ). aﬁ,ﬁ%’iﬂﬁ%V DAV S u). (19)
Update the candidate decorrelat¢us])* = G%). As per [19), the worst-case SINR of data stream estimate
« Step 2 Evaluate the minimum SINR §§k) only depends on decorrelatmfk). Therefore, we can

B independently optimize each decorrelator, i.e.
min 3 (H, (V) i Ho G) =4,

k) \x N L;
Vi (U™ = QI (v 12, 1)
~(k) (17 GnLi (& ()
Update the target SINR = 7. aﬁ nax (M, H{vi b= b= u0), - (20)
« Step 3 Optimize the precoders with fixed decorrelators (cf.
Section(1V-C) and the optimal decorrelator is given by Theorfém 1.
~ . (VL Theorem 1 (Optimal Decorrelator with Fixed Precoders):
(G L, K _ (L K
&V bz = (0 HU b bim)- Given  precoders {{vm }m 1<, the  optimal
o Step 4 I Evaluate th~e( r)equ(lr)ed transmit power of each soUreR orrelator for data stream est|mafé) is given by
nodepyﬁ Z 1(V J) ., )y (F)~ (l(k))* h
o« Step 5 Evaluate the mlnlmum SINR with up-scaled pre( )= ||(F<’“>)*%(w<’°>)*u’ where
coders N (kd)
k k.j j 0 RsT
R = 3 S VR v A

~(J) ~(k)
min B H AN P (i BV YR YKoy = 7. TN (K k)
= ED DD Pl 1||v<”||2| v (AT

eyt
Update the target SINRf = 5 and candidate precoders eIV P+ Nolw,

VY =/ P/ (p; BV, (w!¥))* is the principle eigenvector QF(k))—lE(k)(F(k))—%,
. . o (k.k) 0y (koK)
Until the minimum SINRY converges. and El(k) =H Vl(k) (Vl(k))T(H )= IIV(k)IIQ
Return precoders {{(v{})*}7_;}/¢, and decorrelators Proof: Please refer to AppendixB. u

Uy s,
C. Precoder Optimization with Fixed Decorrelators
In Section[I-B2, we defined the precoder optimization
problem with fixed decorrelators, Proble@, (cf. (I73)-
We define the decorrelator optimization problem with fixe@7d)). Since Problen®, belongs to the class of separable
precoders to maximize the minimum SINR among all usersbmogenous QCQP, it is NP-hard in general. In the literature
data streams as some authors consider instances of this class of problems fo

B. Decorrelator Optimization with Fixed Precoders
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MISO broadcastchannel that are always solvable (d¢f.][17], Baseline 3a naive max-min SINR scheme adopted fromi [12];
[26] and references therein), whereas some authors considgaseline 4a naive max-min SINR scheme adopted froni [26].

problems for MISOmulticast channel that are always NP-as discussed in Sectiop 1B, baselines 1 and 2 are theo-

hard (cf. [18] and references therein). For timerference retically promising schemes for the interference chanmgl b

channel model considered herein, we provide an algorithfaglect important practical issues such as CSI uncertaindy

for obtaining the optimal solution for Proble@y. fairness among users. On the other hand, baselines 3 and 4
One effective approach for solving separable homogenoste adopted from existing max-min SINR schemes that are

QCQP is to apply semidefinite relaxation (SDR) techniquegriginally designed for the broadcast channel (i.e. theomly

Let V" = v¥ (v*))i. From [I2), the worst-case SINR ofg single transmitterand multiple receivers). Without loss of

data stream estimak%k) can be expressed ds21). It followgyenerality, we assume independent and identically digtib

that we canequivalentlyexpress the precoder optimization(iid) Rayleigh fading channels, i.¢H(’“"j)](a_’b) ~ CN(0,1),

problem with fixed decorrelators as Vi, k € K, Va € [1,N], andVb € [1, M]. For the purpose
— vl 1K 1_ A M Li 1K of illustration, we consider the scenario where all userneha
{= ’.{{(Vm )" Hm=1 -7':1} = Qu(y (U’ s Fl) the same power constraify, = ... = Px = P. In Fig.[4 to
yon (22a) Fig.[8 we present simulation results for the average da¢efrat
””Eeeﬂh versus SNR with different number of users and levels of CSI
s.t. 22 TrvP) < pE vk € K, (22p) Uncertainty.
A VO VK o) > 4w ke k(22 .
lk(H’{{ m b= b= W) 27,91 E€ Ly, VR € KR2¢) A. Fairness Performance
Vv =0,k € K,V € Lk, (22d)

X In Fig.[4 and Figlb, we compare the average data rates of the
rank(vl( )) =1,Vke K,Vl € Ly, (22e) proposed and baseline schemes. For the purpose of iliostrat

L vy  Wwe consider the three-usérx 4 MIMO interference channel,
where [22H) and[{22e) follow from the definition &f", where each user transmifs = 2 data streams and the pre-

(228) are power constraints, arﬂI_lZZC) are S”\;;S fonsuamé%ders are designed with imperfect CSIT witk= {0.1,0.15},
Note that we could ((j))bt*aln the optimal precoder,’ )" from \ hereas the receivers have perfect CSIR. It can be observed
the eigenvector ofV;")* corresponding to the only non-zergy 4t the proposed scheme achieves much higher average worst

eigenvalue. ~ case data rate per user than all the baseline schemes, and thu
Comparing between Proble@, and ProblemQy, the SINR - \ides better minimum performance. For example, at CS

constraints of Problen®, (22d) are convex inequalities, i.e. errore = 0.15, the proposed scheme has 5dB SNR gain over
oK) xR o (R)v g (RR) (R k the SINR maximization algorithm (baseline 2) at providin
(1+)Tr((H )Tul( )(ul( ))TH Vl( ))_’YNOHUI( )”2 a worst case data rate gf 6 b/sEHz and th)e copnventior?al
(k)2 (k) (k)12 v~ K L; () . .
+(y=Del|ug 7 |[FTr(V;™) = vellu ™ 112 32521 22m=1 Tr(V3’) 1A scheme (baseline 1) cannot provide worst-case data rate
B K Lj A ED e (B) Ry Ry () > of 6 b/s/Hz. The superior performances of the proposed
Y 2jm1 2=y THHE T (0 THE V) 2 0, scheme is accountable to both the SDR approach as well
but ProblemQ, is still a non-convex problem due to theds a suitably chosen utility function (optimizing the worst
rank constraints[{22e). By means of SDR, weglectthe case performance). Specifically, the chosen utility fioreti
rank constraints and Problel@, degenerates into an SDP1) provide resilience against CSI uncertainties as wellJas 2

that can be solved efficiently [27]. In general, the resultafchieve fair performance among users. On the other hand, the
solution {=* {{(V(j))*}Lj }£ |} could have arbitrary rank. SPR approach also contributes to obtaining a good solution
) m j= .

m=1 . .. .
If rank((V@))*) = 1, ¥m € £,; and¥j € K, then constraints 1F S0lving the optimization problem.
(228) are intrinsically satisfied anfi{(V{?))*}7_}/ | are

m=1

optimal. The following theorem summarizes the optimality oB. Total Sum Data Rate Performance

the SDR solution in[(22a)=(2Pe). _ In Fig.[8, we compare the average total sum data rates of
Theorem 2 (Optimality of the SDR Solutiorihe ~ SDR o nroposed and baseline schemesHor 3, N = M = 4,

solution of ProblenQ, will always give rank 1 solutions (i.e. ;| _ 9 344 CSI error: — {0.1,0.15}. It can be observed
() *) — : . - - ’ — -1, U. -
rank((V;,)*) = 1) and hence, the SDR solution is optimalat the proposed scheme not only achieves better worst-cas

for Qy. data rate but also achieves higher total sum data rate than
Proof: Please refer to Appendix|C. B all the baseline schemes. In particular, due to the presehce
V. SIMULATION RESULTS ANDDISCUSSIONS 6The average data rate is defined as the average goodpuhé.bit$/s/Hz
In thi fi luate th d robust t .successfully delivered to the receiver). Specifically, th@odput of data
n this section, we evaluate the proposea robus ranscelggeamslm is given byrfk)l(rfk) < Cl(k))' Whererfk) = log,(1 +

design via numerical simulations. In particular, we conepar (x) .5 () Li K
o (H {{vin b1 }

m =1

Uz(k))) is the scheduled data rate based on the

the perfo.rmance of the proposed scheme against four baseg R perceived with respect to imperfect CSI — {ﬁuw) KL
schemes: * (k) GhEi vk Ry ’

) ) and C;" = logy(1 + v (K, {{vm' },7=1}j2q, ;7)) is the actual
« Baseline 1the conventional IA schemél[4]; instantaneous mutual information.

« Baseline 2the SINR maximization schemil[6, Algorithm 2]; "The SNR is defined a%, where Ny is the AWGN variance.
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T HANVD o ut) = TR ) W) TR V) ) P Tev )

=1 L ~(k.,j ~(k,j - T Ny (21)
J ( K Sl TAS) R W RSV ) e ufP 12 S, 30, TW?))

m=1

—Tr(A®) Tu® W TREV ) e ju® 12Tr (v ) ) No | [ul™ |2
A k) g7 inki g k)
=TI (H’{{Vgn)}mjzl}jzl’ul ).

—6—£=010
8 ‘ —=—¢€=0.15 45

—6— SNR = 18dB
—FH5— SNR =23dB| |

Proposed Scheme

Proposed - |
scheme

Average Worst-Case User Data Rate (b/s/Hz)
Ny

Baseline_ 1 Baseline 3:
3 Conventional IA . Najve Max-Min Scheme | Baseline 2: Max-SINR
y 25 ]
N 15 Baseline 1: Conventional IA
15— Baseline 4:

Average Worst-Case Data Rate (b/s/Hz)
N
ol

Naive Max—-Min Scheme I

10 15 20 25 30 35
PIN, (dB)

05 i i i i i i
0.02 0.04 0.06 0.08 0.1 0.12 0.14
CSl Errors €

Fig. 4. Average data rate of the worst-case user versus SNR= 3,

N =M =4, L =2 and CSI errore = {0.1,0.15}. .
Fig. 6. Average worst-case data rate versus CSl erfors: 3, N = M = 4,
L =2 and SNR 18dB and 23dB.

26

24

algorithm (baseline 2) is designed assuming perfect CSI; it
performance degrades rapidly for CSI ereor> 0.02 and it

can be observed that the achieved data rate could decrease
with increasing SNR. On the other hand, the proposed scheme
achieves a robust degradation with respect to CSI errors.

22

20

—&— Proposed Scheme (g = 0.10)
—@— Proposed Scheme (g = 0.15)
—&— Baseline 2: Max-SINR (g = 0.10)
—#&— Baseline 2: Max-SINR (g = 0.15)

Average Total Sum Data Rate (b/s/Hz)
=
S

12 —<— Baseline 1: Conventional IA ( = 0.10) Vl- CONCLUS'ONS
—4— Baseline 1: Conventional IA (e = 0.15) . . .
10, —— Baseline 3: Naive Max-Min Scheme | & = 0.10) In this paper, we proposed a robust transceiver design for
£ Baseline 4: Naive Max-Min Scheme Il (¢ = 0.10) H H H H . .
s} 7/ﬁjfﬁjjﬂ"e olve Mo Scheme 1 ¢ the K —pa|r_qua5|.—stat|c MIMQ interference channel with fair-
S D cn s E 1 ness considerations. Specifically, we formulated the mreco
ha— | decorrelator design as an optimization problem to maximize
T T e B u b e s o e the worst-case SINR among all users. We devised a low com-
PIN, (dB)

plexity iterative algorithm based on AO and SDR techniques.
Numerical results verify the advantages of incorporatimtg i
Fig. 5. Average total sum data rate versus SNR= 3, N = M = 4, transceiver design for the interference channel impopieant-

L =2 and CSl errore = {0.1,0.15}. tical issues such as CSI uncertainty and fairness perfarenan

. APPENDIXA
Csl error, the total sum rate .of the co_nven'uonal IA scheme PROOE WORSTCASE SINRWITH IMPERFECTCSIT
(baseline 1) does not scale linearly with the SNR anymore. ] N - (k.5)
Comparing Fig[B with Fig[14, it can be observed that the Given CSI estimates{ = {H jk—1 at the trans-
proposed scheme achieves the performance gain on fairf®@§éer. the worst-case SINR for each da)ta stream estimate
without sacrificing the total sum data rate. can be expressed as follows. Considgf’ whose SINR
vl(k)(’H, {{v%)}ﬁjzl i ul(k)) is given by [23h). First, by the

C. Robustness to CSI Errors triangle inequality

In Fig. @, we show the average worst-case data rates of||(ul('“))T(ﬁ(k’J)JrA(’W’))v%)||2
the proposed and baseline schemes for different levels of > ||(u(k))T|:|(k’j)v§Z)||2 —
CSlI uncertainty. It can be observed that the proposed scheme =, ; A(kfj) o)y )12
always achieves higher average worst-case data rate thar|(U; )T (H" 7+ A k’% )V(n I .
the baseline schemes. For example, the SINR maximization < ||(ul(’“))T|:|( ’J)v%)H? + ||(ul(k))TA(k=j)v£%)||2,

Ut Ak |2,
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k ] k
F)/l( )(Hv{{vsgz }m 1}7 17 ( ))
) HE At 2

_ _ i (23a)
Sy ) A atkm w245 55, )T ES DAk 124Nl |12
m#l _];ék
[ TRV |2 ) T APy 2 (23b)
-
I o (N RSV 24 ) Ak DV [12) = (1) TR PV 24 ) T AR (R [12) 4+ No|luf*| |2
k,k

g™ RS2 el 17 vy 12 (230)

L ~(k,j i L k.k
K YRSV 2 e ju® 12 oK T v |21 ) TRV 12— e jul |12V 24 N | uf* |2
& ~(k) 47 ILi K (k)
238 HAVD L ).

and so the SINR is lowered bounded BS {23b). Second, withere QAQ' denotes the eigen-decomposition of

CSl error|| AR |12 < ¢, (Fl(k))—%El(k)(Fl(k))—%. It can be shown th@t @8) is
||(u(k))TA ) (j)||2 maX|m|zed with (wl ) being the principal eigenvec@r
l _

of ( )"E(k)(F(k)) z. In turn, the optimal unit norm
(F{) =3 (w()"
IGRRIRN

:Tr(( )T (k) (;Q))T(A(k,j))ful(m)

(a)

NN , decorrelator is given bj(u ))* =
k)
< Tr(u l(>(ul( T (A(’w)v(ﬂ)(V(J))T(A(ku))T) L
(k)
l

(b) .
< Tr(u™ (u®yt AEDVTAEDY Tr(yW) VS%) T
< T W)) T A A T (V) ST
" o) =[latD|)2 PROOF. OPTIMALITY OF THE SDR SOLUTION FOR
= ellu [ |2, PROBLEM O,
where (a) and (b) follow from the properties tha{AB) = By using SDR, we solve the following SDP problem with

Tr(BA) for A € C*** andB € CV*™ and T(CD) < ¢omplex-valued parameters:
Tr(C)Tr(D) for positive semi-definiteC,D € CN*V. Thus,

the worst-case SINR perceived by the transmitter can hain = (26a)
expressed a$ (28c). vz
A B StZ Tr(Vv 7))<p7~7V]€K
PPENDIX : (k1) Oy > b8 i e £, Wk € K (26D
PROOF. OPTIMAL DECORRELATOR WITHFIXED ;Flzm:l (A Vi) 207 e (260)
PRECODERS :(_2) 0, (26¢)
From [12), the worst-case SINR of data stream estirﬁﬁfe Vi = 0,Vm e L;,V]j € K, (26d)
can be expressed as -
XP where A" ¢ HM js given by
N(k)(H { Lj VK (k)) e (24) ()
Vm m= yu TN e (R
=17 ()R N OOt B)op W=k
where Ag”))_ ( U™ el andm=1
. m (Bl (k) (K (k.9) (k -
. ACDVD (@)1 @59y (AP WA ) 21) otherwise
- (k.k) 0 (ko)
+e 27 DIl ||V(J)||2| —H VP )T andb{" = yNo|[u"||2 > 0. The corresponding dual problem
—€||Vl || Iy + Nol v, is given by the following SDP:
which is a Hermitian and positive definite matrix, and max S S yz (27a)
E(k) H(k k) (k)( (k )) (ﬁ(k,k)) ||V HQIN’ m(j) () .
(4) k k.g)
which is a non- negatlve deflrﬁeHermman matrix. Without > &% - Zk 12 Pi A1 m) = 0, Vme L,V j€ N2Tb)
loss of generality, Ietu = c(Fl(k))*Ewlk) for arbitrary —z
scaling factore € C. We can equivalently expressédi(24) as
’ (k) rcoc) (k) (k) i) JE® y(k) p1 <k>m ) - ZK 1x(7) =0 819
E F T2E;7(F 2
= WO S T @5 Mo vkek e Ly, (27d)
B (Wl(k))TQAQTWZ(k) .I'(J) > O,Vj (S ’C, (278)

(Wl(k))ngk) 5
9Please refer td [28, Appendix E].

8jf El(k) is negative definite, then the CSI errois too high. Without loss ~ “°As _per  [29, Theorem 7.6.3] the principle eigenvalue of
of generality, we assume s sufficiently small. (F(k))*‘ E(k)(F(k)) 2 is always positive.
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Z3)= 20— Y Sy oAy (29)
o (k.5) o (k,5) .
=21+ 10 S o oy (AT W) TR eI Tk £ kel # m) 4y el |1PT

rank M

-~ yr(rjl) (H\(jyj))]tug) (U j))Tﬁ(j"j) .

m

rank 1

Note that(Vﬁ,Z))* # 0,Vj € K,vm € L;, and from the {{Vfi) [n]}fnj:l}fil are optimized to jointly reduce the trans-
complementary conditions for the primal and dual SDP:  mit powers of all nodes, i.e. the minimum SINR is unchanged

THZG (V) =0vjekymeL;  (28) 7= min 5" (1 () (]2 1 0 [n)
we can infer thafzﬁ,{) # 0. Suppose that one of the opt|mal rer ~(k)
values{{(y")*} =}/, for the dual problem, safy\")* = - lrémw YO =S 6 )
0, then ek
K L. whereas the transmit powers of all source nodes are reduced
M _ . (k) ~ L. ~(i (i
217 =D U oA Tk £ 16 # 1) - 0 piBlnl= Sy (00 ()9 o]
< a0 [ = 1) [~ 1]
It contradicts the fac#; ) # 0, and hence{y(k)) > 0,Vk € —p
=P;.

K,VI € L. From Eﬂ)) and[(29), rarQZ(J)) > M 1. On
the other hand, fronmg) smdﬁ(ﬂ # 0s0 ranKZ )< M. In Step 5, the precoders are up-scaled to the power con-

It follows that ranKZ ‘) 1 Moreover, due ta(28) the straint, |ev(J)[ | = \/Pj/(pjﬁ[n])vs,{) [n], where by defini-
optimal solution{{(VﬁﬂL)) }LJ K | of primal problem[(2b) tion Pi/p1 = ... = Px/pk. As such, the minimum SINR is

must be of rank one. In other Words there will be zero dualiipcreased according to
gap between the primal non-convex proble;m and the dual _ H L vk ®
problem obtained by relaxing the rank constraint giver(F.(2 | — 22 Vl VH AR o u P )

ek
APPENDIX D — min TP 1 ol il 0 T il
- K (k) " TGN nlll2
PROOF. CONVERGENCE OFALGORITHM[I e - 2= 1KZ -l D H2 V”i)[ ”‘2 (e s
o . ) Fellu [nl12 325, ijzlllvﬁi)[nlll—s\\ul []117 v ™ [nd]]
At the n |terzit|;))n of Algorithm [1, we denote P ) TREEVB ]\\2+N0||u““)[n]||2
the precoders ag{V\[n ]}m 1<, the decorrelators as — )
(a9 )k, %, the minimum SINR asj[n], and the < mm% VALY Prc/ (oxe BV I} —1 = U )
transmit power scaling factor a¥n|. ek e
[ D) PR ]2 —eljug™ (1 vf ()
Upon initialization, we define the minimum SINR as =min - o P vy r—
7[0] = 0 and start with arbitrary precodef§v [0]} 2}, i e ]Hzgzglj | (j[.:l[])]:z HV}M[[ ]]““ 2 )
where the transmit power of thg™ source node is el g=1 Zem=1 |V Bl Y
g z N D TR )P 0l 12

zﬁ;zl(v;f [O])Tvsn) [0] = P;, and the transmit power scaling (P /pi)(1/Bn])
factor is 5[0] = min(Py, ..., Px). =7[n]. (31)

In the following, we show that each iteration of Algoritiiin L follows from (30) and[[3LL) that the minimum SINR increases

increases the minimum SINR, i.€[n] > J[n — 1], SO it each iteration, i.e5[n] >3 > 3[n—1], and Algorithm1
Algorithm[I must converge. must converge

In Step 1, given the precode{:{v(”[n — 1]}m 1 J 1, the

decorrelators{{N(J)[ ]}m 1 1<, are optimized to increase the REFERENCES
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[1] R.H. Etkin, D. N. C. Tse, and H. Wang, “Gaussian interfexe channel

~ (k) i)l K k) capacity to within one bit,IEEE Trans. Inf. Theoryvol. 54, pp. 5534—
7 HllIl ’Y (H {{V [TL 1]} j=0D l [TL]) 5522 I%/ec. 2008. o PP
ke/C [2] A. Carleial, “A case where interference does not redumeacity,” [IEEE
~(]) ~(k) Trans. Inf. Theoryvol. 21, pp. 569-570, Sep. 1975.
= Igln’y (H {{ [n 1]}m 1}3 LU [n—l]) [3] D. Tse and P. Viswanath-undamentals of Wireless Communication
keK Cambridge, UK: Cambridge University Press, 2005.

(30) [4] V. R. Cadambe and S. A. Jafar, “Interference alignmernt degrees of
freedom of the K-user interference channéEEE Trans. Inf. Theory
. ~(5) L; K vol. 54, pp. 3425-3441, Aug. 2008.
In Step 3, ~given the decorrelat(?r${um (]} e [5] S.W. Peters and R. W. Heath, Jr., “Interference alignméenalternating
and the minimum SINR constraing, the precoders minimization,” in Proc. IEEE ICASSP'09Apr. 2009.

= Fln—1],



TO APPEAR IN IEEE TRANSACTIONS ON WIRELESS COMMUNICATION&010 11

(6]

(7]

(8]

9

[10]

(11]

[12]

(23]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]
[28]

[29]

K. S. Gomadam, V. R. Cadambe, and S. A. Jafar, “Approachire ca-
pacity of wireless networks through distributed interfere alignment.”
[Online]. Available:| http://newport.eecs.uci.ecigyed/papers/dist.pdf
A. S. Motahari, S. O. Gharan, M. Maddaha-Ali, and A. K. Kidani,
“Real interference alignment: Exploiting the potentialsafigle antenna
systems,” 2009. [Online]. Available: http://arxiv.org&0908.2282

A. Ghasemi, A. S. Motahari, and A. K. Khandani, “Inteéece
alignment for the K user MIMO interference channel,” 2009n(ine].
Available: | http://arxiv.org/abs/0909.4604

C. M. Yetis, T. Gou, S. A. Jafar, and A. H. Kayran, “Feabipi
conditions for interference alignment,” iroc. IEEE GLOBECOM'09
Nov. 2009.

M. Botros and T. N. Davidson, “Convex conic formulatoof robust
downlink precoder designs with quality of service consitis? IEEE J.
Sel. Areas Signal Proceswol. 1, pp. 714—724, Dec. 2007.

A. Pascual-Iserte, D. P. Palomar, A. |. Prez-Neira, &hdA. Lagunas,
“A robust maximin approach for MIMO communications with fial
channel state information based on convex optimizatitBEE Trans.
Signal Process.vol. 54, pp. 346-360, Jan. 2006.

N. Vucic, H. Boche, and S. Shi, “Robust transceiver wjation in
downlink multiuser MIMO systems with channel uncertaihty, Proc. Vincent K. N. Lau obtained B.Eng (Distinction 1st
IEEE ICC’08, 2008. Hons) from the University of Hong Kong in 1992
M. Payaro, A. Pascual-Iserte, and M. A. Lagunas, “Rolpesver allo- and Ph.D. from Cambridge University in 1997. He
cation designs for multiuser and multiantenna downlink gamication was with PCCW as system engineer from 1992-1995
systems through convex optimizationEEE J. Sel. Areas Commun. and Bell Labs - Lucent Technologies as member
vol. 25, pp. 1392-1401, Sep. 2007. of technical staff from 1997-2003. He then joined
Z.-Q. Luo and T.-H. Chang, “SDP relaxation of homogamequadratic the Department of Electronic and Computer En-
optimization: approximation bounds and applications,Cianvex Opti- gineering, Hong Kong University of Science and
mization in Signal Processing and Communicatjo@s P. Palomar and Technology as Professor. His current research inter-
Y. C. Eldar, Eds. Cambridge, UK: Cambridge University Pre309. ests include robust and delay-sensitive cross-layer
Y. Huang, A. D. Maio, and S. Zhang, “Semidefinite prograimg, scheduling of MIMO/OFDM wireless systems with
matrix decomposition, and radar code design,Cianvex Optimization imperfect channel state information, cooperative and itivgncommunica-

in Signal Processing and Communicatipri3. P. Palomar and Y. C. tions as well as stochastic approximation and Markov Degi$trocess.

Eldar, Eds. Cambridge, UK: Cambridge University Press,9200

Y. Huang and D. P. Palomar, “Rank-constrained separabmidefinite
programming with applications to optimal beamforming,’EIE Trans.
Signal Process., to be published.

D. Hammarwall, M. Bengtsson, and B. Ottersten, “On dlimknbeam-
forming with indefinite shaping constraintdEEE Trans. Signal Pro-
cess, vol. 54, pp. 3566—-3580, Sep. 2006.

E. Karipidis, N. D. Sidiropoulos, and Z.-Q. Luo, “Qualiof service
and max-min fair transmit beamforming to multiple cochdrmeilticast
groups,” IEEE Trans. Signal Processvol. 56, pp. 1268-1279, Mar.
2008.

N. D. Sidiropoulos, T. N. Davidson, and Z.-Q. Luo, “Temit beam-
forming for physical-layer multicasting,/JEEE Trans. Signal Process.
vol. 54, pp. 2239-2251, Jun. 2006.

C. B. Chae, “Multiuser/multi-cell MIMO transmissionitlu coordinated
beamforming,” inProc. IEEE CTW’'09 May 2009.

C.-B. Chae and R. W. Heath, “On the optimality of lineaultiuser
MIMO beamforming for a two-user two-input multiple-outpoitoadcast
system,”IEEE Signal Process. Leftvol. 16, pp. 117-120, Feb. 2009.
F. Rashid-Farrokhi, K. J. R. Liu, and L. Tassiulas, ‘fiseit beamform-
ing and power control for cellular wireless system&EE J. Sel. Areas
Commun. vol. 16, pp. 1437-1450, Oct. 1998.

H. Boche and M. Schubert, “A general duality theory fglink and
downlink beamforming,” inProc. IEEE VTC’'02 2002.

J. Gorski, F. Pfeuffer, and K. Klamroth, “Biconvex setsd optimization
with biconvex functions — a survey and extensionBfathematical
Methods of Operations Reseayafol. 66, pp. 373—408, Dec. 2007.
J. Wang and D. P. Palomar, “Worst-case robust MIMO tnaission with
imperfect channel knowledgelEEE Trans. Signal Processcol. 57, pp. Tao Wu
3086-3100, Aug. 2009.

A. Wiesel, Y. C. Eldar, and S. Shamai, “Linear precodivig conic
optimization for fixed MIMO receivers,IEEE Trans. Signal Process.

vol. 54, pp. 161-176, Jan. 2006.

S. Boyd and L. Vandenbergh€onvex Optimization Cambridge, UK:

Cambridge University Press, 2004.

S. Haykin, Adaptive Filter Theory 4th ed. Upper Saddle River:
Prentice-Hall, 2002.

R. A. Horn and C. R. JohnsomMatrix Analysis Cambridge, UK:

Cambridge University Press, 1985. Sheng Liu

Eddy Chiu received the B.A.Sc. (Honors) and

M.A.Sc. degrees from Simon Fraser University,

Canada, in 2003 and 2006, respectively, both in
Electrical Engineering. Currently, he is working

towards the Ph.D. degree at the Department of
Electronic and Computer Engineering, Hong Kong
University of Science and Technology. His research
interests include MIMO communications with lim-

ited feedback, relay-assisted communications, and
interference mitigation techniques.

Huang Huang received the B.Eng. and M.Eng.
(Gold medal) from the Harbin Institute of Tech-
nology (HIT) in 2005 and 2007 respectively, all
in Electrical Engineering. He is currently a PhD
student at the Department of Electronic and Com-
puter Engineering, Hong Kong University of Science
and Technology. His recent research interests include
cross layer design, interference management in in-
terference network, and embedded system design.



http://newport.eecs.uci.edu/~syed/papers/dist.pdf
http://arxiv.org/abs/0908.2282
http://arxiv.org/abs/0909.4604

	I Introduction
	II System Model and Review of Prior Works
	II-A System Model
	II-B Review of Prominent Transceiver Designs for MIMO Interference Channels
	II-B1 Interference Alignment in Quasi-Static MIMO Signal Space
	II-B2 Interference Alignment in Real Fading Channels
	II-B3 Iterative Algorithms to Minimize Leakage Interference / Maximize SINR


	III Problem Formulation: Robust Transceiver Design with Fairness Considerations
	III-A Optimization Problem
	III-B Properties of the Optimization Problem
	III-B1 Problem P is a non-convex problem
	III-B2 Problem P is NP-hard in general


	IV Low Complexity Iterative Solution
	IV-A Overview of Algorithm
	IV-B Decorrelator Optimization with Fixed Precoders
	IV-C Precoder Optimization with Fixed Decorrelators

	V Simulation Results and Discussions
	V-A Fairness Performance
	V-B Total Sum Data Rate Performance
	V-C Robustness to CSI Errors

	VI Conclusions
	Appendix A: Proof: Worst-Case SINR with Imperfect CSIT
	Appendix B: Proof: Optimal Decorrelator with Fixed Precoders
	Appendix C: Proof: Optimality of the SDR Solution for Problem Q"0365Qv
	Appendix D: Proof: Convergence of Algorithm ??
	References
	Biographies
	Eddy Chiu
	Vincent K. N. Lau
	Huang Huang
	Tao Wu
	Sheng Liu


