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Abstract

Network MIMO is considered to be a key solution for the nexhgmtion wireless systems in breaking the
interference bottleneck in cellular systems. In the MIMG@tsyns, open-loop transmission scheme is used to support
mobile stations (MSs) with high mobilities because the bsta¢ions (BSs) do not need to track the fast varying
channel fading. In this paper, we consider an open-loop or&tWIMO system withK' BSs serving Kprivate MSs
and M ¢ common MSased on a novelartial cooperationoverlaying scheme. Exploiting the heterogeneous path
gains between the private MSs and the common MSs, each oKtlBSs serves a private MS non-cooperatively
and theK BSs also serve thé/¢ common MSs cooperatively. The proposed scheme does nateegosed loop
instantaneous channel state information feedback, wisidtighly desirable for high mobility users. Furthermore,
we formulate the long-term distributive power allocatiomipem between the private MSs and the common MSs
at each of thei BSs using gpartial cooperativegame. We show that the long-term power allocation game has a
unique Nash Equilibrium (NE) but standard best responsatepehay not always converge to the NE. As a result,
we propose a low-complexity distributive long-term powbo@ation algorithm which only relies on the local long-
term channel statistics and has provable convergence pyof@rough numerical simulations, we show that the
proposed open-loop SDMA scheme with long-term distrileipower allocation can achieve significant performance
advantages over the other reference baseline schemes.

Index Terms

Network MIMO, Cooperative BS, Open-loop Transmission, dReses Allocation

|. INTRODUCTION

Inter-cell interference (ICl) has been widely considersdaritical performance bottleneck for wireless commu-
nications in the cellular networks|[1],1[2]. For instanceglmiie stations (MSs) at the cell edge (within the coverage
of multiple base stations (BSs)) are usually interferencgatdd. To alleviate the interference issues, traditional
cellular systems employ frequency reuse so as to contrahteeerence at the expense of poor spectral efficiency
[3]. On the other hand, network MIMO communication$ [4], f5k considered to be a key solution for the next
generation wireless systems in breaking the interferentiéebeck in cellular systems. The idea of network MIMO
communications is to utilize cooperation among multiplesB8r joint signal processing in the uplink/downlink
directions. Through cooperation, the undesired ICI canrhestormed into useful signals via the collaborative
transmission among adjacent BSs [6], [7].

One key challenge in network MIMO systems is on how to spgtiadultiplex multiple MSs effectively and
efficiently. Traditionally, linear precoding (such as TXMBE [8] or zero-forcing[[9]) could be used to spatially
multiplex MSs but closed loop knowledge of instantaneowhalel state information (CSl) is required at the BS and
this refers to closed-loop spatial division multiplexinccass (SDMA)([10],[[11]. However, the closed-loop SDMA
schemes only work for low mobility MSs where the channel ¢toals remain quasi-static within the transmission
duration. For the high mobility MSs, it is very difficult to &p track of the channel state information (CSI) at the
BSs and hence, the above closed-loop schemes cannot bedafglihigh mobility MSs.
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Open-loop transmission scheme has been widely considerte iexisting literature for high mobility users. By
open-loop schemes, we mean that instantaneous CSI knavledwpt required at the BS. For example, [inl[12],
[13], the authors proposed an open-loop transmission seheamely the space-time block code (STBC) for point-
to-point scenarios. In_[14], double-STTD which is able tovsetwo users simultaneously has been proposed for
4 transmit antenna and 2 receive antenna MIMO link to fullpleit the spatial diversity and spatial multiplexing
gains. All the above open-loop schemes only work in a singlescenario and there are several important technical
challenges to extend to multi-cell systems. They are eltbdrbelow.

» Heterogeneous Path Gain and Shadowing Effednh the network MIMO systems, the path gains of different
MSs are quite different. The heterogeneous path gain eftectlifferent types of MSs leads to significant
power efficiency loss and hence the conventional open-loapsinission schemes (which have ignored the
heterogeneous path gain and shadowing effects) cannotdetlgiapplied in the network MIMO.

o Dynamic and Heterogeneous MIMO Configurationsin the network MIMO systems, the number of co-
operating BSs is changing dynamically and hence, we are lrietta use existing STBC structures in such
dynamic MIMO configurations (with time varying number of igamit antennas).

In this paper, we consider a network MIMO system with muétidSs and multiple high mobility ME8swe
propose a novel open-loop scheme to seikvg@rivate MSsand M€ common MSsimultaneously based on novel
partial cooperative overlayingSpecifically, each BS serves a private MS non-coopergtiB&} exploiting the
path gain difference between the common MSs and the priv&8ethe K BSs also serve th@/¢ common MSs
cooperatively at the same spectrum as the private MSs. Thygoped scheme does not require knowledge of
instantaneous CSI at the BS and supports dynamic and fleméileork MIMO configurations. Furthermore, to
adjust thelong-term power allocatiorbetween the common MSs and the private MS at each ofithBSs, we
formulate thdong-term distributive power contrgdroblem using gartial cooperative gamé&rmulation. We show
that the long-term power control game has a unique Nash iBgquih (NE) but the conventiondbest response
updatealgorithm cannot always converge to the NE. As a result, wegse a low-complexity distributive long-term
power allocation algorithm which only relies on the locabohel statistics and has provable convergence property.
Through numerical simulations, we show that the proposetmhdpop overlaying scheme with a distributive long-
term power allocation algorithm can achieve significanfgrenance advantages over the traditional schemes and
the distributive algorithm has negligible performanceslasmpared with the centralized power allocation scheme.

A. Notations

We adopt the following notation conventions. Boldface uppese letters denote matrices, boldface lower case
letters denote column vectors, and lightface italics derszialersC"*™ denotes the set af x m matrices with
complex-valued entries and the superscfipt’ denotes Hermitian transpose operation. The mdtridenotes the
n x n identity matrix. Expression®, (z) denotes the probability density function (p.d.f.) of thedem variable
x. The expectation with respect tois written asE,[-] or simply asE[-].

II. SYSTEM MODEL

Consider a cellular network where there dfebase stations (BSs) and high mobility mobile stations (MSs)
as shown in FigurE]1. We assume each BS is equipped Mittransmit antennBsand each MS is equipped with
N, receive antennas.

DenoteT to be the transmission time intenBiandS;, € CN-<T to be the transmitted signals from theh BS.
The received signals ofi-th MS, denoted byY,, € CV-*T, can thus be modeled as follows,

K

Y, =  PoLppHyi S + 2, Ym=1,2,..., M (1)
k=1

As a result, the BS does not have knowledge of instantanduarsnel state information (CSI) of the MSs.

2In this paper, we focus on the case where all the BSs have the samber of antennas. As we elaborate later, the propos$eingc
can be directly applied to the dynamic and heterogeneous®tdnfigurations with little modification.

3Transmission time interval is defined to be the time duratidrere the channel fading coefficients in the multi-cell retwMIMO
systems remain quasi-static.
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whereH,,,;, € CN*M is the normalized complex fading coefficients from thth BS to them-th MS, Z,,, € CN-*T

is the additive white complex Gaussian noise (AWGN) withozerean and unit variances), denotes the transmit

power of thek-th BS andL,,,;, denotes the long-term path gain and shadowing fromkthte BS to them-th MS.
The following assumptions are made through the rest of tipempdirstly, all the receivers in the system have

perfect CSI of each corresponding link, i.e. thén MS has the perfect CSI knowledge from th¢h BS. Secondly,

we assume all the BSs have no instantaneous CSI knowlgdgg.,m = 1,2,..., M,k =1,2,..., K}. Thirdly,

all the entries of the channel coefficient mat§¥,,.,,m = 1,2,..., M,k = 1,2,..., K} are independent and

identical distributed (i.i.d.) complex Gaussian randomialdes with zero mean and unit variance. Moreover, we

consider block fading channels where the aggregatel€St {H,,,,,m = 1,2,... ., M,k =1,2,..., K} remains

guasi-static within a fading block (i.e. the transmissinet intervalT’) but varies between different fading blocks.

I1l. PROBLEM FORMULATION

In this section we shall first introduce a user schedulin@rtigm, which classifies the high mobility MSs into
K private MS setgone for each BS) and eommon MS sdfshared by all the BS). Based on the user scheduling
algorithm, we propose a novel open loop scheme to overlayMBs in the common set and the private sets
simultaneously using partial cooperation. We shall thestutis the problem formulation of the long-term power
allocation control in what follows.

A. Long-term User Scheduling Algorithm

We first define the private MS set and the common MS set below.
Definition 1 (Common/Private MS Sets):
o k-th Private MS Set: The k-th private MS set/,’ consists of one MS (the:-th MS) in which the long-term
path gain and shadowing configuratif,,;, Ly.2, ..., L,k } satisfies the following criterial,,;, — Ly,; >
P.Vj # k, whereg? is the k-th private MS set threshold

« Common MS Set: The common MS se¥¢ consists of at mosd/¢ MSs such thatL,,, — Zle Lyl <
EVE=1,2,..., K for all m € U¢, where&© is thecommon MS set threshold

Remark 1:To ensure/* U} = @ for all k = 1,..., K, the thresholds need to satisff > £=2¢¢ for all
k=1,...,K. As such, the private MS sets consist of MSs closer to the hogllevhereas the common MS set
consists of the MSs closer to the "coverage overlap areasidsn the BSs.

Remark 2:0n the other hand, a MS may belong to neither of the above twolrse¢hat case, the MS is not
selected to be the "common MS” or the "private MS” and doespasticipate in the "open loop overlaying scheme”.
This MS may be served in the normal way (e.g. assigned anstheband). Since the MS are moving around, this
particular MS may be able to be selected as the "common MS’pdvdte MS” in some future time.

Algorithm 1 illustrates a low complexity user schedulingaithm to construct/’, k = 1,..., K andi/¢ based
on thelocal long-term path gain and shadowiraj each of the MSs.

B. Signal Model for the Private/Common MS

Given the user se®}, k = 1,..., K andl/®, the received signal of the:-th MS in the private and common
MS sets, denoted by, , is given by:
Y. — S iy VP Lt HoSie + Zi, m e U° )
m VP Ly Hp i Sk + Zoy,, m € Z/{,f

Remark 3:At the private MS, inter-cell interference doesn’'t appeaarthe received signal model because the
inter-cell interference at the private MS is very weak andligéle. For instance, it} = 20dB, k = 1,2,..., K,
the inter-cell interference would be 100 times less thanutbeful signal.
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Algorithm 1 Long-term User Scheduling Algorithm

o Step 1: MS Broadcast:
At them-th (im = 1,2, ..., M) MS side, then-th MS measures path gaids,;., k = 1, ..., K(in dB) from all
the K BSs. According to Definitionl1, if there exists,,;, such thatL,,,, — L,; > fi,w # k, then them-th MS
labels itself as a potential member of thih private MS set; itVk = 1,2,..., K, |Ly,; — % EJK:l Lyl <&
then them-th MS labels itself as a potential member of the common MS Bebse MS being potential
members of the private set or the common set will then brastddes (label,BSID) to all the K BSs.

o Step 2: Formation of the Private MS Set:
Denoteld;, k = 1,2,..., K to be thek-th private MS set. The k-th BS picks one MS with label = "ptefa
and BSID = k to be the member of the private MS $¢f, k = 1,2,..., K randomly.

o Step 3: Formation of the common MS Set:
Denotel/; to be the potential common MS set at theh BS. Assign then-th MS tol/; at thek-th BS if
the label from then-th MS is "COMMON”. Each BS then submitg; to the base station controller (BSC).
At the BSC, the common MS séi is chosen as an intersectionidf, k = 1,2,..., K, i.e. (f_, U¢. If the
number of members in the intersection exceéf§ then M ¢ users will be selected randomly.

C. Open-Loop Overlaying Transmission/Dection Scheme

1) Open-Loop Overlaying Transmission Schen@onsider the information streams for thd¢ MSs in the
common MS set (denoted bX;,j € /) and the information streams for tligh MS (in the k-th private MS
set) (denoted by, € U}) are transmitted over thd, antennas at thé-th BS. To exploit the possible diversity
provided by the transmit antenna arrays, orthogonal spaeeblock code (OSTBC) [12]/[15] scheme is applied
for transmission, which spans over the entire transmittintennas. The information strean®; (I € U¢) for the
M¢ common MS8 are jointly encoded as the OSTERE and the information streams for the MS in théh private
MS set is encoded as the OSTERL as shown in Figl]2. Without loss of generality, we assume attth BS,
the two OSTBCsS), andS¢ are delivered throughV/ and Ny transmit antennas respectively witlf’ + Nf = N;.

So the transmitted symbols at theth BS are given bys, = [(S})” (SC)T]T.

For illustration purpose, let us consider a specific cash Wit = 2. AssumeN; = 4 with N? = Nf = 2. At
each BS, the two information streams for two MSs in the comii@nset respectively are jointly OSTBC encoded
into one Alamouti’s structureé [15] and the information simes for thek-th private MS set are encoded as the other
Alamouti structure. The whole transmit structure is alsown as double space-time transmit diversity (D-STTD)
[14]. The transmitted structure at ttieth BS is given by:

[ sk sk 0 0
p P,y* c
S, = I N ()
NPl oo 0 Nf | os§ =8y
0 0 83 s1
D 25 e Cy*
p Sk TOk2 c 51 75 P i i i i
whereS; = R andS¢ = R ¢, is the power allocation ratio for the private MS set in
k2 Skl 2 5

the coverage of thé-th BS andd; is the power allocation ratio for the common MS set at tha BS. ¢, and 6,
satisfy the relatiord} + 65 = 1.

The proposed open-loop oveylaying scheme has the folloath@ntages.

« Exploiting the Heterogeneous Path GaiAs we have mentioned before, the heterogeneous path gaict eff
for different types of MSs leads to significant power efficgrioss and hence the conventional open-loop
transmission schemes cannot be directly applied in theaotktMIMO system. With the proposed open-loop
overlaying scheme, the common MS and the private MS can baltsineously served. Due to the long-
term power splitting ratiod; and ¢}, we can efficiently control the ICI generated at the common $itf
under different path gain configurations through the cdisefiesigned long-term power allocation schemes to
enhance the power efficiency for the private MS.

4)Me¢ is limited to be less or equal to the number of streams in OSBBC
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o Exploiting Flexible MIMO Configurationstn the proposed open-loop overlaying scheme, we could accom
modate dynamic and heterogenous MIMO configurations in yis¢ems. This can be illustrated through the
following simple example. Consider three cooperative B8k heterogeneous MIMO configurations, e.g. BS1
is equipped withd antennas, BS2 is equipped withantennas and BS3 is equipped wittantennas. Due to
mobility of users, assume BS1 and BS2 cooperatively sereecommon MS in the first time slot and BS2
and BS3 cooperatively serve the common MS in the second tiotels the traditional open-loop overlaying
scheme, the STBC design has to accommodate BS3 with thresmtittantennas for both time slots. However,
for the proposed open-loop overlaying scheme as illustrateFig.[2, BS1 and BS2 can use the remaining 2
and 4 transmit antennas for the private MSs . In the secorg siimt, BS2 and BS3 can perform the similar
operations to serve the private MSs with the remaining tréinantennas. As a result, the proposed open-loop
overlaying scheme offers flexibility with respect to dynamaind heterogeneous MIMO configurations in the
systems.

2) Open-loop Overlaying Detection Schenfpplying the above transmission scheme, the received sigita

the common MS can be modeled as:

K e_zsp
7O
Yo = > VPelpi[Hpey Hpgo] | VA" | 42,
k=1 N S°
K PeLpis Py Ly, 67
= Z i m’“ e 28 + Z e 1 SE A+ Zy,  Ym € UC (4)
Signal Part Interference + Noise Part
Similarly, the received signals at the private MS can be reztias:
o st
Yn = Py Ly [Hmk,l Hmk,Q] 0% ge +Zp,
P, L0 P, L,,10¢
_ ’“ m’“ RIS < Y- TR ’“A}”’“ ek H o 2S¢+ Dy, Yo e UP (5)
Signal Part Interference + Noise Part
whereH,,;, 1 € CN-xNP- H mk,2 € CN-xNi Sp and S¢ denote the OSTBC encoded transmitted matrices for the
private MS in the coverage df-th BS and the common MS set with entrigs; |, £s77, ..., £} pop £} porp
) il "k

and £sf |, £, -+ T5% geps £57 gep r€Spectively.Ry is the encoding rate for the OSTBE;, and R is the
encoding rates for the OSTBE".

At the common MS side, the received signals are radio-fregqu@&F)-combined to exploit thmacro-diversity
Based on[(4), each MS in the common MS set shall detect theedd8ITBCS® by treating the interfering streams
Sh.k=1,2,...,K as noisé and then take the desired stream from the decoded OSIB@t the private MS
side, the recelved signal inl(5) corresponds to a "strorgrfiatence” scenario and hence, the MS in ki private
MS set shall first detect the interfering streaSfsand then perform successive interference cancelation) (8I1C
detect its own information strean$ .

Using the OSTBC transmission structure and the above dmtesthemes, the throughput expressions of the
common MS and private MSs are summarized in the followingnem

Lemma 1 (Achievable Throughputising the open-loop overlaying transmission and detectitreme described
above, the achievable throughpi)t of the MSs in the common and private MS sets is given by:

Lo minjeuc,zeug,k:L...,K{E§agf},
_ m e U-
Cm % Con = log (1 + PyLyi0RY), (6)

mel, (k=1,...,K)

®Since the interfering streams are contributed by the tr&ssom to the private MSs, the power is much smaller due tchetterogeneous
path gain ;r < Lk, j € U, € U}) and hence, such detection scheme is reasonable for theimteslerence scenarios![1]. [1L6].
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whereC; = log (1 + 1%53?}522?’;?%),] € U° andCy = log (1 + pitesr) for I € UP. D is the total number
of streams of OSTBG®, D,, is the number of streams for the-th MS (in the common MS set)z? and R° are
the encoding rate for the OSTBS, andS¢ respectively.
Proof: Please refer to Appendix]A for the proof. [ |

Remark 4:The approximation in[{6) is quite tight over a wide range ofRShis illustrated by Figurgl 7. The
physical meaning of?,j € U° is the maximum decodable rate for OSTESC at the j-th MS (in the common
MS set) by treating the stream8i(k = 1,..., K) for the private MSs as noise af,! € U} is the maximum
decodable rate at which thgh MS (in thek-th private MS set) can successfully decode the OSBB®y treating
the streamsSy) for its own as noise. Hence our detection scheme can always when the transmission rate is

given in [8).

D. Long-term Power Allocation Problem Formulation

It is very important to adjust the long-term power allocatiatio {67, 65} to fully exploit the heterogenous path
gain and shadowing effect over the network MIMO configuratim this paper, we consider choosifg},, 5} to
maximize theminimum weighted throughput (with approximatiamiich is defined as follows.

Definition 2 (Minimum Weighted Throughputpefine {w,,,m = 1,..., M} to be the positive static Wei@jt
which is determined by the Quality-of-Service (Qo0S) reguient or priority of them-th MS. The minimum
weighted throughput of all the MSs (using the approximatimhemmall) throughput is given by:

C({by,01}) = ' mCn 7
({676} me(Ugﬂf)Uw{w } )
whereC,, is givetll in (B).

Hence, the optimal long-term power allocation problem canfdund by solving the following optimization

problem.

(0 5)) = s, €060
subjectto 6} +6¢ =1,
67,65 > 0,

Vke{l,....,K} (®)

In general, the above optimization problelmh (8) is non-alildecause of the following reasons. The approximate
throughput expressioé,, involves complicated operations of the power splittingorgfty’,, 65} which is a com-
position of logarithm and nonlinear SINR expression. Heribe objective function is in general non-convex and
the standard low complexity algorithms cannot be direcpiplied. Moreover, as shown in the current literature,
this type of problems belongs to the minimum throughput mméecétion problem for the multi-cell architecture and
does not exist a trivial global optimal solution in genefBI]

IV. DISTRIBUTIVE LONG-TERM POWER ALLOCATION ALGORITHMS

In this section, our target is to propose a distributed ltarga power allocation algorithm based on solving
the optimization given by[{8) in a distributed manner. Wenfalate the long-term distributive power allocation
problem using a partial cooperative game. We show that thg-lerm power allocation game has a unique Nash
Equilibrium (NE). Furthermore, we propose a low-complgxistributive long-term power allocation algorithm
which only relies on the local long-term channel statisticsl has provable convergence to the NE.

®These QoS weights are determined by the application regeime or the priority class of the MS and is determined when the
communication session is setup.

’In fact, C,,, shall be a function of the power allocation raté?, 65 }. However, we drop them whenever there is no confusion caused
through the rest of the paper for notation convenience.
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1) Partial Cooperative Game FormulationWe formulate the long-term power allocation design withire t
framework of game theory as a partial-cooperative game hiclwtheplayersare the BSs in the wireless network
and thepayoff functionsare the minimum weighted throughput of MSs in the coverageach BS. The-th player
(BS) competes against the others by choosing his poweraditocratiod; given other players’ power allocation
ratiol§ to maximize the minimum weighted throughpit(65, ¢ ,.), which is given by

Cx(05,07) = min { F1(0F, 6°), F(05.6%,) } (©)
where
D, D,
1/pc pc _ : : Zip¢ : )P P
fk (ekv afk) = mmn { jezlﬁ{w] D C]}vjnelzl/{r}{wj D c 7l € uk}}
o . . ‘&_C . & -P 7Y
= mln{JIIelzl/{Il{wJ i) Cj}’?elzlﬁ{w] i) e el } (10)
a'(0°) 62(6)
is the minimum weighted throughput (with approximation)adifthe MSs in the common MS set,
f2005,60%)) = wuCpm,melUl
= wplog (1 + PyLyi(1 —07)RY) ,m € UL (11)

is the weighted throughput (with approximation) of the MSthe k-th private MS set an@“ , £ (9;)5(:17 ik is
the set of long-term power allocation ratios of all the BSeept thek-th one. Hence, the partial-cooperative game
is formulated as:

maxge  Cp(0f,0°),)
subjectto 6, € %

(@) :

where.#” = {1,..., K} denotes the set of all players, i.e. the B&g(05, 0° ;) defined in[(9) is the payoff functions
of the playerk and 7, is the admissible strategy set for playgrdefined asz, = {§ ¢ R : 0 < § < 1}. The
solutions of the above gani€ are formally defined as follows.

Definition 3 (Nash Equilibrium):A (pure) strategy profile of the long-term power allocat@it = (9;’*)]66;{/ €
D X ... X Di is a NE of the gam¢/ if

At a NE point, each BS, given the long-term power allocation profile of other B&Ss;, cannot improve its
utility (or payoff) by unilaterally changing his own long#m power allocation strategy,. The absence of NE
simply means that the distributed system is inherentlyabist In order to obtain the distributed solution, we shall
characterize the properties of NE such as the existence @indaness through the following theorem.

Theorem 1 (Existence and Uniqueness of NE)e strategic partial-cooperative gariehas the following two
properties:

1) There exists a NE for the strategic partial-cooperatam@?.

2) Moreover, the NE is unique.

Proof: Please refer to Appendix]B for the proof. [ |
From Theoreni]l, we can well establish the properties of thatesfic partial-cooperative gami€, which is
shown to have a unique NE, and hence the distributed syststabe. In the following part, we shall develop the
corresponding distributive algorithm to achieve the oplitong-term power allocation for each BS in the overlaid

network architecture.

2) Algorithm Description: Since the above partial-cooperative gaiechas a unique NE point, we shall try
to develop the proper algorithm to find the desired pointdifi@nally, in a partial-cooperative game, the best-
response update algorithin [18] is shown to achieve goodpeeance. However, the convergence property cannot
be guaranteed due to the reason that there might be someesesinse cycles [19]. In our partial-cooperative
game, the best response update can be shown to be not cogverghe NE in some cases. In what follows, we
shall propose a novel algorithm with provable convergernropgrty.

Vk e A, (12)

8For fixed 5, 07 can be uniquely determined througfi = 1 — 65.
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Algorithm 2 Distributive Long-term Power Allocation Algorithm

o Step 1: Initialization:
Set iteration index = 1.
For each base statiahe .2 choose some power the splitting raijf™ € [0,1) andn)”* = 1 — ;" such that
gt (n") = fZ(n"). Under this initial power allocation setup®* = [, 15", ..., n7"], the common MS
broadcasts the measured receive SINR, (1) to all the cooperative BSs.
Each BS solve the equation®log(l + I'min(1)) = wilog(1 + P.Ly(1 — 6F)RY) with respect tod; to get
the rootéf(1). Each BS adjust its own power allocation ratio such #fal) = max{&(1),n;""}. Under the
power allocation vectof¢(1) = [65(1),65(1),...,69(1)], the common MS broadcasts the measured receive
SINR I' 12« (1) to all the BSs.

o Step 2: Power Allocation Update
Update indexi := i+ 1
We choosel'(i) = (Imin(i — 1) + I'max(i — 1))/2, each BS solves the equation®log(l + I'(i)) =
wilog(1 + BLY(1 — 65)RY) to get the solutiong/(i). Each BS adjusts its own power allocation ratio
65(i) = max{€{ (i), 1" }.

o Step 3: Signal and Interference Plus Noise Estimation
The common MS broadcasts the measured receive SINRto all the base stations.

« Step 4: Termination:
If T'(7) < L Fhin(?) = T'(i) andTax (i) = max(z 1).
If T'(4) > L'(4), Mmax(i) = I'(7) @andTpin(i) = Cpin (@ — 1).
If T'(i) = I'(¢), terminate; otherwise, go to Step 2.

Theorem 2:The proposed iterative power allocation algorithm in Aifjon 2 converges to the unique NE defined

by (13).
Proof: Please refer to Appendix] C for the proof. [ |

Remark 5 (Complexity and Signaling Overheaitijje computation of thdong-term power allocations dis-
tributed at each of théd BSs. Furthermore, the iterations are done over a long tirake §instead of short-term
CSIl time scale) where each common MS shall broadcast itstlenmg SINR, which is a scalar, in each iteration. As
a result, the signaling overhead is very low. Furthermosellastrated in Figl3, the algorithm has fast convergence
and hence, the total iterations required are very limited.

Fig. [3 shows the convergence property of the proposed pollmration algorithm as specified in the figure
caption. Through the numerical studies, we found that tl@sed long-term power allocation algorithm is shown
to have a fast convergence.

V. NUMERICAL EXAMPLES

This section provides some numerical examples to verifjpdteavior of our proposed long-term power allocation
strategies in a network MIMO configuration witld cells arranged in a hexagonal manner. Each cell has 5kmsradiu
and there are 50 type-l MSs (regular MS with weight 1) and F@tf MSs (higher priority MSs with weight 2)
in the system. These MSs are moving with high speed in therageeaccording to a random-walk modell[20]. We
also assume each BS is equipped withntennas, nameliy;, = 4, and Ny = Nf = 2. Each MS is equipped witR
antennas, namely¥,, = 2. The path gain model is given by PG(dB)—130.19 — 37.6log,,(d(km)) and shadowing
standard deviation i8dB as specified in the IEEE 802.16m evaluation methodolody. [2or illustration purpose,
we compare our proposed long-term power allocation algaritvith the following baseline scheme3aseline 1:
Orthogonal-Division (TDD/FDD) Based Strategiye., the BSs serve the private and common MSs alterngtiael
different time/frequency slotBaseline 2: Uniform Power Allocatigri.e., the BSs serve the private and common
MSs simultaneously with uniform power allocatidBaseline 3: Centralized Long-term Power Allocatiom., the
BSs serve the private and common MSs simultaneously usingpen-loop SDMA scheme but the long-term
power allocation is computed by the brute-force centrdlimemerical evaluations of problern] (8).

Fig.[4 shows the minimum weighted throughput comparisordftferent open-loop schemes with respect to the
BS transmit power. From the numerical examples, we notie¢ ithwe apply the open-loop overlaying scheme
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in a naive manner without careful long-term power allogatithe system performance can even be worse than
the traditional orthogonal-division based open-loop soh€baseline 1 over 2). However, if we utilize the open-
loop overlaying scheme with careful long-term power cdnttioe system performance can be greatly improved
(baseline 3 and the proposed scheme over baseline 1 and Bo%w, the proposed low complexity distributive
power allocation algorithm can achieve significant perfance advantage over the traditional orthogonal-division
(TDD/FDD) schemes (baseline 1) and has negligible perfanedoss with respect to the centralized scheme
(baseline 3). From the simulation results, we observe tmatperformance of the proposed distributive long-term
power allocation algorithm is close-to-optimal (basel@)eln other words, the NE of the partial cooperative game
in (I2) is quite "social optiml’.

Fig. [ and Fig[b show the minimum weighted throughput comsparfor different open-loop schemes with
respect to the private and common MS set threshgfdsind ¢ in Algorithm 1 respectively. We observe the
performance gain of the proposed open-loop overlayingreehaver various baselines at various threshold values.

Moreover, the numerical result in Figl 5 and Hifj. 6 again shioat the NE of our partial cooperative game in
(I2) is almost "social optimal”.

VI. CONCLUSION

In this paper, we proposed an open-loop overlaying schensajiest the dynamic and heterogeneous MIMO
configurations in the network MIMO systems. To exploit théelhegeneous path gain effect among multiple cells,
we propose a distributive low complexity long-term powdoedtion algorithm with provable convergence property
which only relies on local channel statistics. Through nrica studies, we show that the proposed open-loop
overlaying scheme with distributive long-term power adibon algorithm can achieve significant performance
advantages over the traditional schemes and has neglgilermance loss compared with the centralized scheme.

APPENDIX A
PROOF OFLEMMA [1]

DenoteC® to be transmission data rate of the OSTBG also denot&!’, [ € U} to be the maximum decodable
rate at which thé-th private MS { € U/})) can successfully decode the steams for the common MS&e©&TBC
S¢. The expression ofp; is given by:

Cl =E[log(1 + )] (14)

where~? is the instantaneous SINR at tit¢h MS (in the k-th private MS set) when decoding OSTBESC by
treating OSTBCS], as noise and is given by:

c c H
T (VR ) (P es) )

H
T{( Eims vz ) (PR - 2) }

where T¥-) denotes the matrix trace operation. Hence SIC can be pestban thel-th MS only whenC® < C/
and the achievable throughput for théh MS after SIC is given by

C = E[log(l + )\l)] le UII: (16)

where \; denotes the instantaneous SNR (after the interferencesledion) at/-th MS (in thek-th private MS set)
and is given by:

v = lely (15)

A\ = Tre{ (/P Hi 1S () 5 i S7) ) leu? (17)
L= Tr{Z,2F} ’ ’

The near social optimal performance of the NE is due topiémial cooperative componerin the game formulation if{12).
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Let Cf = E[log(1 + fy]‘?)],j € U° be the maximum decodable rate for the OSTBCat the j-th MS (in the
common MS set) withyj. denoting the instantaneous SINR at ghth MS (in the common MS set). The expression
of 7§ is given by:

g = Tr{(ZkK1 - Jke “Hjj, 2S° ) (Zszl szL\f];G;ij,QSC)H} a8

H
Tr{<zf=1 = ]ke “Hj1S), + Z ) <Z§:l - Me kS +Z> }

If we choose the transmission rate of OSTBC to beC® = minjeuc,leuf7,9:1,“_71({6;,Clp}, all the private MSs
can successfully perform SIC and the result throughputesgion for the MSs in the common MS set and private
MS sets is given by

[ Bece = Lo minjeqe jep g,k {CSCTY m e U
Cm { E[log(1+ Am)], ! mel) k=1,....K (19)
whereC¢, j e U, €/l Uy, k=1,..., K andE[log(1+ Ay)|,m €U,k =1,..., K are given by:
C; = E[log (1+15)] (20)
H
. ) e )]
~ log <1+ = 7 > (21)
E Tr{(Zﬁl o ]ke HJ 1Sp+z )(Zszl PkLJkG H] 1S +Z) }]
SEE [Tr{Pk BLpbip,, SCSC’HHﬁCQ}]
= log<1+ - — ’ ), jeur (22)
E[Tr(z2!) ] + i B [T (B ling,, spspal, )|
¢ = E [log (1 + Wf)] (23)
H
e () (')
~ log <1 + ’ ’ o > (24)
E Tr{( Bula by Hklsk+zl> < Belibigy, 1Sk+Zz) H
E |Tro DRelip, oSese il
= 10g<1+ [ { al " H ) leUf,k=1,...,K (25)
E[Tr(zzf")] + B |Tr (Z i, spsp g )|

m 9 3
E[Tr(Fekerfe S H,,, 1 ST Hgk .

E[Tr(ZZ1)]

where the approximation is asymptotically tight when thermaize N is sufficiently large. Figl7 illustrates the
quality of the approximation of(24) for reasonable valués\g' (4x4 MIMO configurations). As shown in the
figure, the quality of the approximation is quite good evensimall N}. Equations[(22),[{26) an@(R5) are derived
from the independent property between the noise and thenitted signals.

Due to the OSTBC transmission structure at the BS side, theeatelations can be simplified and we have [12],

[13]

E[log (14 An)] =~ log<1+ )]>,meu,§,k:1,...,K (26)

RET
SiSP = > |shIIPIy = RITINy VE=1,2,... K (27)
=1

S°8eH = N |58 In; = R°T Iy, (28)
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where we use the assumption that the transmitted symbolscarealized to unity, i.e.[\sng? = HS§H2 =1 for
all k. Hence, the following relations can be directly derived.

Py Ly b5
E[Tr <%Hmk,QSCSC’HHgk,2)] = PyLnp05R°TN, (29)
t
Py Ly0"
E[Tr <%Hmk’ls§s§ffﬂgk,1>] = PLS0°RITN, (30)
t
E[Tr(Z;,25")] = N.T (31)

Substitute the above relations info(22).1(25) (26) @btk the approximate value®f,, C§,C/ andE [log (1 + ;) |
with Cp,,, C5,C; andlog (1 + Py L,x05 RY) respectively, we have Lemnia 1.

APPENDIX B
PROOF OFTHEOREM[]

We shall provide the proofs of the existence and uniquemesisei following two subsections.

A. Existence

To prove the existence of the NE in the gafiewe shall first characterize the following two propertiestiod
payoff functions in the gam&'.
1) The payoff functiong, (67,0, ) is continuous ind°.
We first notice thatw;C;,j € U°, g7(05,0°,) and f2(67,6°,) are continuous functions with respect to
0°. Since the minimum operation preserves the continuity @rypof the original functions¢; (6;,0° ) =
min{ fL(0¢,0°,), f2(05,0°,)} is thus continuous i°.
2) The payoff functiong, (6,0, ) is quasi-concave ;.
Sincew;C;,j € U°, g7(65,6°,) and f2(65, 6° ) are the composition of a linear fractional function (whish i
quasi-concave ;) and a logarithm function (which is non-decreasing), we camnclude thamﬁ?,j eu-,
g2(05,6°,) and f2(0¢,0°,) are quasi-concave if’. Moreover, since the minimum operation preserves the
quasi-concavity, we can prove that the payoff functé&yio;, 6°,) is quasi-concave idy.
In addition, since the admissible strategy set of player,., is a nonempty, convex and compact subset of Euclidean
spaceR, we can conclude that at least one NE exists in the g@nwehich is the direct result of [22]-[26].

B. Uniqueness

To prove the unigueness of NE, we shall provide the followiwg Lemmas before the main proof.
Lemma 2 (Monotonicity)Definefl(eg,Oik) to be monotonic increasingn 6¢, if
fl(glcw ec—k) = fl(elil7 ac—k,)
for all 6¢ = 0°[4 and the equality holds if and only & = 6<". It can be shown thaj' (6¢), f1(8¢) is monotonic
increasing ingc. Also we can observe that for givef ., g'(65,6¢,), g7(65) and f}(6¢,0¢,) is monotonic
increasing ing5. fZ(65) is monotonic decreasing iff .
Lemma 3 (Utility Solution):Given ¢ ,,, the maximum value of the playéis utility function

€ (65, 0% ,) = min { f (07,0, £ (07) }

exists and is unique. Moreover, we hafg(0¢*,0¢ ) = f7(65*) at the maximum poing*.
Proof: The proof of Lemmal2 is straight-forward and hence omitted wuthe page limit. The sketched proof
of Lemma[3 can be summarized as follows.
For any giverp¢ ,, from Lemmd®2, we can find that! (65, 6 ;) reaches the minimum value at the poffit= 0
and the maximum value at the poifft = 1. Similarly, f7(65) reaches the maximum value at the pdifit= 0 and
the minimum value at the poif¥ = 1. Sincef}(0¢,0¢,)/f2(05) is continuous and strictly increasing/decreasing

%N this paper,~ means componentwise larger or equal.
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with respect tod§, combing with the fact thaf (0,6 ,) < f?(0) and f}(1,0¢,) > fZ(1), we can conclude that
there exists a unique poift* € (0,1) such thatf}(6*,0¢,) = f2(65*), which corresponds to the maximum
value of min{ (65, 6¢,), f2(65)}. Hence, Lemmal3 follows. |
With the well elaborated Lemma 2 and Lemina 3, we shall proeeuhiqueness of NE in our gani¢é =
(.2, {2}, {€:(-)}] through the mathematical contradiction. Suppose thest &b different NE® and6’. Without
loss of generality, we can category the relationship betwgéd), ¢ (8') into the following three classes:
1) ¢'(8) < ¢'(0") , we can conclude that there must exist . such thatd; < Hj
a) Applying LemmdR, we havg?(0;) < g7(6;) and f7(0 )> 130 )
b) Applying LemmaB, we havgt‘ ( ) f2( )andf ) = f2( .). From the relation thaf?(6;) >
f3(6;), we havef!(0) > f}(6 )
c) Slncef (6) = min{g'(6),47(6;)}, f}(6") = min{g'(6'),47(0))}, and¢'(8) < ¢'(8"), g7(6;) <
g2(6)), we havef}(8) < f}(O')-
Thus, a contradiction between sfed 1b and ktép 1c has berd.fou
2) ¢*(8) > ¢'(#), the proof shall follow the same lines as in the previous weitie & and®’ swapped.
3) ¢'(8) = ¢'(#), sinced andd’ are two different NEs, without loss of generality, we asstinegth component
of the power allocation ratio vector satisfy < 0'
a) Applying LemmdR, we havg?(0;) > f2(0, )
b) Letg'(8) =¢'(8') = A, and the relatlon betweef}2 ) and f2( ;) can be characterized as follows.
i) if A<gj(9 ) <g](9)

£1(6) = minfg! (6),2(6,)) | _ 136 A oy
F@) —mimig @iy | = 1o —a | = 500 =10)

i) if g](9)<A<gj( )Orgj(])<A<g](0)

710) = minfg (0), 261} | S20) = 20) \ _ oy
J( min{g" (0 ),]g?(jﬁj)} } = A } = f5(05)

)=
iii) if g7(0;) <g7(0;) <A

£1(6) = min{g"(8). g7(0;)} f2(0;) = g3(0;)
H(6) —mmig Oray | = 16— oy | = 500 <560
The first “=" is based on Lemmia 3 and the second one can be easily verifemeth basic mathematical
relations. Combining with the above three cases, we canlmmahath( i) < f2( )
Thus, a contradiction between sfep 3a Bnd 3b has been found.

In summary, since we can always find a contradiction with thgeumption that there exist two different NEs,
we can draw the conclusion that the NE is unique in the nompemiive gamey. |

APPENDIXC
PROOF OFTHEOREM[Z

To prove the convergence property of the proposed itergtbxeer allocation algorithm, we shall first establish
the following relation about the optimal power allocatiatio.
Lemma 4 (Optimal Power Allocationfor each playek, given the other players’ power allocatids ,, the
maximum value of the payoff function could be determineatgh
B = el OO (32
whered;’ are the solutions tev;C;(65,0°,) = f2(65),j € U° and6y’, 1 € UP is the solution tag? (65) = f2(65),
respectively.
Proof: Applying LemmdB, the maximum value of the payoff functiotisfeed the following relatiory,! (6, 6¢ ) =
f2(67) and the optimal power allocatiofi,” is one element in the thQ” 9”} j €Ul €ly. Due to the
monotonic increasing property of the functldﬂ) (05,6 ,) with respect tod5, we have Lemmal4. |
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We now give the rigorous proof of Theordr 2 as follows. Withlmss of generality, we assun@* to be the
unique NE in the non-cooperative garffieand the value of! (6*) is equal to bed*. For allk € {1,2,...,K}, a
direct result of Lemma&l4 shows théf™ = max{ay", 7"}, wherea" andn;™ are the solutions to the following
equations.

filog) = A* (33)
R = gmg) (34)

Sincen;* can be locally determined, the remaining is to find the valfield through numerical algorithms.
A standard bisection search based argument [27] with ptewvadnvergence property can be applied. Combining
with the unique property of the NE as established in Thedrkrié optimal power allocation rati@* can be
determined. To improve the speed of the convergence, wé miaglerly set the initial conditions as follows.

1) Amin = g5 (n®*) < g(09*) = A*.

2) Amax = g,(0°(1)) > g (0*) = A”
whered¢(1) = [0§(1),65(1),...,0%(1)] and#(1) = max{l — %,ng’*},l euy.
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Common MS set, cooperatively
served by BS1, BS2, BS3

Cell 2

Private MS sets, non-cooperatively
served by BS1, BS2, BS3, respectively

Fig. 1. An example of network configuration containing thoe#ls. MSs in the solidline red circle represent the commadd 84t which
is served cooperatively by all the BSs within coverage. M&shie solidline blue circle represent the private MS setsctvtare served

non-cooperatively in the coverage of BS1, BS2, and BS3 eciely.

X, stream for MS1
X, stream for MS2

------

., o
......

s “laxgo?

0sTBC3 Wf | @
MS4 MS3
private MS

private MS

Cell1

Cell 2

Fig. 2. An illustrative diagram of the transmit structureeach BS. For example, the BS1 and BS2 are serving the comm¢MSé& and
MS2) cooperatively with the same OSTBC (in which stream xfoisMS1 and stream x2 is for MS2) and serving the private MS8 an

MS4 using two different OSTBC structures respectively.
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Convergence Property of the Iterative Power Allocation Algorithm
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Power Allocationo Ratio BE at Each BS
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Number of Iterations

Fig. 3. Convergence property of the proposed distributiveyiterm power allocation algorithm in a cellular networkha3 BSs. Assume
the private MS sets and the common MS set have already beermile¢éd with our user scheduling algorithm. As a result, 3 BSn-
cooperatively serve 3 private MSs (MS1,MS2 and MS3) regpgtand two (/¢ = 2) common MS (MS4 and MS5) cooperatively. In the
Simulation, we Choos@l =P, =P; = 30dBm, L1 = —118.30dB,L12 = —14014dB7 L1z = —13929dB7 Loy = —14511dB, Los =
—115.56dB, Loz = —143.23dB;Ls1 = —147.78dB, L3> = —139.65dB, L33z = —116.35dB;La1 = —135.24dB,Ls> =
—136.08dB, L4as = —135.35dB; Ls1 = —135.16dB, Ls2 = —135.91dB, Lss = —134.94dB and the QoS weighting coefficients are
given byw1 = w5 = 2,'[1)2 = w3 = wyg = 1.

35

Baseline3 (Blue Curve): Centralized (Global Optimal) Power Allocation
(Meganta Curve) Distributive Power Allocation after 5 Iterations

25K
(Green Curve) Distributive Power Allocation after 3 Iterations

Baselinel: Orthogonal-Division Strategy

15

Minimum Weighted Throughput (bits/channel use)

05

Y
<z

I
25 30 35 40 45 50 55
Transmit Power (dBm)

Fig. 4. Minimum weighted throughput comparison for differepen-loop schemes with respect to the transmit poweoudir the numerical
examples, the minimum weighted throughput of the proposstiilslitive long-term power allocation scheme with finiteration numbers
can outperform the conventional orthogonal-division (7BDD) based open-loop scheme (baseline 1) as well as thelopproverlaying
scheme with uniform power allocation (baseline 2) and hagigible performance loss compared to the open-loop oygrascheme with
centralized (global optimal) power allocation (baselinel8 the simulation, we choosg = ... = ¢} = 20dB and¢® = 5dB.
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Baseline3 (Blue Curve): Centralized (Global Optimal) Power Allocation
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(Meganta Curve) Distributive Power Allocation after 5 Iterations

(Green Curve)Distributive Power Allocation after 3 Iterations b
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I
»
T
I

Baseline2: Uniform Power Allocation
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Threshold EE, k=1,...,K in Algorithm 1

Fig. 5.  Minimum weighted throughput comparison for diffiere@pen-loop schemes with respect to the private MS sethblgg} in
Algorithm 1. Through the numerical examples, the minimunighted throughput of the proposed distributive long-terawer allocation
scheme with finite iteration numbers can outperform the entignal orthogonal-division (TDD/FDD) based open-lo@heme (baseline 1)
as well as the open-loop overlaying scheme with uniform poallecation (baseline 2) and has negligible performanss lcompared to
the open-loop overlaying scheme with centralized (glolmineal) power allocation (baseline 3). In the simulatiore leeps? = ... = &5,
and choos&“ = 5dB. Transmit Power of all the BSs are 35dBm.

Baseline3 (Blue Curve): Centralized (Global Optimal) Power Allocation
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Fig. 6. Minimum weighted throughput comparison for difier@pen-loop schemes with respect to the common MS set thicegh in
Algorithm 1. Through the numerical examples, the minimunighted throughput of the proposed distributive long-terawer allocation
scheme with finite iteration numbers can outperform the entiwnal orthogonal-division (TDD/FDD) based open-locheme (baseline 1) as
well as the open-loop overlaying scheme with uniform poweication (baseline 2) and has negligible performance ¢osspared to the open-
loop overlaying scheme with centralized (global optimadyver allocation (baseline 3). In the simulation, we chaglse- ... = &5, = 20dB.
Transmit Power of all the BSs are 35dBm.
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Fig. 7.

Evaluation of Expression (23) v.s. Different Power Allocation Ratio (-)IC
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Evaluation of Expression (29)
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lllustration of the quality of approximation ib_(2&nd [24).
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