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Abstract—In this paper, we propose an opportunistic buffered
decode-wait-and-forward (OBDWF) protocol to exploit bothrelay
buffering and relay mobility to enhance the system throughput
and the end-to-end packet delay under bursty arrivals. We co-
sider a point-to-point communication link assisted by X' mobile
relays. We illustrate that the OBDWF protocol could achievea
better throughput and delay performance compared with exising
baseline systems such as the conventional dynamic decodeda
forward (DDF) and amplified-and-forward (AF) protocol. In
addition to simulation performance, we also derived closedorm
asymptotic throughput and delay expressions of the OBDWF
protocol. Specifically, the proposed OBDWF protocol achiess
an asymptotic throughput ©(log, K) with ®(1) total transmit
power in the relay network. This is a significant gain comparel
with the best known performance in conventional protocols
(©(log, K) throughput with ©(K) total transmit power). With
bursty arrivals, we show that both the stability region and

average delay of the proposed OBDWF protocol can achieve

order-wise performance gain® (K ) compared with conventional
DDF protocol.

Index Terms—relay networks, mobile relays, opportunistic
buffered decode-wait-and-forward (OBDWF) protocol, queleing
theory

I. INTRODUCTION

IEEEand Huang Huandgstudent Member, IEEE

works have focused on the physical layer performance (such
as throughput) and failed to exploit the buffer dynamicshia t
relay. Furthermore, they have assumed all the relays atie sta
and have ignored the potential benefit introduced by mehilit

in the network. On the other hand, there are also some papers
focusing on studying the macroscopic behavior of cooperati
ad-hoc networks. For example, the scaling law of the wigeles
ad-hoc network is derived in[8]=[11] and it is shown thatleac

i 1
node can achieve the throughput of the ord)é\/lﬁ)@

when K fixed nodes are randomly distributed over a unit area.
These results imply that the throughput of each node comgerg

to zero when the number of nodes increases. Nevertheless, it
is found in [12] that the per-node throughput can arbityaril
close to constant by hierarchical cooperation. [Inl [13],],[14
it's shown that the source-destination throughput canescal
as O(log, K) when all the relays amplify and forward the
received packet to the destination cooperatively WalK)

total transmission power. In_[15], the authors have shovan th

a per link throughput 0®(1) can be achieved at the expense
of potentially large delay when the nodes are mobile. Alsthe
works have suggested that there are potential advantage of
relay buffering and relay mobility. However, there are also

In wireless communication networks, cooperative relaying'iriOUS technical challenges to be addressed before wel coul

not only extends the coverage but also contributesstreial

better understand the potential benefits.

diversity. As a result, cooperative relay is one of the core tech-. Low Complexity Relay Protocol Design Exploiting
nology components in the next generation wireless systems Relay Buffering and Relay Mobility: Although the
such as IEEE 802.16m and LTE-A. There are extensive studies idea of utilizing the mobility has been studied in [15],

on the theory and algorithm design of cooperative relay, and

they can be roughly classified as focusing on rtiieroscopic

and macroscopicaspects. Examples of microscopic studies
include the decode-and-forward (DF), amplify-and-forsvar
(AF) and compress-and-forward (CF) protocols for singlp ho

[11-[3] as well as multi-hop cooperative relay networlkss. [4i

[5], the authors demonstrated that AF could achieve optimal
end-to-end DoF for the MIMO point-to-point system with
multiple relay nodes. In_[6], it is shown that a variant of the

CF relaying achieves the capacity of any general multi+ame

Gaussian relay network within a constant number of bit._|n [7
relay selection protocol is shown to achieve higher bantwid
efficiency while guaranteeing the same diversity order as th

of the conventional cooperative protocols. However, adisth
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[16] in the study of ad-hoc network throughput analysis
(scaling laws), there is not much work that addresses the
microscopic details (such as protocol design) of the prob-
lem. For example, most of the existing relay protocols
have focused entirely on the physical layer performance
(information theoretical capacity or Degrees-of-Freedom
(DoF)) and they did not fully exploit the potential of
relay buffering. In fact, it is quite challenging to design
low complexity relay protocol that could exploit both the
relay buffering and relay mobility. Furthermore, the issue
is further complicated by the bursty source arrival and
randomly coupled queue dynamics in the systems.
Performance Analysis: It is very important to have
closed form performance analysis to obtain insights to

1f(K) = O(g(K)) means that there exists a constagit such that
f(K) < Cg(K) for sufficiently large K, f(K) = o(g(K)) means that
Jim LX) = 0, and f(K) = ©(g(K)) means thatf (K) = O(g(K))
andg(K) = O(f(K)).
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understand the fundamental tradeoff between throughput T T~
gain and delay penalty in cooperative systems. However,
it is very challenging to analyze closed form tradeoff //
between the throughput, stability region and end-to-end /
delay. For instance, most of the existing papers studying
delay and throughput scaling laws in ad-hoc network / !l
[15], [16] are focused on the macroscopic aspects of the ]
systems and they have ignored the microscopic details WT Resor
such as the random bursty arrivals and queue dynamics L
in the systems. When these dynamics are taken into con- i
sideration, the problem involves both information theory X
(to model the physical layer dynamics) and the queueing N
theory (to model the queue dynamics), which is highly
non-trivial.
In this paper, we shall propose an opportunistic buffered B
decode-wait-and-forward (OBDWF) protocol to exploit both _
relay buffering and relay mobility to enhance the system @ A };;,fz“‘.] '7:";5;?1'\53
throughput and the end-to-end packet delay under bursty S e, .,
arrivals. We consider a point-to-point communication link ! ! !
assisted by mobile relays. By exploiting theelay buffering
andrelay mobilityin the phase | and phase Il of the proposed

OBDWF, we shall illustrate that the OBDWF could achievgd: - System and random walk mobilty model for the podwsbint
mmunication system with a half-duplexing mobile relaytwwek. The

a better throughput and delay performance compared Wﬂgﬂameterq determines the mobility of the network (larggrmeans higher
existing baseline systems such as the conventional Dynamigbility).

Decode-and-Forward (DDF)|[3] and AF protocol [17]. In

addition to simulation performance, we also derived clesed

form asymptotic throughput and delay expressions of tAk The source and the destination nodes are fixed at two
OBDWF protocol. Under random bursty arrivals and que@’]ds of a diameter, and the disk is divided horizontally into
dynamics, the proposed OBDWF protocol has low complexity/ equal-area regions along the source-destination diameter
with only O(K) communication overhead ané(1) total These regions are denoted as region 1, region 2, ..., anuregi
transmit power in the relay network. It achieves a throughpd/, from the source to the destination. As illustrated in Fig.
©(log, K), which is a significant gain compared with théll, the movement of each relay is modeled as a random walk
best known performance in conventional protoc@glpg, £) (Markov chain) over these regions:

throughput with®(K) total transmit power). Furthermore, . At the beginning, each relay is uniformly distributed on
both the stability region and average delay can achieverorde  the disk. Movements of relays can only occur in discrete
wise performance gai®(K) compared with conventional frames with time index.

DDF protocol. « Let X, (t) denote the region index of thieth relay in
thet-th frame,{ X (¢)|t = 1, ...+ oo} is a Markov chain

Il. SYSTEM MODEL - b o )
. ) ] with the following transition matrix
In this section, we shall describe the system model for the
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point-to-point communication system with a half-duplexin Pr{Xy(t + 1)|Xx(t)} =

mobile relay network. Specifically, there afé mobile relay q Xip(t+1) = Xp(t) = 1

nodes between the source node and the destination node, as 1-2¢ Xp(t+1)=X,(t) = S M -1

shown in Fig.[]l. Each of the source node and fherelay 1—q¢ Xp(t+1)=X,(t) = 1 or M

nodes has an infinite length buffer. To facilitate the relay 0 otherwise

scheduling, transmission is partitioned into frames. Heatme 1)

is further divided into three types of slots defined as folow ¢ When one relay moves into a region, its actual location
« Channel Estimation Slotis used by relays for estimating I this region is uniformly distributed.

the channel gains with the source and destination nodesRemark 1 (Interpretation of Paramete): The region
« Control Slot is used by relays for distributive controltransition probabilityq € (0,1] measures how likely one
signaling of the OBDWF protocol. The details is giverielay will move into another region in the next frame, and
in the protocol description. therefore, it is related to the average speed of the relags.
« Transmission Slotis used for data transmission, and it
last 7 seconds. )
B. Physical Layer Model
A. Relay Mobility Model Let H,; and d;; be the small scale fading gain and
Following [8], [14], we assume that thé& relays are the distance between the source node and jthile relay
distributed on a disk with radiug? as illustrated in Fig. respectively, and lef{; ; and d; 4 be the small scale fading
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gain and the distance between tjxh relay and destination ! ! I praser | prasen |
) Phase | of packel Phase Il of packet of packet 2 | of packet 2
node respectlvely | (Source to relay 1) | (Relay 1 to destination) | (Sud:’.ou‘lﬂ | t'-_‘ o |
Assumption 1 (Assumption on the Channel Mod&le " o1 | P | Packet1 | Pasket i Packel2 |' Packet2 j
assume that{H, ;, H; ,} are quasi static in each frame.
Furthermore{H, ;, H; 4} are i.i.d over frames according to Frame saquance of he canventional DOF procasols
a general distributioPr{ H} and independent between eacl
||nk ] | Phase | | Phasel | Phasell | | Phasen | phasen |

. ofpacket2 . of packet1 . Phase | of packst 3 * of packet2 - of packet 3 *
(Relay 1 lo {Reslay 2 &

. = ofy
The relay network shares a common spectrum with bar lseeess fesesen] [o08 | Gt | co e | (0|
width WHz, and each node transmits at a peak power ‘ =a RS | e | ]
Let x; be the transmitted symbol from the source nod
the received signal at thg-th relay is given by:y; = Frame sequance of opportunisiic decode-wait-and-forward protocal

H, ;/d®.xs + z;, wherea is the path loss exponent, anc
3 S’J/ S’J s + J . p p Frame used for source-relay transmission, where packet n is being transmitted
z; is the i.i.d (0, 1) noise. The achievable data rate betwee

the source node and the‘th relay |S g |Ven by Frame used for relay-destination transmission, where packet n is being forwarded

Cs,j = Wlogy(1 + PEHSs j/dy ;), (2)
Fig. 2. Frame sequences for conventional DDF protocl andmppistic
where¢ € (O7 1] is a constant can be used to model both tHwiffered decode-wait-and-forward (OBDWF) protocol. Imeentional DDF

. : rotocol, the phase | and the phase Il of the same packet mppé@aseparable
coded and uncoded systems. Slm"arly’ the achievable deea Igtomic actions. On the other hand, the proposed OBDWF pobtexploits

betweenj-th relay and the destination node is given by buffers in the relays to create the flexibility to schedulasghl and phase Il of
the same packet based on the instantaneous channel staecCwith relay

Cja=Wlogy(1+ P{ijd/d?‘d), (3) mobility, the proposed OBDWF protocol allows the relay tdféuthe packet

’ and wait for good opportunity (when the relays is close todéstination) to

All the packets are transmitted at data réte= W log, 3 deliver the packet.
for some constants. The j-th relay could correctly decode
the packets transmitted from the source node?if< Cj ;,
and the destination node could correctly decode the packets packet from its buffer if there is an ACK from at least

transmitted from thej-th relay if R < Cj,. For easy one of the relays or the destination node. u
discussion, we shall denote a link ascannected linkif its Note that the OBDWF protocol has ont9(k) commu-
a_lchievable data rate is larger th&h and otherwise ®@roken ication overhead with®(1) total transmit power in the
link. relay network, which is the same as the conventional DDF
and conventional AF protocol, elaborated in Tafile I. Unlike
I1l. THE OBDWF PrOTOCOL conventional DDF protocol where the phase | (source to jelay

In this section, we shall first describe the proposed oépd the phase I (relay to destination) of the same packet

portunistic buffered decode-wait-and-forward (OBDWHpye ppear as inseparable atomic actions, the proposed OBDWF
protocol for mobile relays protocol exploits buffers in the relays to create the flditibi

Protocol 1 (OBDWEF Protocol for Mobile Relays): to S.ChedU|e phase | and phase Il O.f the same pa_cket based on
the instantaneous channel state as illustrated i Fig. @pled

1. Each relay measures the current stgesnnected, bro- it relay mobility, the proposed OBDWF protocol allows the
keq} of its links with the destination node in the channe[1e|ay to buffer the packet and wait for good opportunity (whe
estimation slot. o the relays is close to the destination) to deliver the padket

2. The control slot is divided |nto_m|n|-slots. If the buffer _aresult, relay mobility allows the system to operate at adig
a relay is not empty and the link state to the destinatiqR;oyghput at the expense of larger delay. We shall quantify
is connectedit will submit a request in a control mini- g,cn tradeoff in SectioR IV ard]V.
slot. Using standard contention mechanism, one active
relay is selected to transmit its packet from its buffer to
the destination noffe The selected relay as well as all
the other relays will dequeue the same packet from their
buffers.

3. Ifnone of thek relays attempts to compete for access to |, g section, we shall first discuss the average system

the destination node in the control slot, the source no%oughput of the proposed OBDWF protocol with infinite

will broadcast a new packet to th& relays and the pooyiog at the source buffer. We first define the average
destination node using a fixed data rdte= W log, throughput below.

for some constan. The source node will dequeue the Definition 1 (Average End-to-End System Throughput):
2 The algorithm can be extended to consider spatial combiffog Let T; be the number of information bits successfully received
multiple relays. However, the performance gain associatitd that will be DYy the destination node at theth frame. The average end-
quite limited due to the path loss effects. For instancegti®very low chance to-end system throughput between the source node and the

of having multiple relays near the source or multiple rel@ysving the same . . = . T 1s Sr Ty
common packet) near the destination. destination nodq’ is defined ad’ = lim, oo ===, NH

KT

IV. THROUGHPUTPERFORMANCE WITHINFINITE
BACKLOG
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A. Throughput Performance of the OBDWF Protocol Therefore, we have the following corollary on the perfor-

Note that for a fixed number of relay nodé§ when the Mance gain of the OBDWF protocol:
source node increases the data ratethe associate radio Corollary 1: (Comparison of the Average System Through-
coverage and the number of relays who can decode the soleB: The throughput gain of the OBDWF protocol is
packet becomes smaller. On the other hand, for fikedhe _. ( log, K ) it lim KqM-! = oo
number of relays who can decode the source packet increase§BDWE _ log, (Kg™=1) K—c0
as K increases. We shall quantify such scaling relationship in Topr (] (%) otherwise
Lemmall. (7)
Lemma 1 (Scaling Relationship of Connected Link): Remark 3 (Interpretation of Corollaryl 1)Note that when

Denote the transmit data rat® = Wlog, 8 and~y = B%  the system mobility is low ¢ = (%)Mfl), there is an
for some constang. For sufficiently largek, the following order-wise throughput gain achieved by the OBDWF protocol.

statements are true: m
o I If Klfl 2 = 0, the probability that there ar@(%)
relays having connected links with the source node (of- STABILITY AND DELAY PERFORMANCE WITHBURSTY
the destination node) tends to ARRIVALS
o Il If Klgnoo # > 0, the probability that there ar®(1) In this section, we shall _focus on the stability region arel th
relays having connected links with the source node (8elay performance analysis of the proposed OBDWF protocol
the destination node) i@(%)- m under bursty packet arrivals. We shall first define the busty

source model, followed by the analysis on the stability sagi

Proof: Please refer to Appendix A.
i%nd average delay performance.

Using Lemmalll, we obtain the closed-form asymptot
average system throughput under infinite backlog at thecsour
buffer. A. Bursty Source Model

Theorem 1: (Throughput Performance of the OBDWF Pro- Let A,(¢) represents the number of new packets arriving at
tocol): For sufficiently largeK and infinite backlog at the the source node at the beginning of thth frame.
source buffer, the maximal average system throughput of theDefinition 2 (Bursty Source Model)e assume that the
proposed OBDWF protocol under the random walk mobilitgrrival processA;(t) is i.i.d over the frame index according
model in [1) is given by to a general distributiofPr{ A, }. Each new packet has a fixed
number of bitsN. The first and second order moments of the

Togowr = ©(log, K) @ arrival process are denoted By = E[4,] and \{? = E[42]
This order-wise throughput is achieved when= ©(K°) respectively. ]
for some constant € (0, 1]. FurthermoreTogpwe is upper-  Let Q4(t) be the number of packets in the source buffer
bounded by but infinitely close té‘fl—a log, K. m at thet-th frame. The dynamics of the source buffer state is
Proof: Please refer to Appendix B. m given by:
Remark 2 (Interpretation of Theordm 1%ince there are Qut+1) = Ayt + 1)+ [Qu(t) — Us(t)]+ ®)

infinitely large buffers at the relay nodes and the random-

walk transition probabilityqg is positive, the average systenwhereU,(t) € {0,1} is the number of packets transmitted to
throughput isR/2 as long as there are always relays havindpe relay network at-th frame. Furthermore, l&9(¢) be the
connected links to the source and destination node (whichnigmber of packets in the thieth relay node’s buffer at the
presented mathematically %]33100 + =0by Lemma). m i-th frame. The dynamics of the relay buffer state is given by:

Qu(t+1) = Ap(t +1) + [Qr(t) — Ur(t)] 9)

B. C_:o.mparlson with the Conv_enuonal DDF Protocol where A;(t) € {0,1} is the number of packets received by
Similarly, we shall summarize the closed-form asymptotigie -th relay node from the source node at the beginning of
average system throughput for the conventional DDF prdtogge ¢-th frame, andUx(t) € {0,1} is the number of packets

( elaborated in Tablg 1) below. dequeued from thé-th relay node at the-th frame.
Lemma 2: (Throughput Performance of Conventional DDF

Protocol): For sufficiently largek” and infinite backlog at the g Stability Performance
source buffer, the maximal average system throughput of the

conventional DDF protocol under the random walk mobilityO In this section,l Wedshhall derive t.he sitability region IOf the
model in [) is given by: BDWEF protocol and the conventional DDF protocols. We

first define the notion of queue stability [18], [19] below.
Tppr = min {@((Kqul)l/M), ® (10g2(Kqul))} (5) Definition 3 (Stability of the Queueing Systerithe

gueueing system istable if
This order-wise throughput is achieved when
tlim Pr{Q(t) <z} = F(z) and lim F(z)=1 (10)
— 00 Tr—00

=max<0O(1),0(/ KqgM-1 6
7 { (). 6 1 )} ©) whereQ(t) is the queue state in the queueing system at the
Proof: Please refer to the Appendix C. m t-th frame. [ ]
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Using Definition[B, we have the following Theorem for the
OBDWF protocol.

Theorem 2 (Stability Region of the OBDWF Protocol):
For sufficiently large K, the system of queues
{Qs(t),Q1(t), - ,Qk(t)} under the proposed OBDWF
protocol are stable if and only X, < % where( is given by

¢ =max{©(1),8(y/K)} (12) =
S
Proof: Please refer to Appendix E. ] E o8
Similarly, the stability region of the conventional DDF &
protocol is given by: 06f
Lemma 3 (Stability Region of the Conventional DDF Prot 0al ek )

For sufficiently large K, the system of queues
{Qs(t), Q1(t), -+ ,Qx(t)} under conventional DDF protocol o "«——a=o(1)
are stable if and only i < %S, whereDg is given by 35608000008 L — L ——— L — 1 ———
_ 7+ log(v)/ log(K)
Dg =

o [(K 7;71 )ﬁ} } If thloo % =0and thloo i 0 Fig. 3. 'Il'he( e;symptotic relationship(get)weﬁ)g, v andq. Specifically, the

@(ﬁ) q f lm 2 —0and T £ — 0 x-axis is 105(1?)' and the y-axis I%.

K . K—o00 K= K—o0 a?
C) [(v/qM’l)ﬁ} If lim % >0and lim = >0
Koo Koo 4 the source node and theth packet successfully received
e(y) If lim % >0and lim L =0 10d€ packe y
K—00 K—ro0 17 (12) at the destination node respectively. The average end-
. . . . to-end packet deldy of the relay network is defined as

Proof: Using Lemma[b in Appendix C, the results N5 s : 2;11115!1; y W I ! -

Lemmal3 follows using similar argument as in Appendix ED — Mleoeo ~

The following Theorem summarizes the average delay per-
The following Corollary summarizes the performance gaifﬁ)rmance of the proposed OBDWF protocol.

of the OBDWF protocol in stability region. Theorem 3: (Average End-to-End Packet Delay of the OB-
Corollary 2 (Stability Region Comparison):et DWEF Protocol):For sufficiently large/ and A, in the stability

A*(OBDWF) and \*(DDF) be the maximum source region in Theorenmil2, the average end-to-end packet delay of

arrival rate the system can support and maintain queti¢ OBDWF protocol is given by:

stability using OBDWF and conventional DDF protocol

(2)
respectively. For sufficiently larg&’, the gain on the stability DoppwF = max { © MG ,©(Ds) (14)
region is given by: As(1=AsC)
A (OBDWF) L —_ . .
“X:(0DF) where( is given by [11) andDys is given by [12). [ |
ax {O(1), . -
m X{’YZ( ) L it lim % —0and lim £ >0 Proof: Please refer to Appendix F. | m
O[(ger=) "]} Koo K00 97 Remark 5 (Interpretation of Theordm 3Jhe first term in
@(%) If lim % =0and lim % — o the RHS of [I¥) is the average waiting time (number of
M Koo 3 Koo \ frames) that the packets stays in the source buffer. It ectdtl
e (K(’Y(J) T ) It lim 7 >0and lim 7= >0 py the source arrival model, i.eA, and A{*. The second
O(K) If Klim # >0 and Klim % =0 termDg = O(Dg), whereDp, is the average time the packet
—00 —00

(13) stays in the relay network. This factor depends on both the
Remark 4 (Interpretation of the Corollafyl 2)Note  that Packet sizeN and the mobility of the networke]. Fig.[3

when the packet siz& is large such that > ©(v), then the further illustrates the asymptotic relationship betwdeg,

OBDWF protocol can obtain an order-wise gain. For examplandg. Specifically, the x-axis ig2&7:, and the y-axis iSgE5E

wheny = ©(K) andq = ©(1), then%ﬁ%@ = ©(K). Observe thaDys is an increasing function of and1/q. m

] : Similarly, the delay performance of the conventional DDF
protocol is summarized in the following Lemma:

C. Delay Performance Lemma 4: (Average End-to-End Packet Delay of the Con-

In this section, we shall compare the average end-to-
packet delay performance. The average end-to-end packet
delay of the relay network is defined below. SNote that it is implicitty assumed that the system of queues siable

Definition 4 (Averagg Eﬂd'tO'End Packet Delay)et_ I \when we discuss average delay because otherwise, the pitybateasure
and I7 be the frame indices of theth packet arrival at behind theexpectatioris not defined.

ventional DDF Protocol):For sufficiently largeK and A\, in
e{‘?(‘ngtability region in Lemmi@ 3, the average end-to-end @ack
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delay under the conventional DDF protocol is given by:  versus the number of relays at different network mobilityy

2)= under the bursty source model. Similar significant gaing ove
Dopr = © /\57175_ (15) the baselines can be observed. Moreover, it can be observed
As(1 = AsDs) in these two figures that the simulation results match with th
whereDs is given by [TR). - theoretical results derived in Sectibn] IV V.

Proof: Please refer to the Appendix G. Fig.[@ illustrates the average end-to-end packet delaysers

: : e number of relay& at different mobilityg with finite buffer
The following Corollary summarizes the average delay gaﬂén th of 25 ackits for all the nodesquote that, the dela
of the OBDWF protocol. g p : , y

Corollary 3 (Average Delay Comparisonfor sufficiently performance is an increasing functionlofq for all protocols

large K and )\ in the stability region in Lemmia 3, the average!;‘nd there is also a significant gain of the proposed OBDWF
: i rotocol.

delay gain of the OBDWF and the conventional DDF protocol¥ " .
delay gal ) vent P Fig.[7 illustrates the average end-to-end packet delayusgers
is given by: ) A
o the average arrival ratg, with infinite buffer length for all
ﬁ[’& = the nodes. Note that the baseline 2 and 3 are not stable under
omvE @ 5} (16) the operating regime considered. The delay performance of
min{@( AT ) (Ds(l—/EC))} p g ! g . y p_ _
As(1=XsDs) )’ ¢(1-XsDs) baseline 4 quickly blows up ah, = 0.08, which is the
where( is given by [I1) and®(Ds) is given by [12). m maximal stability input rate for this baseline. On the other
Remark 6 (Interpretation of the Corollafy 3)fhere  are hand, the delay performance of the proposed OBDWF protocol
several scenarios that the OBDWF protocol will havéignificantly out-performs all the baseline over the entarege
significant order-wise gain on the delay performanc@.f traffic loading. Fig.[B illustrates the average end-td-en

For example, when), is close to the service rateSystem throughpuf’ versus the number of relay& under
1/Ds, i, \s = & — ¢ wheree = o(<), we have the Random Waypoint Modeivhich is also widely used in

Ds [20]-[22]. Similar performance gains can be observed.

[ Ds
Do @(i) > ©(1). On the other hand, even if

Dogpwr —

As IS not so close to%, ie., 1 — \sDg = O(1), there

will still be order-wise gain as long a§% = o(1) and in thi wnistic buffered decod

. o . s a n this paper, we propose an opportunistic buffered decode-

p; — o(l). Specifically, if Pr{A.(t) = O(K)} = v. i and-forward (OBDWF) protocol for a point-to-pointroe

Pri{d(t) =0} =1 -, whereK: O(%=z), 7 = O(K) and  mynication system wittik mobile relays. Unlike conventional

q = ©(1), then we can Obtal%ﬁzﬁ =©(K) by (16). m DDF protocol, the proposed OBDWF protocol exploits both
the relay buffering and relay mobility in the systems. We

VI. SIMULATION RESULTS AND DISCUSSION derive closed-form expressions on the asymptotic system

In this section, we shall compare the performance of tt@roughput under infinite backlog as well as the average end-
proposed OBDWEF protocol with various baseline schemé8-end delay under a general bursty arrival model, Basetl®n t
Baseline 1 refers to theonventional DDFprotocol [3], base- analysis, we found that there exists a throughput delayt#id
line 2 refers to theconventional AFprotocol [17]. Baseline in thebuffered relay networkThe system can achieve a higher
3 and 4 are extensions of Baseline 1 and 2 respectively witfoughput®(log, K) using the proposed OBDWF protocol
spatial combining from multiple relays, which are elabedat at the expense of extra delay. The system mobility affes th
in Table[] We consider a system with the source nod@z1) tradeoff as below:
and the destination node i, 0). The K relays are randomly « Effect on the Throughput/Stability Region Perfor-
distributed between the source node and the destinatioea,nod mance: According to Theorem 1, the maximal average
as shown in Fid.]1. The movement of each relay is given by the system throughput of the proposed OBDWF protocol
random walk mobility model in({1), where the number of relay ~ ©(log, K) is not influenced by the relay mobility.
mobility regions isM = 5. The small scale fading gain follows « Effect on the Delay Performance:If the movement of
complex Guassian with unit variance. The pass loss exponent the mobility is fast (large region transition probability

VII. CONCLUSIONS

a = 4, and the transmit SN = 20dB. For bursty arrivals, q), the chance one relay with source’s packet gets close
we assumér{A, = 15} = 0.001 andPr{A, = 0} = 0.999. to the destination is high, leading to small delay in the
This corresponds to an arrival rafe = 0.015. The packet relay network, and vice versa. This can be observed from
size N = Wrlog, K, the frame duratiom = 5 ms and the Theorem 3.

bandwidth’ = 1MHz. Using LemmdR, the physical data Finally, theoretical and numerical results demonstrate th

rate at the source node is set to Be= Wlog, K, which is = sjgnificant performance gains of the proposed OBDWF proto-
the optimal choice for conventional DDF. col against various baseline references.
Fig.[4 illustrates the average end-to-end system throughpu

T versus the number of relays at different mobilityg. Ob-
serve that the proposed OBDWF protocol has significant gain
compared with the baselines. Furthermore, the performancéVithout loss of generality, we only study the number of
of the OBDWF protocol is insensitive to the mobility of theconnected links with the source. The connection with the
networkq. Fig.[d illustrates the maximal stable arrival rate destination can follow the same approach.

APPENDIXA: THE PROOF OFLEMMA [T]
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ELABORATION OF THE BASELINES SPECIFICALLY, BASELINE 1 REFERS Toconventional DDFPROTOCOL[3], BASELINE 2 REFERS Toconventional AF

TABLE |

PROTOCOL[17], BASELINE 3 REFERS TOAF with spatial combiningAND BASELINE 4 REFERS TODF with Spatial Combining

Baseline Name

Description

Baseline 1
(Conventional DDF)

e The source node broadcasts a packet from the buffer at theneg of the frame until at least one relay
or destination node returns with an ACK.
o If the destination node returns with an ACK, the source ndde $0 broadcast a new packet; If the relay
node returns with an ACK, the source node stops broadcaatidgthe relay node forward the packet to the
destination node in the next frame.

Baseline 2
(Conventional AF)

e The source node broadcasts a packet from the buffer at therlieg of a frame.

o All the relays listen and store the received samples fronsthece during the listening phase and the rejay
. ’ P25, iS4 Hs q
with the largest metric Ss,ngS;,dH’ where S, ; = de and S; 4 = —

and forward to the destination node in the next frame.

Baseline 3 e The source node broadcasts a packet from the buffer at therlieg of a frame.
(AF with Spatial | e All the relays listen and store the received samples fromsthece during the listening phase and,
ini . . P25,.;8; Hg j H;
Combining) relays with the largest metncﬁ(#, where S; ; = =24 and S, 4 = =42 ) are selected tq
Ss,j+PS; a+1 81 dg 5 7 as,
amplify and forward to the dest|nat|on node in the next frame

Baseline 4 e The source node broadcasts a packet from the buffer at therlireg of the frame until at leasWV, relay

(DF  with  Spatial | nodes or destination node return with an ACK.

Combining) o If the destination node returns with an ACK, the source nddessto broadcast a new packet; If at least
Np relay nodes return with an ACK, the source node stops bratidgaand all the relay nodes that haye
decoded the packet from the source node will forward the gtaitkthe destination node in the next framg.

4 T T T T T T T T T T T T T T T
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3 . o E 045 1
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Pt o4 < OBDWF protocol Analytical Results [ ©(1) ]
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2 o5t Analytical Results [ @(log,K)]  (DF with spatial combining) g o (AF with spatial combining)
= -
5 ’ g 03 Baseline 4 1
o 2r Baseline 1 4 [ (DF with spatial combining)
@ (Conventional DDF protocol) s 0251 ) 4
3z 2 Baseline 1
® 15} Baseline 3 4 ] 02t (Conventional DDF protocol) i
% (AF with spatial combining) % ’
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. 0.15
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g 25+ Analytical Results [ G)(IogzK)] 4 0 (DF with spatial combining)
= <
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% 2r (Conventional DDF protocol) 1 ‘—; (Conventional AF protocol)
=
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Fig. 4. Average end-to-end system throughputersus the number of relays Fig. 5.
K at different mobilityq. The physical data rate 8 = W log, K according at different mobility g. The packet size iV = Wrlog, K, (Na, Np) =
to Lemma2,(Na, Np) = (5,5) in the baseline 3 and 4 respectively. The(5, 5) in the baseline 3 and 4 respectively. The marks “of%,+’ denote
marks “0,x,+], " denote simulation results and the solid lines represeat ttsimulation results and the solid lines represent the aoalyresults for

analytical results for OBDWF and baseline 1 (conventionBIHD protocol.

The maximal stable arrival rage, versus the number of relays

OBDWF and baseline 1 (conventional DDF) protocol.
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@) q=1/10 Fig. 7.  The average end-to-_end packet delay versus the@/_amval rate
As. Note that the other baselines are not stable under the topgeragime
considered. The packet size /6 = Wrlog, K, K = 110, ¢ = 1/5 and
900 \ \ \ \ \ \ \ Np = 5 in the baseline 4. The source arrival model is giventyf As =
Baseline 2 (Conventional AF protocol)\ 1} = >\s: and Pr{As = 0} =1- )\5-
800 1
g
£ 700 4
©
£ 4 : : : : . . .
3 600
K} X Baseline 3 N OBDWF protocol
g Baselines (AF with spatial combining) % 3.51 \/{}J,,,,J—JJ*
$ 5001 | £ e
= Baseline 1 3 3t e 1
15 400} (Conventional DDF protocol) i -§, b—
‘T(j Baseline 4 E 251 Baseline 1 1
S 3001 (DF with spatial combining) I3 (Conventional DDF protocol) Baseline 4
% ! ‘z oL (DF with spatial combining) |
g 2001 2
< i I S Baseline 3
100k & 15r (AF with spatial combining) 7
OBDWF protocol L
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0 I L I L I N I o (Conventional AF protocol)
50 60 70 80 90 100 110 120 130 ?
Number of relays K 2 051 4
< 2
s —=— = 5
| 4
— 0 . X N ¢ n N n
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Number of relays K

Fig. 6. The average end-to-end packet delay versus the mwhbelays K
at different mobilityq with finite buffer length of 25 packets for all the nodes. . _
The packet size isV = Wrlog, K, (N4, Np) = (5,5) in the baseline 3 Fig. 8. Average end-to-end system throughputersus the number of relays

and 4 respectively. The source arrival model is givenFnfA, = 15} = £ under the random waypoint modsl [20]-[22]. Specifically,cai@ chooses
0.001 and Pr{A, = 0} = 0.999. a random destination distributed uniformly in the coveragea and moves in

that direction with a random speed chosen uniformly in theriral [0.1, 0.6]
(per frame). On reaching the destination the node pausescfoe random
time chosen uniformly in the s¢0,1, - -,10} (frames) and the process repeats

For a given small scale fading realizatiéh ;, the coverage itself. The physical data rate & = Wlog, K, (N4, Np) = (5,5) in the
. s - ’ baseline 3 and 4 respectively.

radius of the source within which the relays have connectéd

links to the source is given by = (PgHS_,j)i/(ﬂ —1)a.

Therefore, the area of the source’s coverage can be approx- oy . .

imated as”T‘f, and the probability one relay falls into the )\Nhen Klgnoof =0 "e"fginoo ¢K = oo, by law of large

source’s coverage ig%. Taking consideration of the randomnumber’ we have

realization ofH, ;, the probability that one relay falls into the

source’s coverage is given by Pri¢p —o(¢) < X/K <¢+o(¢)] =1 when K — oo,

(18)
oo g2 1 where lim 22 = 0. Therefore, thePr{X = O(¢K) =
o= [ apfH ), =0 an) S o Pr{X = O(pK)
0o 2R ¥ ©(£)} tends to 1 wherK' — co. This finishes the proof of

where f(H, ;) is the pdf of the small scale fading gak; ;. statement .l' ) N

Suppose there ar& relays having connected links with When Klgnoo% > 0, since the probability that one relay
the source, therefor&r(X = z) = (%) ()" (1 - ¢)**. has the connected link with source nodegis= ©(2), the
X can be treated as one binomial random variable generaprdbability that at least one relay can receive the traristhit
from Bernoulli trail where it has value 1 with probability. packet is given byl — (1 — ¢)% = ®(K /7). This finishes the

In other words, X ~ Binomial(K, ). proof of statement II.
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APPENDIXB: THE PROOF OFTHEOREMI[]] Note_thatﬁs isl an increase function of by Lemmalb.
When~ = ©(1), it is obvious thafTosowr = ©(1), and Since Tppe = @(%) and due to thdog function in the
hencey = ©(1) is not the optimal choice. Whedlim 2 =0 humerator, we havé)s(y") = ©(1), wherey" is the opti-

and v > ©(1), the coverage radius of the Source anf@l value that maximizeSopr, i.€., v* = argmax, Topr.
destination nodes can be made sufficiently small given a fix@§cording to the delay expressmn_nEEZO), when =
transmit powetP. Only the relays close to the source node (iH@*{©(1), ©(V K¢ 1)}, we haveDs(y*) = O(1). As
region 1) can decode the packet transmitted from the souftd®Sult, if /K¢ =1 = o(1), the optimal value is;" =
node and only the relays close to the destination (in regign ©(1), leading toTppe = O(KqM )t/ . Otherwise, the
can forward the packet to the destination node. Furthermop@timal value isy* = ©(/K¢"~1), leading toTppr =
there are (with probabilityl) some relays in region 1 can® logy (Kq"~1)).

decode the source’s packets by Lenitha 1. Similarly, there are
(with probability 1) some relays in region can forward
packets to the destination, and hence the average syste _
throughput is given byTopowr = £ = % log, 5, where Klgnoo% > 0, respectively.
= denotes the equality with high probability (with probatyili

1— % as in [9]). A. lim 2 = 0 Scenario

When mc_reasmg thes suc.:h tha&éﬂﬂw x > 0, The source When the source broadcasts a packet, ther@4r2) relays
should continue to transmi®(4-) slots before®(1) relays can decode this packet with probability 1 by Lemia 1, and
can decode the packet by Lemilia 1, and hence the averggRce; = @(1). The movement of relays with the said packet
system throughput i€ ogpwr = 9(%2[5)- Since the log can be divided in to two stage: (1) un-balanced, which means
function is in the numerator, increasing the orderfoWill  the order of relays with the said packet in each region is not
reduce the order OM- As a result, the optimal is  the same; (2) balanced, which means the order of relays with
v* = O(K). v* should be infinitely close t@®(K) from the said packet in each region is the same. Obviously, after
below to make that there are always relays in the connecigd] /q) frames, the system is balanced, i.e., there@fé)
region of the source/destination noddifs 7 = 0). The relays with the said packet in each of thé regions. !
corresponding maximal average system throughputis iefinit When the connected link mainly happens in the un-balanced

APPENDIXD: THE PROOF OFLEMMA

IWe provide the proof in two scenariogim - = 0 and
K—o0

close to2 log, K, when K — oc. stage, aftem; = O(1/q) frames, the number of relays with
the said packet in the regiod is Ny = %(qﬁ)Mfl.
APPENDIX C: THE PROOF OFLEMMA [ The chance that these relays have connected link with the

Obviously, under the conventional DDF protocol, the avep_estlnatlon Snin {1’ 9(%) - It can be obtained following
age system throughput for a given data r&te- W log, 3 is the same approach as Lemina 1. Therefore, dfte)) =
given by max{l,@)(ﬁ)iI frames, there is at least one relay with

— — — the said packet having connected link to the destinatiorenod
Toor = ©(logy f/Ds) = ©(log, 7/ Ds) (19) Increasing the order &f, the number of relays with the said
whereDy is the average service time (number of frames) fd¥acket in the region\/ increases, but¥(7) decrease. The
a packet, i.e., the average time spent for the source nodeaggual delay should satisfy; = © (W (7)), which leads to
transmit a packet to the destination nodgs can be divided _ 7y M
into two part, i.e.,Dgs = p + 7, wherep is the average time n= maX{G(l)v © [(KqM—l) H (21)
spent for the source node to transmit a packet to the rer%

I . _ . -
network, andj is the average time spent for the relay netwo g a r?{sult, She requirement gf= O(1/q) is satisfied when
to forward the said packet to the destination. Specifically, Kflo%fw_z =0 ) ) )
have following Lemma for the average service tiig. When the connected link mainly happens in the balanced

Lemma 5: (Average Service Time of Conventional DDEage, thugi > ©(1/q), i.e., lim 77 = co. This requirement
Protocol): The average service time for a packet under cois satisfied wher}(lim % = 0. In this case, the average delay
ventional DDF protocol is given byDs =7 +7 = ©(7), is mainly due to the waiting time after the relays’ movement

wherep = max {©(1), ©(%)}, and is balanced, given by = ©(%).
= max {O(1) B. Klim Z+ > 0 Scenario

@[(#)M” Koo K Koo 47 wW enKlgmOO 7 > 0, the source should continue to transmit
@(%) If lim £ =0and lim £ =0 O(#) slots before®(1) relay can decode the packet by

N K—o0 K—o0 17 Lemmal[l, i.e.p = ©(F). Therefore, there ar®(1) relays

e [(V/QM*) M} If Klgnoo # >0 and Klgnoo % >0 with the packet in the relay network rather tk@ﬁ%) as the
o) If lim % >0and lim 1 —0 lim £ = 0 scenario. Following the similar approach as in

K—o0o K—soco 97 K—oo

(20) the above subsection by replaciﬁd%) with ©(1), it can be
Proof: please refer to Appendix D. B shown that the average delay is given by Lenirha 5.
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APPENDIX E: THE PROOF OF THETHEOREMI[Z where P, is the probability that no packets arrives(z) =

In this proof, we shall first study the stability region of>_a.—o Pr{As}z% is the p.g.f of the bursty arrivall,. The
the source buffer),(t), and then prove that under the samg-9-f A(z) of the number arriving within a service time is

stability region, the relay buffef), - - - , Qx } are stable too. Alz) = T Pr{a}z°
From [18], [19], the queueing system is stable, if and only _ Zgo:OPr{X =1} ° Pr{a|X =1}20 (24)
if the average arrival rata; is smaller than the service rate _ Z%i Pr{X = l}[A(aZ:)?l

1/b,i.e.,Asb < 1, whereb is the average service time to server _

a queueing packet out of the queueing buffer. For the sourSenilarly, the p.g.fA(z) of packet arrivak; is given by
buffer @, the average service time is the average number of._ oo 1

frames for the source node to transmit a packet to the relayl(?) = lel Pr{X = I}[A(2)]""" = B(A(2))/A(2) (25)

netwo_rk, denoted as. From Lemmadll, we can discuss in th%vhereB(z) ~ T Pr{X = {}: is the p.g.f of the service
following two scenarios. =1

If lim % =0, when the source broadcasts a packet, the e Frpm m){(ZB)’ the p'g'P"(Z). of the ”“’T‘ber. in the .

K—00 system immediately after the service completion instagsts i

are @(%) relays can decode this packet with probability Ip3]

Therefore( = ©(1). () =

If Klim X > 0, the source should continue to transmit n(2) = AsA(2)[B(A(2)) — 2]
— 00

©(4) slots before®(1) relays can decode the packet. There- |t is shown in [24] that the p.g.P(z) for the packets in the

fore, ¢ = ©(%). _ . queueing system immediately after an arbitrary frame ismgiv
Note that theK queues{Q:(t), --,Qk(t)} are statisti-

cally identical, and they are either all stable or all unsta-

ble. Consider a fictitious queueing system wifh.(t) = P(z) = P,(2) ’\S(llj[f()zl‘)(z) = (1”[‘*‘;)(&1(;;)5}/‘(2)) (27)
ZkK:le(t) with the average arrival rate, and service

rate 1/b,.. Obviously, Qx(t) < Q.(t),Vk and hence, all the
relay queuegQ+(t), ..., Qx(t)} are dominated by the fictitious
queueQ,(t). The average arrival rate of the fictitious queue is _ 2262 — A2 — \.b+ 2 Pp

A = min{),, 1}, and the average number of frames for the Dg=—* 3\ 5(1 D) +b (28)
fictitious system to deliver a packet to the destinafipr< C. ° ° .
Therefore, if\, < £, then\, < ;. In other words, the queues Note that, to make the system stable, the arrival rate

of the relay nodes are also stable if the quélét) is stable. should be smaller than the service ra, i.e., Asb < 1. It
agrees with the stability condition given in_[18], [19].

APPENDIX F: THE PROOF OF THETHEOREMI[3 If Khm # = 0, when the source broadcasts a packet, there
—00

Note thatDogpwr = Dq + Dr, whereDy, is the average are®(X) relays can decode this packet with probability 1 by
gueueing delay in the source buffer before transmitted ¢o themma[l. Thereford) = ©(1) andb® = ©(1).

relay network, andDy is the average waiting time in the If lim 2 > 0, the first and second order moments of
relay network. Following the same approach as the proof fﬁe sléR/(i)geKtime for a packet to enter the relay network is
LemmaB, it is easy to verify thabr = ©(7) given in [20). h— O db® — o2 tively f L y A1
The remaining task is to find, which is discussed below. =~ (7)an o (K_i) respectively from Lemma =

Let X be the number of frames (namely service time) to Let ¢ = max{@(l),@(?)}, and not.e that@ = 0(1).
transmit a packet into the relay network, and dertoteE[X] The average end-to-end packet delay is given by

(1 = AsH)[L = A(2)] B(A(2))

(26)

=

Therefore, by Little’s law [[23], the average time a packet
spends in the buffer will be

andb®) = E[X*] respectively. Furthermore, et denotes the Dosowr = Do + Dr

number of packets in the source buff@g immediately after AR ¢ — (29)
transmitting thei-th packet to the relay networlu; is the - maX{G) (m) ’G(DS)}

number of packets arriving during the service time of the

th packet,a is the number of packets arriving in one frame APPENDIX G: THE PROOF OFTHE LEMMA [4

given thata > 1, i.e., Pr{a} = Pr{A, =ala > 1}, anda;, From Appendix C, the average service time to server

is the number of packets arriving during the service time @f packet to the destination node from the source node is
the (i + 1)-th packet minus one frame (The number of arrivals = Dy = E[Ds] = ©(Ds). In the followings, we shall
during the lastn —1 frames if the service time of thgé+1)-th  prove that the seconder order moment of service time is given
packet ism frames). Them; will form a Markov chain with py 4 = @ ((55)2)_ Specifically,
the following transitions.

b®) = E[DE] =Y, Pr{Ds}D}

S E—1+ai+1 if n; =0 B = - 4
ma={ o e (@) = ©[(Ds) 1 f(K) + f+(K)]

(30)

where f~(K) (in terms of K) is contributed by the pos-
sibilities that the service timéDs = o(Dgs), and f*(K)

_ . o - is contributed by the possibilities that the service time
Alz) = Yo Pr{As=ala =1}z (23) Ds> ©(Ds). Clearly, f~(K) is neglectable ag~(K) =

o Pr{As=al}z% A(z)—F — . —
i 0((Ds)?), i.e,b® = © [(Ds)? + f+(K)].

Specifically, the probability generating function (p.g4)z)
of @ is given by
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We first consider the scenario wheréim 7= = 0 and [13] M. Gastpar and M. Vetterli, “On the capacity of wirelesstworks: the
. K . K—oo . L relay case, INFOCOM 2002. Twenty-First Annual Joint Conference of
lim %5 < oo. Inthis case, the average service time is given  the IEEE Computer and Communications Societies. ProcgsdIEEE

Koo B0 2 2 vol. 3, pp. 1577-1586 vol.3, 2002.

by b = Ds = e(f), and aﬂer@(f) frames, there are [14] ——, “On the capacity of large gaussian relay networkeformation

G)(%) relays with the transmitted packet in the regidn | Theory, IEI|EE Transeéctions oRol. 5bl,I no. 3, pp. 765h—779, Mefarcg r2]005.
o ; 5] M. Grossglauser and D. Tse, “Mobility increases theacity of ad hoc

from Lemmé[5. The prObablhty_ tha_t one rKeIay with the paCk& wireless networks,Networking, IEEE/ACM Transactions omol. 10,

has connected link to the destmatloner(?). Denoteg(K) no. 4, pp. 477-486, Aug 2002.

. . . . 2 . [16] A. E. Gamal, J. Mammen, B. Prabhakar, and D. Shah, “Tginput-
as the service time that is order-wisely larger th%n €., delay trade-off in wireless networks,” iEEE INFOCOM 2004.

g(K) > @(%) and the contribution of(K) in b2 is given [17] Y. Zhao, R. Adve, and T. J. Lim, “Improving amplify-arfdrward relay

by networks: Optimal power allocation versus selection /EEE ISIT, July
2006.
o 2 [18] W. Luo and A. Ephremides, “Stability of interacting aques in random-
PY{DS - g(lg)}(%)(lg) 5 ) (31) access systemslEEE Trans. Inf. Theoryvol. 45, pp. 1579-1587, July
= O((1-K/y)Mg(K)) =o0((*/K)?) 1999

[19] S. Aaireddy and L. Tong, “Exploiting decentralized cdmel state
As aresultp® = @ ((72/[()2) _ye) ((35)2) information for random access|EEE Trans. Inf. Theoryvol. 51, pp.

| th . foll th t Th 537-561, Feb. 2005.
n other scenarios, we can follow the same steps. eo M] D. B. Johnson and D. A. MaltzDynamic source routing in ad hoc

difference is that aftetDs frames, the average number o wireless networks Kluwer Academic Publishers, 1996.
relays with the transmitted packet in the regidfi is not [21] J. Broch, D. A. Maltz, D. B. Johnson, Y.-C. Hu, and J. Beia,

ok s ifically. it is qi in th fof L “A performance comparison of multi-hop wireless ad hoc mekw
(7) anymore. specincally, 1t 1S given In the proof of Lemma routing protocols,” inACM/IEEE International Conference on Mobile

. Computing and Networking (Mobicom98)998, pp. 85-97.
Givenb = @(ﬁs) andb®® = © ((55)2), foIIowing the [22] C.Perkins and E. Royer, "Ad hoc on-demand distanceoveouting,” in
. . Proceedings of the 2nd IEEE Workshop on Mobile ComputingeBys
same steps as in Appendix F, the average end-to-end packet ;4 Applications Feb. 1999, pp. 90—100.
delay for the conventional DDF protocol is given by [23] S. K. Bose, An introduction to queueing systems Kluwer Aca-
demic/Plenum Publishers, 2002.
D — max!{© AP /A-1)Ds Ds [24] H. Bruneel and B. G. KimDiscrete-time models for communication
DDF ( )X 1-X:Ds ) 1-XsDs (32) systems including ATM Kluwer Academic Publishers, 1993.
o=
-0 (5%5)

(1-X.Ds)
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