Cognitive Multiple Access Network with

Outage Margin in the Primary System

Behrouz MahamMember, IEEE, Petar PopovskiSenior Member, |EEE,
Xiangyun ZhouMember, |IEEE, and Are HjgrungnesSenior Member, |EEE

Abstract

This paper investigates the problem of spectrally efficap#ration of a multiuser uplink cognitive
radio system in the presence of a single primary link. Theoisdary system applies opportunistic
interference cancelation (OIC) and decode the primaryasiginen such an opportunity is created. We
derive the achievable rate in the secondary system when ©Il@&eéd. This scheme has a practical
significance, since it enables rate adaptation withoutireguany action from the primary system. The
exact expressions for outage probability of the primary user amgvdd, when the primary system is
exposed to interference from secondary users. Moreoverpgjmated formulas and tight lower and
upper bounds for the ergodic sum-rate capacity of the sesgnietwork are found. Next, the power
allocation is investigated in the secondary system for maing the sum-rate under an outage constraint
at the primary system. We formulate the power optimizatiombfem in various scenarios depending
on the availability of channel state information and theetyj power constraints, and propose a set of

simple solutions. Finally, the analytical results are aonéid by simulations, indicating both the accuracy
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of the analysis, and the fact that the spectral-efficienti-dcomplexity, flexible, and high-performing

cognitive radio can be designed based on the proposed ssheme

I. INTRODUCTION

Cognitive radio technology offers efficient use of the rasji@ctrum, potentially allowing large

amounts of spectrum to become available for future high Wadtti applications. A cognitive
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radio (CR) network (or secondary system) is allowed to ustaiteradio resource if it is not
causing an adverse interference to the primary systemhé&munbre, the CR should achieve a
spectrally efficient operation under the interference fittva primary system.

Some works[[1]+[3] have discussed achievable rates in tegniadio from the viewpoint
of information theory. The seminal work][2] on the achiewabhte of a single cognitive radio
user considers the constraints that there is no interferemt¢he primary user, and the primary
encoder-decoder pair is oblivious of the presence of cvgnitidios. References![3],][4] extend
the results of [2] to multiple cognitive radio users and eleéerize the cognitive radio’s achievable
rate region for Gaussian multiple-access channels (MA@aximization of the cognitive radio’s
sum-rate on Gaussian MAC then raises the problem of theaditot of each cognitive user’s
power ratio [4]. In [5], [6], two spectrum sharing protocdiased on cooperative relay trans-
mission are proposed. In particular, [6] considers a spatticcess protocol with multiple CRs.
Furthermore, the problem of power allocation in CR netwdrs been considered in a number
of recent works. For example, ial[7], the authors proposedesmixed distributed-centralized
power control for multiuser CR to maximize the total thropghwhile maintaining a required
signal to interference plus noise ratio (SINR) for primasgrs. However, in contrast to our work,
they assumed that CR users cannot transmit simultaneonsbne frequency band. In][8], an
energy constrained wireless CR ad hoc network is considereere each node is equipped with
CR and has limited battery energy. Given the data rate reopgnt and maximal power limit,
a constrained optimization problem is formulated[in [8] tcnimize the energy consumption,
while avoid introducing interference to the existing usé&gower control scheme for maximum
sum-rate of fading multiple access network is proposed jruffler instantaneous interference
power constraint at the primary network. [n_[10], with petfehannel state information (CSI)
on the channels from the secondary user transmitter to dendary and primary receivers, the
optimal power allocation strategies to achieve the ergodiage capacities of a single secondary
user fading channel subject to both secondary user’s tridasm interference power constraints
were studied.

As mentioned in[[111], there are two types of interferencehin $ystem due to the coexistence
of primary users and secondary users. One is introducedmapr users into the secondary users
bands, and the other is introduced by the secondary usertheprimary users’ bands. Peaceful

coexistence of secondary users with primary users reqthegsthe secondary interference at a



primary receiver is below a certain threshold|[11]. The pniynshould operate with a certain
margin, which allows to accommodate transmissions in the secgrajemtem without degrading

the target performance of the primary. The margin can takerakforms: (a) Time - the primary

communicates less tha®0% of the time; (b) frequency - the primary is using only part &f i

allocated spectrum; or (c) interference - the secondarytr@asmit by keeping the interference
below some threshold [12]. The secondary needs to perfoautspn sensing and identify its
transmission opportunity, which in the cases (a) and (bkists of detecting the spectrum hole
[13], while in (c) it detects the interference induced to fivémary receivers[[14]. Here, we

consider scenarios that deal with the interference margikdeping the outage probability or
signal to interference plus noise ratio (SINR) in the priyngystem at an acceptable value.

Moreover, we investigate the problem of spectrally effitigmeration in a multiuser secondary

under interference from a primary system. The primary syséslapts its data rate for the

primary terminals and the chosen primary transmissionisatedependent of the SNR at which

the primary signal is received at the secondary receiveonUgp simultaneous reception of a
secondary signal and a primary signal, a secondary recebsarves a multiple access channel.
The objective of the secondary receiver is to decode thegpyiraignal only to help to achieve

a better secondary rate; the secondary receiver is noesteat in the primary data. The authors
in [15] call this opportunistic interference cancelati@IC), as the decodability of the primary

system signal at the secondary receiver depends on thetapjiprcreated by the selection of

the data rate in the primary system and the SNR on the linkdetvthe primary transmitter and

the secondary receiver. In this paper, we extend the resylt5] from single user secondary

system to uplink multiuser secondary network. Hence, tlversgary receiver observes a MAC

of two group of users: The desired secondary multiuser tnéters and the undesired primary

transmitter.

Our main contributions can be summarized as follows:

1) This paper considers efficient resource allocation fon-sate maximization of the sec-
ondary rates over a Gaussian MAC. We extend the OIC to theafaseiltiuser secondary
network, and depending on decodability of primary signath& secondary receiver and
channel conditions, appropriate rates can be assignecctmdary users.

2) We derive closed-from expressions for the outage prdibakit the primary user when

there are multiple secondary interferers. The simplicftyhe derived expressions can give



insight on performance of the system and lead to system gatiian.

3) A set of ergodic sum-rate capacity bounds and approximatare derived in secondary
with rate adaptation using OIC scheme. The numerical resdtify the tightness of the
bounds.

4) We formulate the problem of maximizing the secondary nkpsum-rate capacity for an
outage—restricted primary system under different assiomgpi@bout the CSI knowledge at
the secondary users. We propose simple power control schemmeaximize the secondary
uplink capacity given the outage probability constrainbeTproposed system can achieve

considerable increase in spectrum-efficiency comparedhbogonal transmission strategies.

The remainder of this paper is organized as follows: In $actl, the system model and
protocol description are given. A spectrally efficient gaem for CR is studied in Section IIl.
The closed—form expressions for some performance metrecprasented in Section 1V, which
are utilized for optimizing the system. Section V preseiits problem of maximization of
the secondary capacity through power control of the seagyndievices and under interference
constraints at the primary system. In Section VI, the ovesatem performance is presented for
different numbers of users and channel conditions, anddhectness of the analytical formulas
is confirmed by simulation results. Conclusions are preskemt Section VII.

Notations: The superscripté)?, (), and(-)* stand for transposition, conjugate transposition,
and element-wise conjugation, respectively. The expectatperation is denoted bg{-}. The
symbol|z| is the absolute value of the scatarwhile [z]" denotesmax{z,0}. The logarithms

log, andlog are the based two logarithm and the natural logarithm, ctisedy.

II. SYSTEM MODEL AND PROTOCOL DESCRIPTION

We consider the scenario depicted on Fig. 1, consisting afiragpy transmitter, a primary
receiver,K' secondary transmitters and one secondary receiver. Allddes are equipped with a
single antenna. In this model, a primary mobile station (N4S)ommunicating with the primary
base station (BS) and there are multiple secondary MS. Téendary MS desire to access to
secondary BS using primary frequencies without licensés Bssumed thag, is the channel
coefficient from primary MS to primary BS, angl, £k = 1,2, ..., K, is the channel coefficient of
the interference link from secondary MSto the primary BS. In additiomy,, £ =1,2,..., K,

is the channel coefficient from M&to the secondary BS arig, is the interference link from the



primary MS to secondary BS. Throughout this paper, we asgbhateall channels are modeled
as independent Rayleigh fading, and the primary and secpndaeivers have additive white
Gaussian noise with variangé, and\V;, respectively. The average power of the primary user is

Py and the average power of secondary userassumed to b&,, £ = 1,2,..., K, respectively.

A. Primary System

The primary MS uses fixed transmission ré&tgin the uplink. In absence of interference, the

signal received at the primary BS is given by

Yp =V PO GpTp + Up, (1)

wherex, is the signal sent by the primary user, normalizeddgr, |*} = 1, v, is the additive
Gaussian noise at the primary BS with varianég andP, is the transmit power from the primary
MS. Considering normalized bandwidth, the achievableamsineous rate i®g, <1 + %95‘2)
The minimum SNR to support rat&, is denoted byy, = 2f» — 1. If the achievable rate
is lower thanR,, then outage occurs. Let, be the maximal allowed outage probability at
the primary receiver. Ifp,, > py, Wherep, is the outage probability in absence of secondary
interference, then the receiver hasaiage margin and additional interference can be received
from the secondary transmission without violating the ¢argperation regime of the primary
system. Thus, in presence of interference, the interfeigmmakat the primary receiver can be

represented as
K
yp:\/Pogpxp+ZVPkgkxk+Upa (2)
k=1
where P, andz,, are the allocated power and the transmit signal of secord&ry, respectively.
For primary user’s receiver, its data rate is obtained batimg the secondary users as noise:

PO|gp|2
r, =logy | 1+ ) 3)
! ’ < Ny + 35 Prlgil?

B. The Secondary System

The secondary system consists/iofusers accessing the same secondary BS. We consider a
multiuser space-division multiple-access (SDMA)-basegnitive radio system, which assumes

that multiple mobiles simultaneously transmit data strean the same resource (frequency



and time). For uplink SDMA, collaborative spatial multipieg (CSM), which usually considers
mobile stations with one transmission antenna, is a vergieffi scheme increasing the uplink
throughput compared to orthogonal transmission schentesas adopted for uplink SDMA
scheme in IEEE 802.16 systemis|[16]. Due to the broadcastenafuvireless channels, the ca-
pacity analysis of this scheme becomes equivalent to irdtion-theoretic transmission strategy
of superposition coding [17].

The received signal at the secondary BS is given as

K
ys:Z\/Fkhkxk_‘_\/Fthxp_‘_Usa (4)
k=1

whereu, is the Gaussian noise at the secondary BS with variancéVe assume that the signal
transmitted from the:-th secondary user i§/P;, z, whereE{|z;|?} = 1, for k =1,2,... K.
The optimal uplink capacity is achieved by superpositiodicg at the secondary users and
successive interference cancelation (SIC) or generalieetsion feedback equalizer (GDFE) at
the secondary BS [17].

C. Channel Knowledge Requirement and Estimation

The estimation of the instantaneous channel gains of thregpyi interference linkh,, the
primary link g,, and the secondary interference lings k£ = 1,..., K, might not be feasible
for secondary users. Thus, here we consider two cases. $sisreed that only the interference
channels statistics, i.es;; = E{[h,|’} ando} = E{|g[*}, k = 1,..., K are known at the
secondary MS. The value @fjk k =1,..., K can be inferred by listening to the downlink
transmissions of primary system. On the other hand, therdetation ofagp = E{|g,|*} requires
either explicit signaling from the primary system to the@®tary users or that secondary users
know the location of the primary MS or another indirect way kofowing. Such an indirect
way can be achieved by having the secondary MS overhear dhentiissions of the primary
MS and based on the ACK/NACK sent by the primary BS, assessutage probability at the
primary BS in the absence of interference. This value of ttage probability has a one-to-one
correspondence with? .

For the CSI knowledge of the secondary uplink channels atrimsmitters, we consider two

scenarios. In the first scenario, we assume that only statist cognitive uplink channels, i.e.,



a,%k, k=1,..., K, are known by the secondary users. Thus, ergodic capadityeid as perfor-
mance metric for power optimization. In the second scendiris assumed that instantaneous
channel magnitude df,| is available at the secondary users, and thus, sum-rateigapathe

secondary system i_(l11) arid (6) can be maximized to find thienaptransmit power.

[1l. OPPORTUNISTICINTERFERENCECANCELATION IN COGNITIVE MAC

The concept of OIC is introduced in [15]. Howeveér, [15] calesied thesingle secondary user.
In this section, we generalize this to the case of multiuseosdary network. Using OIC, the
interference from the primary transmitter is canceled velwven such an opportunity is created by
(a) selection of the data rate in the primary systeyand (b) the link quality between the primary
transmitter and the secondary receiver, ik.,Considering the co-existence of primary system
with secondary system, the cognitive MAC can be regarded @aussian MAC with common
interference. Defind?, and R; bits/s/Hz as the total bandwidth-normalized transmissata of
the uplink multiuser secondary and the achievable rate efptimary signal at the secondary
BS, respectively. Note that the actual primary user trassion rateR, is fixed and could be
different from . The secondary receiver can reliably decode both the pyiraad secondary
signals if the rated?, and R, are within the capacity region of the multiple access chinne
(Fig.[2):

k=1
2
R;<C<PO./|\7P| ) 2 RY,
<P0|hp|2 ipkw)
R+ R, <C + , (5)

whereC(x) = log,(1 + z).
We assume thak, is given a priori at the secondary receiver. Now, we deteertine maximal
achievable rate?,. In absence of the primary signal, we have

K 2
RS=C<ZP%’“| )

k=1

Using OIC, the cognitive radio makes the best possible uskeoknowledge about the primary

system. In order to determine the maximum achievable nateregions forh,,|? are considered.
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Weak Interference: When |1, |? < /I‘D—fg(2RP — 1), the secondary BS cannot decode the primary

K K
Pk|hk| Zk—lpk|hk|2 A pL
—1 14 =e=t" 2 " | & RY, 6
(ZN+P0|h |2> Og2< +NS+P0|hp|2 : ©)

This is equivalent to the case that the maximal decodeatdefﬂgashould be less than the actual

signal and we have

primary rateR,, whereR, is depicted as a constafty in Fig.[d. Thus, when the primary signal
is not strong, it is treated as a noise at the secondary excaind the sum-rate is given iy (6).

In the region|h,|* > g—fg(ﬂp — 1), the secondary receiver can decode the primary signal and
R, is chosen such that, ) belongs to the achievable rate region, determined for theng
channel gains. Whefh,|* > fl‘j—fg(2RP — 1), or equivalently,RY > R,, we have two cases.

Medium Interference: If R < R, where

Pyl hy|?
RE2C Wl ), ™)
N+ 20—y Prelhi

the achievable rate is chosen from the segment between thergooints %, Rg) and Y,

Rﬁ) in Fig.[2. In this case, the value df, can be set ast, shown in Fig[2, where?, is a

positive constant. In other words,

M(2RP 1) < |h |2<2R”_1 N+§K:P|h E (8)

PO = |ltp PO s - k[T .
For this case, observing Figl 2, the achievable rate for geerglary system can be calculated
as p

g, | Polhyl? Dyl |?
Ry=C |27 | 22 —2fr 11
( AR D e i
Polhy|* <~ Pelbul?
= Py +logy | =5 +;; N 9)

Strong Interference: Another scenario is wheR! > R, where we have a strong interference
from the primary system. In this case, the maximum achievadite is chosen from the vertical
segment in Figl]2. In this case, the valueR)f can be set a3 shown in Fig[®2, where?; is

a positive constant. In other words,

Rty PV PN 10
|hpl” = 2 A (10)
k=1

For this case, the achievable rate for the secondary systenbe calculated as

K 2 K 2
RS:C<Z P’“j‘\}[’” ) = log, (1+W>. (11)

k=1



Thus, the maximal achievable rate in the secondary systembtaned whenever the primary
signal is decodable and the condition [in](10) is fulfilled.oimer words, when the interference
from the primary sender is strong, and the secondary rece\eble to decode and remove the
interference from the primary transmitter, the achievahte is given by[(11). Note that when
there is cooperation between the primary and secondargnigtiers, we can achieve so-called
"clean-MAC" capacity ad (11) for all interference conditso(see e.g.[ [4] and [18]). Since it is
hard to realize the case of cooperation with cognitive MAGahrequires a substantial amount
of the data exchange, we assume there is no cooperation insa & data exchange between
primary and secondary systems. A less optimal strategydvoelto treat the primary signal an

undecodable interference, even when interference isgtron

IV. PERFORMANCEMETRICS
A. Outage Probability of Primary System with Interference Margin

As stated above, the interference from the secondary useutdsbe kept below a threshold in
order to coexist with the primary system. Thus, the secgondgstem should choose the power
P, k=1,2,... K, in such a way that the outage performance for the primariesyss not
violated.

In the following, the outage probability,, = Pr{r, < R,} of the primary BS is investigated,
which describes the probability that the transmit r&ieis greater than the supported rafein
@3). This probability which is expressed as a cumulativériigtion function (CDF) depends on
the fixed transmission parameters and the channel conditithvn the primary system and the
secondary cognitive network. By defining, = (27 — 1), the outage probability at the primary

user can be represented as

pout = Pr P0[|(gp|2 < Mh ¢ - (12)
./\/;,, + Zk:1 Pk|gk‘2
Proposition 1: Consider a finite set of independent random variallemd) = {Y;,..., Yk},

with exponential distribution and non-identical meancsgfando?, k = 1,..., K, respectively.
The CDF of the signal-to-noise ratio

X

SINR= ———,
1+ Ek:l Y
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can be calculated as

N K 2 -1
Pr{SINR< )} =1—¢ o (1 + 27) . (13)
k=1

Proof: By marginalizing over the set of independent random vaespl, the CDF of the

SINR can be calculated as

K K
Pr{SINR < v} = / Pr{X < v+v2yk} 11 () dy
0; K —fold

k=1 k=1
o} _“/(HZK: Yi) K _%
:1—/ e A [ S due (14)
05K —fold w1 Tk
By solving the integrals is the second equation[of (14), tb#Gs obtained ad (13). [ |
From Proposition 1 and by defining = Po‘gp‘ andY = Pk‘hk‘ , the outage probability in
(I2) can be written as
_ N K P. o2 -1
_ 05 k 09-
pour=1—e "% H (1 + Py Uzk ’Yth) ) (15)
k=1 9p
where o—gp and agk, k =1,...,K, are the mean of the channel coefficiegtsand g;, k =

1,..., K, respectively.

B. Ergodic Capacity of Cognitive Multiple Access Channel

For the ergodic sum-rate performance givenfas= E{ R}, where[E{-} denotes the expec-

tation operation, we have frorh (11)

K 2
R,=E {log2 (1 + %ﬂ) } . (16)

1) Upper-Bound: By the fact thatog,(1+z) is a concave function, we derive an upper-bound
for the ergodic capacity of the secondary system. In ordeletove a upper-bound on the above
expression, we use Jensen’s inequality

_ E 3>y Pillul? K P.o?
R <log, | 1+ { k/i/, } :log2<1+w>. a7

Similarcly, in the case of the medium received primary SNEhatsecondary receiver, i.e., when

the condition in[(B) is satisfied, an upper-bound for ergadipacity of [9) can be written as

PO Zk 1 Pkghk

N, =+ N, (18)

R, < —R, + log, (1 +
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2) Lower-Bound: A lower-bound on the ergodic capacity in {16) can be caledaby the

fact thatlog,(1 + a€”) is a convex function witlu > 0. Thus, applying Jensen’s inequality, we

SO I S0))

have

N
Assuming that secondary users have the same distance ted¢badary BS, i.e.|h,|* are
i.i.d. random variables, a closed-form solution for theresgion in[(IB) is given by

— P,o} 1
Rs > log, 1—|—Tsexp ZE—FL (20)

k=1
wherex ~ 0.577 is Euler's constant, = Ps, ando; = o}, k =1,..., K. The result in[(20)

is obtained by applying the techniques [n1[19] and the faat fbr no CSI at the transmitters,
the ergodic sum capacity of & users MAC channel, where each user has a single transmit
antenna, is equivalent to the ergodic capacity of a singk-gystem withK" transmit antennas
[20, Proposition 1].

Now we consider the case of non-i.i.d. random variables?, k¥ = 1,..., K. Define the
vector [z1, ..., x| of multiple variables. Thenlog,(1 + Zszl ar €**) is a convex function on
RE for arbitrarya;, > 0 (see e.g.[[21, Lemma 3]). Thus, applying Jensen’s inequiali{1g),

we have N
— P
R, > log, <1+ZA—ﬁexp (E {log [|hk|2”)> : (21)
k=1""°%

From [21], we know thaff {log [|h4|*]} = log(a}, ) + ¥(1) = log(a;, ) — x wherey(-) is the
digamma or psi function [22, Eq. (8.360)]. Thus, a closedrf@olution for the expression in
(21) is given by

— K PkO'}ZL
Ry, >log, [ 1+ Z N Eexp(—k) | . (22)

k=1
Similarly, in the case of the medium received primary SNRhatdecondary receiver, i.e., when

the condition in[(B) is satisfied, a lower-bound for ergodipacity of [9) can be written as

_ Pyo? K po?
Ry > —R, + log, <1 + j\/,sh” exp(—k) + 7Zk_/l\/;k L

exp(—m)) . (23)
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3) Ergodic Capacity of Cognitive Network with Weak Interference: Now, we investigate
ergodic capacity for the case of weak interference from arymuser to the secondary receiver.

From (8), an upper-bound for the ergodic capacity of the séary system is given by
- >t Pelhu)® >y Palhal?

s =K 2c0 1 1+==—— <1 14+ E;), pe  &=F——
B = Einyie< { °g2< TN+ Rolly)? 082 P BmE<e ) N Ry, 2

Zli{—l Pkgizz
<log,| 1+ — - = log, | 1+
= &< Not Polppce, (oY ) ~ %

K 2

Zk:l Pkahk
_°p °p ?
2 o, o
M+P00hp(1—6 r)—Pycye v

(24)
wherec, = %(2& — 1) and in the two inequalities above we used Jensen’s inegualinilar

to (21), an upper-bound faR, in this case is obtained as

K
R, > log, (1 + Z P exp (E {log {|hk|2}} — Ejpp<c, {log [M + P0|hp|2} })) ) (25)
k=1

SinceE, 2, {log [N, + Polhy|]} < log [N+ PoE, 2., {|h,]*}], @ close-form lower-bound
for (28) can be written as

K 2
. Pio
2ok T, = exp(—+) | - (26)
N, + Poa,zlp(l —e cr’211’) — Pycye “hp
Furthermore, if the secondary links, have i.i.d. distribution, a tighter lower-bound can be

obtained using the bound ia_(20) as

Fs 2 10g2 1 +

P, o? ey
_ 07
Ry >log, | 1+ — — XD (I;:l T Ii) ) (27)

./\/’S—FP()O'}ZLP(l—e Uhp)—POCpe Thp

V. PERMISSIBLE POWER ALLOCATION ON GAUSSIAN COGNITIVE MAC

In this section, permissible power levels in the secondgsgesn are investigated. First, we
derive the power allocation for the case that the secondsey experiences strong interference
from the primary sender and interference is decoded. Nextskow that for the case of weak

interference and treating interference as noise, the samergllocation schemes can be applied.
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A. Power Optimization with Known Cognitive MAC Statistical CSl at Secondary Users

Here, we assume that instantaneous CSI of cognitive mellaptess channel gains are not
available at the secondary users. However, it is assumedttibastatistics of the secondary
channels, i.e.p; , k = 1,...,K, and interference channels; , ¥ = 1,..., K, should be
estimated for calculating the power control coefficientberefore, we consider the ergodic
capacity as a performance metric for the cognitive MAC syste

Before formulating the problem of maximizing the rate gitba outage constraint, we present
the following lemma:

Lemma 1: The optimum point for maximizing the sum-rate capacity ajmitive MAC using
OIC over the feasible set of the power coefficiefis £ = 1,..., K, IS same as maximizing
the rate given in[(11), i.e., clean-MAC capacity.

Proof: By defining;, = “j’\’;f, Yo = %}”"2 and combining[{6),[{9), and_(IL1), the sum-rate

capacity at the secondary receiver is given by

q] -
log, (1 + ﬁ) , if 7, < a,
Csum (Pa {'Vk:}kK:p Yp» Rp) = —R, + log, (1 + v + \pr) , fa< Vp < (1 + ‘I’p) , (28)
logy (1 +W¥p), if v, >a(l+Up).

wherea = 2% — 1, Up = S8 Py, and

R (1) B )
P={Puk=1... K:1—e ™ [T\ 1+ 55| <pu P20k
k=1 Foog,

As it can be seen froni(28), for a given primary parametees, R, P, and |h,|?, Csym iS an
increasing function oV . Moreover, V¥, is weighted sum of the power coefficients € P with
non-negative weights. Hence, the optimum power coeffisié}it k = 1, ..., K, for maximizing
the strong interference capacity, ileg, (1 + VUp) is the same as the optimum power coefficients
for maximizing C'sym [ |

Now, using Lemma 1, we formulate the problem of power allecain cognitive multiple
access channel (or uplink cognitive network). As statecheprevious section, the performance
metric for network optimization is the ergodic capacity, more precisely, its lower bound
(22) for the case of strong interference. Note from Lemméhé&,dapacity maximization under
different scenarios is equivalent to maximizing the stramgrference capacity. Therefore, the
power allocation problem, which has a constraint on thegmipaobability at the primary receiver
node (BS), can be formulated as
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K 2
_, Pro

Tyeeey K _/\/’S
_mNp K P, o2 -1
T
st.1—e "% H (1 + Poagk%h> < pm, P.>0 fork=1.. . K. (29)
k=1 9p
The objective function in[(29) is a concave function of thevpoallocationP,, k = 1,..., K,

parameters. Thus, for the convexity of the problem[inl (28§ tonstraint seD; must be a

convex set. The first constraint ih_(29) is

K e Py og, -
f ({Pk}k:1) =1—e 0% H 1+ Py o2 Mh | = Pm,; (30)
k=1 9p

with Dy = {P; € (0,00),| f ({P:}1—;) <0}, f: Dy — R. Although f ({P,}i-,) is a convex
function of the primary user poweh,, it is a concave function of the secondary transmit powers
P, k=1,...,K. Hence,D; is not a convex set, and thus, this makes the problem nongonve

Since the KKT conditions are still valid for non-convex plefs, but may lead to a local
optimum, in the following, we propose an iterative algamitivased on the KKT conditions. We
also solve it through the use the well-established intgumint methods[[23].

The Lagrangian of the problem stated [in](29) is

K Zszl Pkglek K
L({Pi}p—1) = —logy | 1 + — v )T M ({Pe}r=1)- (31)
For secondary uselis= 1, ..., K with nonzero transmitter powers, the KKT conditions are
0 —logye o Bi(1+ Bp;)~"
R N B (32
g 1+ Zk:l Pray Hk:l(l + PyBx)
MEPH=) =0, A>0, f({P}hio) <0, (33)
h O’ii crgi’yth d _2;:\2[17 . . I I
whereo; = 5, fi = Py oz, and( = e "%, Since assuming Lagrange multipliar= 0

contradicts the equalities iiL(32), we have alwgy$P;}~ ) = 0. Hence, the problem ii(29)

can be reduced to p
*  P.o?
max log, 1+7Zk_1 T

pnax N, eXp(—H)) st.— f{P},)=0, P,>0,fork=1,..., K.

(34)
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where —f({P,}5_,) is a convex function in the feasible set of the power coefiitsie’,, k& =
1,..., K. Therefore, the problem in_(B4) is a convex optimizationd &émus, solving the KKT

conditions leads to a global optimum solution|[23, pp. 243pm (30), we have
K

[0+ 2B = (1= pw)7'¢ (35)
k=1
Combining [32) and(35), we can find the Lagrange multiplier a
1 + Pzﬂz —1 —1
= logy(e) (1 — pm) Lo, (36)
55 P A€ ( )
fori=1,..., K. From [36), power coefficient®;, j = 2,..., K, can be represented in terms
of P, as
1 [ B N
Pi=— |L—(1+Pp)—1| & F(P 37
J Bj |:510éj( + lﬁl) :| J( 1)7 ( )

for j = 2,..., K. Substituting ?; from (37) into [35%), we can find?, from the following

nonlinear equation:

P =

(1—Pm)_1CH(1+ Fj(Pl)ﬁj)_l—ll Bt £ G(P). (38)

j=2
Then, P;, j =2,..., K, can be found using_(87).
Corollary 1: The ergodic capacity maximizing power allocation, when @@sed, is same
as the power allocation coefficients given [nl(37) and (38).
Proof: The proof is followed by using Lemma 1 and the problem forrtiafain (29). m
Finding the transmit power limits: From (37), we can find the maximum allowable power
transmitted by each secondary MS. By transmitting the wipol&er budget from the first node

we haveF;(P) =0, j =2,..., K, and the corresponding transmit power becomes
Prilax = [(l_pm)_1< - ]-:| 51_1 (39)

Moreover, for initial guess about the optimum point, frdn7l{&nd by the fact thak;(P;) is
an increasing function of;, we can find the minimum value of the transmit power operating
point. SinceP; >0, j =2,..., K, from (31), we can find thaP, > P!

min

: a; 11" o2 | Pyo? Pyo?

Pz _ J _ J 9p 9p
min —  HlaxX - = | max — 5 -

j=2,..K ﬁjal 51 j=2,..K og | Th 05 Vih

where[z]" denotegz]t = max{0,x}.

where
+

(40)
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Cognitive system operation condition: Since P! should be positive, the condition that

max

cognitive system can co-exists with primary system can beddrom [39) asl — p,, < (. By
replacing¢ and~y, with the system parameter, the outage probability margoukhsatisfy the

following condition:
Y

pm>1—e 7 £p (41)

If (A1) is not satisfied, the cognitive system should be tdro# to not interfere the primary
system. Note that ifi (41}, is basically the amount of outage probability of the primsygtem
in absence of cognitive radios.

Recursive Power Allocation Algorithm: In Table I, we show an iterative algorithm to nu-
merically find the optimum power allocation. First, we seg fihitial transmit powerP; to a
random value in the range df (39) and](40). Then, in the itergiower updating phase, we use
equations in[(37) and_(B8). Note that from|(38), the boundandition in [35) is satisfied in all
the iterations. Moreover, since this iterative algoritrsrobtained from solving KKT conditions
and the fact that a convex optimization problem has a singlénoum point, this algorithm
converges to the optimal point.

Power Allocation with Power Constraint: Now, we consider the case that there is a power
constraint in each secondary user, i8,,< P"* where P,"** is the maximum power budget

of cognitive userk. Thus, the optimization problem ib_(29) can be rewritten as

max log, [ 1+ 725:1 Pka%”“
Pr 2 ./\/:g eF 9

_omNp K P, 02 -1
st.1l—e POGEPH 1+ngk%h Spmu ngkgplznaxv fork:lv"'7K' (42)
k=1 0%gp

In this case, the iterative algorithm given in Table | can bedified as follows: First, we
and ppax —[ppax_ pt 1+

max

initialize the transmit power with a positive value in thege of P!,

where Pi. and P! . are defined in[{39) and(#0), respectively. Then, we can kethe P},
Jj=2,...,K as P/ — [P/ — [}(Py)]" where F;(P,) is given in [3T). The updated value
of P, is computed ag** — [P — G(P,)]" whereG(F,) is given in [38). By repeating the
procedure stated above, the optimum power coefficientsdgtiired accuracy is achieved. Table

Il summarizes the algorithm given above for solvifigl (42).
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B. Power Optimization with Known Cognitive MAC Instantaneous CS at the Secondary Users

Here, we assume that instantaneous CSI of cognitive melliptess channel gains are avail-
able at the secondary users. However, only statistics ofintesference channels, i.ecr,gk,
k=1,..., K, can be estimated. We first present the results for the stpongary interference
case. Thus, we consider the instantaneous achievablenr@id)i as a performance metric at the
cognitive MAC system. Therefore, the power allocation pealy which has a required outage

probability constraint on the primary BS node, can be foated as

K 2
Pylh
mas log (HM>

Py,..., K ./\/:g
Ny K P. 2 -1
st.1—e¢ POUQPH 1+Po_gk7th Spmv Pk:ZO, fork:lv"'vK' (43)
k=1 0%,

Proposition 2: The solution for the power allocation valuéy, £ = 1,..., K in the opti-

mization problem[(43) can be expressed as

K
b = (1—Pm)_1CH(1+ Fj(Pl)ﬁj)_l—ll Bt =GR, (44)

j=2

1 Bj‘hl‘z A T
= 1+ Pj)—1| & F(P 4
forj=2,... K.

Proof: The proof is similar to the procedure given in SubsectiomlWhich lead to [37)
and [38). [ |

The iterative algorithm expressed in Table | can be also dieethe scenario given in this
subsection, where instantaneous CSI of cognitive netwoknown at the secondary users. But
functions F;(P;) and G(P,) are replaced bﬁj(Pl) and G(P,), respectively, and®:. in (@0)

can be rewritten as
i |hJ |2 PO O-gp PO O-!?p
P, = | max 5 S
= or | [hPPy o5

J’_

(46)

Corollary 2: The instantaneous capacity maximizing power allocatioew®IC is used is
the same as the power allocation coefficients giveri_ih (3d)(@8).

Proof: The proof is similar to the proof of Corollary 1. [ ]
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VI. NUMERICAL ANALYSIS

In this section, numerical results are provided to dematsstthe usefulness of our analytical
results, as well as the effectiveness of the resource &lbocalgorithms presented in previous
sections. We consider & users secondary system with a common BS. In all the evatuatio
scenarios we have assumed that the secondary system malktiggss links, and interference
links g; are independent Rayleigh distributed with variang¢eand ag, respectively.

In Fig.[3, the ergodic rat€'s,, in (I8) achievable with SIC folk = 1,3 is depicted. The
upper and lower bounds on sum capacity derived in Subsedii® are also depicted. The
horizontal axis is transmit SNR from each secondary useit éan be seen the upper and lower
bounds are tight for both cases of one and three users. Frerfigire, we observe that the
lower-bound based ol _(R0) is very close to the capacity. Mewehe lower bound in(20) is
only valid for i.i.d. distributed cognitive radio channélg. In contrast, the lower bound based
on (22) can be also used for non-i.i.d. distributed links.

int
sum

In Fig.[4, the ergodic rat€’y, . in (24) in which interference from the primary node is treate

as noise is depicted foK = 1, 3. It is also assumed that the received SNR from the primary

P 2

X;”’ is 0 dB and cannot be decoded at the secondary receiver, and

transmitter, i.e., SNR =
thus, it is treated as noise. The approximation on sum cgpéderived in Subsection 111-B-3
are also depicted. The horizontal axis is transmit SNR fr@ohesecondary user, |e% As
it can be seen, the upper bound and approximations are tighidth cases of one and three
users. Although the approximation based (26) is not wackyg a lower-bound, it can be
seen from simulations that this approximation is a lowerrabon the capacity for the two
cases demonstrated in Fig. 4.

Fig. 3 considers the outage probability experienced in thegry system as a function of

the ratio between the average diffuse primary componenttl@daverage interference power

0.2
received from the secondary transmitters, which is dendte S,L\'FZTL where SNR = POT;’P
K 0'2 . N N . . .
and SNR, = Z"%I:’”k The transmission rate in the primary systétp is fixed to 1 and 2

bits/channels use and we measure the outage probabilityeiprtimary system. Fronf_(IL5), it
can be seen when the power ratio goes to infinity, the outagjeaprlity converges to the case
2ftp 1

of outage probability without cognitive radio, i.e3 =1 — e %% . The curves are shown for

different values ofR, and SNR, and it can be seen that for a fixed amount of interference from



19

the secondary system, lower primary rate and higher prirSB&HR reduces the outage probability
at the primary node. Another interesting observation frogn [B is that the outage margin is
more sensitive when SNRs increasing. In other words, the difference between taogéage
probability p,,, and p, (the outage probability in absence of cognitive radio) ghler for a larger
SNR,. Another observation is that it is shown that by changingrteber of user fron¥ =1
user toK = 5 user, the outage probability is not much varying for all cadepicted in FiglI5.

In Fig.[8, we compare the target outage probability at pnmexdep,,, in the presence of CR
versus the outage probability in absence of CR for diffexatties of average interference SNR
at primary receiver, i.e., SNR and different number of users = 1, 100. It can be seen that
as interference parameter Sp)Rjoes down, the outage probability gets closepgoHowever,
for high interference from CR and higher value @f the outage margin at the primary user
becomes too high, and hence, co-existence of primary ammhdary is not feasiblec. Moreover,
it is also observable that the relationship betwegnand p, is not sensitive to the number of
usersk, especially for lower interference powers from secondargles.

Finally, Fig.[1 shows the achievable sum-rate capacity efsbcondary system for different
primary outage target, primary rate, and number of usensc&oulating the achievable capacity,
the maximum allowable power is found using algorithms giverSection IV. We have also
assumed that the distance of the secondary users from tmargrBS are two times of their
distance from secondary BS, |éi—’€ = 8 when the path-loss exponent is equal to 3. It can
be seen that when the SNR of thgek primary system is low, the GResyshould be turned off.
For example, the threshold SiRor operating point of CR is 14 dB whep,, = 10~2 and
R, = 1 bits/s/HZ. Furthermore, from Fid.] 7 it is observed that fogher target outage,,
and lower primary rate?,, the secondary capacity is increased. In this numericahplg we
have also observed that when the outage probakility= 102 is required at primary receiver,
and SNR = 25 dB, by decreasingz, from 2 to 1 bits/s/Hz, capacity of secondary system is
increased around 3.5 bits/s/Hz. Now, we study the asyntpbethavior of the curves in Fig] 7.
Assumingo; = o ando} = o7, for k = 1,..., K, a closed-form solution for the transmit

power of each secondary user can be found friomh (37) [add (38) as

P 0'2 _ WthNP
Pr= 2 e KR (1= p,, )"V — 1] (47)
O-grYth

Thus, form [22) and[(47), the slope of the ergocic capacitfig [@ in high SNR scenario is
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given by

. Csum log, (10)
1 - ~ 0.33. 48
SNR, 300 10 1og;o(SNR)) 10 033 (48)

Finally, we again see that the ergodic capacity of the semgnslystem is not sensitive to the
number of users. Nonetheless, for the casep,pf = 107!, a single user cognitive network
achieves slightly higher capacity gain than a network with= 100 users. In addition, since
increasing the number of users does not have much effecteosuim-rate capacity, it can be
inferred that the proposed system can achieve considegabien spectrum efficiency compared

to orthogonal transmission strategies.

VII. CONCLUSION

We have considered communication scenarios in which thenskcy (cognitive) uplink users
are allowed to transmit along with the transmissions in thenary system, not violating the
target outage performance in the primary system. This paperulated the power allocation
problem to maximize the sum-rate of cognitive radio usersGaussian MAC when there is
outage constraint at the primary user. We proposed effiegirdtsimple solutions for the power
control. The secondary transmitters can guarantee th@eybability for a primary terminal
by appropriate assigning the transmit power. A simple dosem expression for the outage
probability at the primary user was derived. Various tighwér and upper bounds were found
for the ergodic sum-rate capacity of the secondary systeenh@ve also investigated that the
secondary users should apply OIC and cancel the interfereom the primary system whenever
such opportunity is created by (a) selection of the datairatee primary system and (b) the
link quality between the primary transmitter and the seemyndeceiver. We devised a method
for obtaining a maximal achievable rate in the uplink se@pdystem whenever the primary
signal is decodable. The numerical results confirmed thafptioposed schemes can bring rate

gains in the CR systems.
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Fig. 1. Wireless network with multiple cognitive users a&axe

Fig. 2. The region of achievable rate paiRs R;) of secondary system sum rate and primary rate from secpndaeiver

viewpoint.
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TABLE |
MAXIMUM RATE POWER ALLOCATION OF SECONDARY COGNITIVE NETWORK WITH OUTAGE CONSTRAINT AT THE PRIMARY

USER

Initialization:
Initialize P, from the intervalP; € (Pl;,, Pl ) Where P,

and P. . are obtained in[{39) an@ (#0), respectively.

in

Recursion:
SetP; = [F;(P1)]" for j =2,..., K, where F;(Py) is given by [37).

Find P® = [G(P1)]* where P! is the updated version df; and
G(Py) is given by [38).

Repeat the recursion until the desired accuracy is reached.

TABLE Il
MAXIMUM RATE POWER ALLOCATION OF SECONDARY COGNITIVE NETWORK WITH OUTAGE CONSTRAINT AT THE PRIMARY

USER AND POWER CONSTRAINT PER USER

Initialization:

Initialize P, from the intervalP, > P!. and

min
Py < PP [P — pio )T where PL,, and PL ., are
obtained in[(3P) and(40), respectively.

Recursion:

SetP; = P — [P — Fj;(P)]T for j =2,..., K, where
F;(Py) is given by [37).

Find P = P® — [P{™* — G(P1)]" where P®" is the
updated version of? and G(Py) is given in [38).

Repeat the recursion until the desired accuracy is reached.
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Fig. 4. Ergodic sum rate of the secondary multiple accessyfor one and two users when interference from primary user
‘2

is treated as noise and ShNR= P“‘% = 1. An upper-bound and two approximations are also depicted.
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Fig. 5. Outage probability in the primary system as a fumctid the ratio between the average diffuse component of the
primary signal and the average SNR of the interfering sigrah the secondary at the primary receiver. The systems with

different number of user&’, primary rateR, and average primary SNRare compared.
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Fig. 6. The target outage probability at primary nqgg in presence of CR versus the outage probability in absenceRof

for different values of average interference SNR at primageiver and different number of users.
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Fig. 7. Ergodic capacity of the secondary users as a funcifoaverage SNR of the primary system in a network with

K = 1,100 users, outage targets pf, = 10~',1072, and primary ratesk, = 1,2 bits/s/Hz.
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