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Abstract

Relay-assisted cooperative wireless communication has Slgown to have significant performance gains over
the legacy direct transmission scheme. Compared withesireday based cooperation schemes, utilizing multiple
relays further improves the reliability and rate of transsions. Distributed space-time coding (DSTC), as one of
the schemes to utilize multiple relays, requires tight daowation between relays and does not perform well in a
distributed environment with mobility. In this paper, a peoative medium access control (MAC) layer protocol,
called STICMAG is designed to allow multiple relays to transmit at the sdime in an IEEE 802.11 network.
The transmission is based on a novel DSTC scheme cedledomized distributed space-time codifRrDSTQJ,
which requires minimum coordination. Unlike conventionabperation schemes that pick nodes with good links,
STICMACpicks atransmission modéat could most improve the end-to-end data rate. Any stdtiat correctly
receives from the source can act as a relay and participadtawarding. The MAC protocol is implemented in
a fully decentralized manner and is able to opportunidgicacruit relays on the fly, thus making libbust to
channel variations and user mobility. Simulation resutisvs that the network capacity and delay performance

are greatly improved, especially in a mobile environment.

Index Terms

Space-Time Code MACSTICMAQ, Randomized Distributed Space-Time Coding (R-DSTC),pevative

communications, medium access control, protocol desigEEI 802.11

This paper is a revised version of a paper with the same nabraitad to IEEE Transaction on Wireless CommunicationsC$IAC
protocol with RTS/CTS turned off is presented in the appermdithis draft.

July 8, 2021 DRAFT


http://arxiv.org/abs/1105.3977v2

. INTRODUCTION

Cooperative wireless communication [1]-[4] techniquepleix the broadcast nature of the wireless
channel by allowing stations that overhear other transomssto relay information to the intended
destination, thereby yielding higher reliability and thghput than direct transmission. While initial
cooperative communication schemes [1], [2] employ a singlay, subsequent work [4] allows multiple
relays to forward signals at the same time, each mimickingrdenna of a multiple antenna transmitter
by using adistributed space-time cod®STC). For a DSTC based transmission scheme, relays must be
carefully coordinated. Before each packet transmissiarerdral node/controller selects and indexes all
the relays it wants to recruit. This decision must be knowrebgh of the selected relays, so that they
know who participates in cooperation anehich signal stream of the DSTC each of them transmits. In a
distributed environment with mobility, this leads to extignaling overhead. Furthermore, the controller
needs global channel knowledge in order to optimize systenfopnance. Another drawback of this
scheme is that nodes other than those being chosen areipdtfilom relaying, while at the same time,
the chosen relays might fail to participate in forwarding #ignal due to fading or noise. Those inherent
drawbacks lead to inefficiencies in implementing a DSTCelagsrotocol.

The above drawbacks can be addressed by emplagindomized distributed space-time codi(ir
DSTC) [5], which eliminates the requirement of space-timdec(STC) codeword assignment and reduces
the coordination between the source and the relays. R-DSDUiIdes a robust cooperative relaying
scheme in contrast to a DSTC based system, and has the pbtEnhsimplifying the protocol design,
thus leading to a reduction in signaling cost.

In a cooperative environment, physical (PHY) layer coopenaneeds to be integrated with a medium
access control (MAC) layer in order to recruit relays as vaslicoordinate transmissions and receptions.
CoopMACI6], as one of the first MAC layer designs to support a coopegd®HY layer in a wireless
LAN (WLAN), enables cooperation under the IEEE 802.11 freumek. Since the low data-rate stations
at the edge consume the majority of the channel time, theeggtg throughput is severely degraded [7].
CoopMACalleviates this problem by allowing transmissions to tale@ in a two hop manner. As the
transmissions over both hops are accomplished at a highaatensiderable improvement is achieved in
the aggregated throughput. The performance of CoopMAGCgitakuperior to direct communication,

is still limited as it only selects a single relay, which is satlvantage when it is employed in a
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fading environment. While utilizing multiple relays at tiRHY layer greatly improves the reliability
of transmissions, it remains unclear how such techniquedeaemployed to deliver significant network
capacity gains for a loosely synchronized network such adE&E 802.11.

In this paper, we design a robust MAC layer protocol caleGiCMAC (Space-Time coding for
Cooperative MAC), which is compliant with the IEEE 802.1hrslard and enables R-DSTC based
cooperationSTICMACallows one to harvest cooperative diversity from multipteles in a decentralized
manner. In this scheme, if a data packet from the source reduts relayed, all potential relays listen to
the transmission from the source and try to decode. Assusmig detection mechanisms such as cyclic
redundancy check (CRC) are employed at the relays, onlygelaat successfully decode the packet
forward to the destination innisonusing R-DSTC. In order to do so, the handshaking proceduieedke
by the IEEE 802.11 standard is extended to allow relays beiited in an opportunistic manner while
ensuring that the transmissions from multiple relays atksamn free.

The main contribution of this paper is that it fundamentatyanges the way cooperation is established.
Instead of picking nodes with fast links or finding a fast paththe network, our scheme picks a
transmission modémodulation, channel coding and STC) that could most im@rihe end-to-end rate
on the average. Relays decide to participate or not to pgaate independently based on whether they
receive the packet or not. In fact, neither the source orirtsgin station need to know who the relays
are or where they are located. STICMAC is an optimized PHY@Méross-layer scheme that can be
implemented in a fullydecentralizednanner and is able to opportunistically recruit relaysthe flyat
minimum signaling cost for an infrastructure-based IEER.80Q network.

We evaluate the system performancesGiCMAG and employ cross-layer optimization to find suitable
transmission parameters, i.e., per-hop rates and STC diorenthat maximize the end-to-end rate.
Optimization of transmission parameters is performed ragsy either a complete knowledge of average
channel statistics for both hops, or simply consideringrthinber of stations in each WLAN cell. We call
these two approacheSTICMAC with channel statistidSTICMAC-C$ and STICMAC with user count
(STICMAC-UQ respectively. We investigate the aggregated networkutjinput and the average delay
for all stations in both a static and mobile environment. @sults suggest that both STICMAC-CS and
STICMAC-UC have similar performance, especially for a &argumber of users. This outcome strongly

supports our argument that the proposed scheme does noaneri knowledge of channel conditions,
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as opposed to DSTC. Additionally, simulation results shbat thoth types ofSTICMAC significantly
outperform DSTC in terms of throughput and delay, due to fogignaling cost, and also outperform
CoopMAC and direct transmission due to increased diversity. Whike performance of DSTC and
CoopMACsignificantly decreases under mobili§TiCMACis more robust, and in particul@TICMAC-
UC shows minimal performance degradation in a mobile enviemimFinally, we conduct a study of the
interference propagated to neighboring wireless LANs fbtransmission schemes. Simulation results
show that, for the same traffic load, the average interfergyamerated b TICMACis similar to DSTC,
and much less tha@oopMACand direct transmission.

A related work [8] proposes a MAC layer protocol that depl®STC in anad hoc network to
assist network layer routing. This allows cooperative graissions from multiple relays, however, its
performance and practicality for a mobile network are ditflited due to the limitations of DSTC
outlined above. Opportunistic routing [9] is a routing maal for ad hocnetworks that allows one node
closest to the destination to forward in case multiple nagegive from the previous hop. Compared
with STICMAC, which operates in MAC/PHY cross-layer, oppmistic routing operates in the network
layer. The other difference is that STICMAC allows an engta multihop transmission within a single
channel access and queuing is not necessary at the rela@VAT also allows signals from multiple
relays to be combined coherently in the PHY layer. Anothex afthe term “opportunistic” appears
in the cooperative communications literature in [10], hegre the notion there is to select relays based
on instantaneous channel state. Generic MAC protocols fofSRC are designed in [11], [12], where
transmission parameters are optimized given the bit eata;, assuming no channel coding is employed.
Without forward error correction coding, those schemes @ause error propagation by allow relays to
forward even if erroneous packets are received. These papmstly focus on the PHY layer characteristics
that enable the use of randomized codes in realistic wsalesworks, and do not explicitly investigate
MAC layer details. STICMAC is the first protocol derived fratime IEEE 802.11 where practical MAC
layer aspects of randomized cooperation are addressed.

We note that synchronization is an important issue for alhgmission schemes that allow multiple
stations to transmit at the same time on the same frequersydefnonstrated in [13], symbol level
synchronization in DSTC based transmission is feasible csofaware defined radio platform with

commercially available IEEE 802.11 components and a cugemhFPGA. Thus we believe necessary
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synchronization for R-DSTC, which is more robust to syndmation errors than DSTC [14], can also
be implemented.

The rest of this paper is outlined as follows. Section Ilaoduces the PHY layer background for R-
DSTC. In Section Ill, we present tHeTICMACprotocol in detail. Section IV develops two opportunistic
rate adaptation schemes f8TICMACto optimize the transmission parameters. Section V presiiet

simulation results and the performance evaluation. Rinail Section VI, we present conclusions.

[I. R-DSTC RHYSICAL LAYER DESCRIPTION

An STC is designed to operate over several antennas at thetsansmitter station. In contrast, DSTC
employs an STC over multiple relays in a distributed manwéren these relays cooperatively forward
a signal, each relay corresponds to a specific antenna dleshéime underlying STC, and transmits a
predefined STC encoded stream. The advantage of DSTC lieés aapability to form a virtual MIMO
system by using these relays and producing diversity gaen & each station is only equipped with one
antenna. The performance of DSTC and the diversity gainimddahas been studied in [3].

R-DSTC is introduced and examined in [5] as a novel form of OSTike conventional DSTC, R-
DSTC is deployed in a cooperative scenario with multiplayslalong with a source and destination pair
and operates over two hops. Although R-DSTC can be emplogedy welays with multiple antennas,
we assume that each station is only equipped with a singenaat The scenario with multiple antennas
per station can be easily extended from the single-anteasea. c

Fig. 1 shows a single-antenna relay that employs a regutmiesinput and single output (SISO)
decoder to decode the information sent by the source statithre first hop. Provided the information is
decoded correctly, as determined by checking the CRC fie&lrdlay is responsible for re-encoding the
information bits and passing them to an STC encoder. Supihesenderlying space-time codeword has
a dimension x K, whereL is the number of antennas aKdis the block length transmitted by each
antenna. The STC encoder generates an outplt pérallel streams, each stream corresponding to an
antenna. Unlike a regular DSTC where tfth relay simply transmits the streajnin a R-DSTC system
the jth relay transmits linear weighted combination of all streams The weights of the. streams at
the jth relay are denoted by a vecter; = [w;; wj2 ... w;]. Each element irw; is an independently
generated random variable with zero mean and varidriéde As described in [5], a complex Gaussian

distribution is adopted for the distribution of the weigbkisce it has desirable properties in terms of PHY
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layer error rates. Assuming relays simultaneously transmit in the second hop, the veeto where
j=1,2,...n, represents the random weights at refagndR = [wy, wa, ..., wy] is the weight matrix
for all thesen relays. The destination station is assumed to have onerentamd is able to decode the
received signal with a conventional STC decoder.

The physical layer fundamentals of R-DSTC is described imitden [5], where it is shown that R-
DSTC comes very close to the performance of DSTC in terms of Riyer properties and can provide
the full diversity order ofZ. with at leastL relays. A major advantage of the R-DSTC technique over
DSTC lies in the fact that the source station does not neegdoifically select its relays as well as to
assign antenna indices to each relay. In R-DSTC, the soundelestination remain unaware of which
stations act as relays and which random weight vector has bsed in relays. These features enable
R-DSTC to be a fully decentralized scheme in a cooperativir@mment.

[1l. STIC MAC: A RoBUST COOPERATIVE MAC LAYER FRAMEWORK

While R-DSTC has been mainly studied in the PHY layer, aniefiictMAC layer protocol is essential
in order to enable its use in a real environment and to tremsis PHY layer benefits to performance
gain in the upper layers. This section presents a robust M&@€rlprotocol, calle@pace-Time coding in
Cooperative MAC(STICMAQ, in support of R-DSTC in an IEEE 802.11 WLAN environment.ths
paper, we consider a WLAN operating in the infrastructuredeyavhere an access point (AP) works as
a central unit. The proposed MAC protocol is mainly composetivo parts: (1) a three-way handshake,
which includes relay recruiting and acknowledgements;c(@perative two-hop data transmission. The
three-way handshaking takes care of all signaling amongdloece, destination and relays. During the
handshaking procedure, relays are recruited simultaheand opportunistically according to each relay’s
instantaneous channel conditions, while no other statiexcsept for the selected relays, needs to know
these channel conditions. Cooperative two-hop data tressgon occurs when relays receive the necessary

transmission parameters. The detailsSSGiCMACare explained in the rest of this section.

A. Wireless LAN Medium Access Control Overview

In the IEEE 802.11 WLAN standard [15], Distributed Coordioa Function (DCF) is the mandatory
MAC protocol. Since DCF is contention based, stations egnplorier sensing multiple access/collision
avoidance (CSMA/CA) algorithm to resolve collisions. Undhkis scheme, each station can starts a

packet transmission only if it senses the channel to be flesever, due to sensing range limitations,
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two stations could be sending to a common receiver simudasig. This phenomena is referred to as
the hidden node problem. In order to avoid such scenaridsialicarrier sensing is employed, by means
of the Request-to-Send (RTS) and Clear-To-Send (CTS) &aifi@ese two control frames broadcast the
duration for the upcoming data transmission so that stattbat do not participate in this transmission
withhold their own transmissions until the end of the ongopacket transmission. In this paper, we
focus on the DCF mode with RTS/CTS messaging and developsa-tager framework for a distributed

cooperative system based on IEEE 802.11. STICMAC with RTS/Qurned off is presented in the

appendix of this paper.

B. Protocol Design for R-DSTC in WLANS

In this subsection, we introduce tl&diCMACprotocol that enables R-DSTC in an infrastructure-based
WLAN under DCF modeSTiCMACenables relay discovery and concurrent cooperative trassms
from all relays to the destination. Without loss of gendyale consider that the source of a transmission
is a station while the destination is the AP. A symmetric sohevith the same characteristics can be
applied for the downlink transmission (from the AP to thetistzs).

In order to enable all relays to forward a packet in unisor, MAC layer needs to provide critical
parameters for the cooperative transmission. The reqtiegdmission include the transmission rates for
both hops, and the underlying space-time code for the sebopd Let us denote; as the first-hop
rate,r, as the second-hop rate, aidas the STC dimension. We assume that R-DSTC uses a class of
underlying orthogonal STC’s parameterized by the code dgioa L. A proper joint selection of these
parameters can optimize the MAC layer performance. Detdilsuch an optimization will be provided
in Section 1V. Additionally, the MAC layer must also provitiening information for both hops, as a data
packet undergoes a two-hop transmissionSIHICMAG a three-way handshaking procedure is initiated
by the source to disseminate these transmission paraméibosved by the data transmission. Fig. 2
illustrates howSTICMACworks for a single packet transmission, which consists efftllowing steps:

a. The Three Way Handshaking Phase

1) The source station initiates the handshaking by tratisigita RTS frame at the base rate in

compliance with the IEEE 802.11 protocol. The RTS frame mesethe channel for subsequent
signaling and data messages. The source continues withrahentission of the second control

frame, calledHelper-Recruiting(HR) frame, ashort inter-frame spacingSIFS) period after the
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transmission of the RTS frame. This HR frame is transmitteth@ chosen first-hop ratg using

a corresponding physical layer modulation level and chiooéing rate. Only those stations that
have a channel strong enough to decode the HR message dyadikeceive the subsequent data
packet correctly at the same rate. Thus, all stations rexeihe HR frame correctly are recruited
as relays for the current data packet forwarding. Sinceureg of the relays is conducted on the
fly, this procedure is fully decentralized. The exact setaafruited relays may vary from packet
to packet due to channel variations or mobility, enablindyfapportunistic use of relays. The HR
frame contains the underlying STC dimensibrand the hop-2 rate,, which is characterized by
a modulation scheme and channel coding rate.

2) A SIFS time after the HR frame, the recruited relays sendriison the helper-to-send (HTS)
frame using R-DSTC. The transmission is at the second-hep-sausing an STC of sizé.. The
HTS message is jointly transmitted by all relays that susfcdly decoded the HR message from
the source station. Since a single STC is employed by all éleys, only a single HTS message
is received and decoded by the destination station withausiag a collision. The HTS frame is
employed for the following reasons. Firstly, it is used asaaknowledgement to the source station
that one or more relays have been recruited. Secondly, stendgon station, as long as it receives
the HTS frame correctly, can verify that those relays care@idsupport a rate, transmission to
the destination, even though it doesn't explicitly know wefhistations act as relays. Thirdly, HTS
frame helps to alert the hidden terminals around the relagsa&oid a possible collision.

3) The destination responds with a CTS frame, which sigrieseind of the three-way handshaking
among all participants. The above handshaking procedutgces the likelihood of a data packet
collision which is especially in the case of a long data packe

b. Data Transmission Phase

1) In the data transmission stage, the source station pitece@h sending the data frame over the
first hop, at rate-;. We call this frameData-Sframe.

2) The recruited relays cooperatively transmit the datan&aver the second hop, at ratg We
denote this frame aBata-R The transmission employs an STC dimension.of

3) The destination station finishes the procedure by senfing to the sender aficknowledgement

(ACK) message in order to confirm that the data packet is succlyssfakived.
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The above protocol is backward compatible with standarddB82.11 WLAN protocol since RTS/CTS
follows the same format as defined in standard WiFi. Legaatiosts can read thBuration field and
set theirNetwork Allocation Vector (NAY)which indicates how long the surrounding nodes must defer
from accessing the channel. Thus legacy stations can sbwith STICMAC stations, even though they
cannot participate in the cooperative transmissions. EwdynintroducedHR andHTS messages do lead

to some additional overhead, which is evaluated in Section V

IV. RATE ADAPTATION

Rate adaptation refers to the adjustment of the values @gfahemission parameters, e.g., 8[ICMAC
the first hop rate';, second hop rate, and STC dimensior, based on the network conditions. In this
section, we develop a rate adaptation mechanism to maxithezeend-to-end user rate while meeting
an acceptable error probability. Our rate adaptation sehisnsubject to an end-to-end packet error rate
(PER) thresholdy, before MAC layer retransmissions are initiated. The selamf v affects the system
performance. A highy leads to too many retransmissions due to high packet losseaMtAC layer,
while a low ~ leads to an under-utilized bandwidth since the commumnaink could support higher
modulation and coding rates. Rate adaptation also requatdsration in the physical layer [16] for a
practical system. Considering that the main focus of thigepas the MAC protocol design, we do not
address this issue in detail and assume that all statiores leen calibrated.

We assume each station supports a set of transmissionirae§Ry, Ry, ..., R,}, where R, is the
base rate at which the stations exchange control informatie., RTS/CTS, and?y < R; < --- < R,,.

A given r is identified by the modulation level/, and the channel coding levél,.. In addition, we
denote the STC code rate &. We assume an additive white Gaussian noise (AWGN) chanibl w
independent slow Rayleigh fading between each pair ofostatand between the stations and the AP.
Each fading level is assumed to be longer than a packet daoraiil stations have a symbol energy of
E, and the power spectral density of noise signaNig'2.

In order to present our rate adaptation scheme, we first flatethe PHY layer error rates, i.e.
per-hop bit error rate (BER), per-hop PER and end-to-end P&fbrmance. Along with R-DSTC, we
also calculate for comparison the PHY layer error rates lerdirect transmission scheme, the two-hop
single-relay CoopMAQ scheme and the DSTC scheme.

The BER and PER for a direct connection between statioasd j are respectively denoted as
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Py (r, hij) and P (r, hy;) for a fixed rater and instantaneous channel gdip between stations and

j. Let us denotei = s when station: is the source ang = d when station;j is the destination.
Assuming the instantaneous channel gain vector from aysdio the destination is denotedlg#®, where
h® =[... hj4...], the BER and PER between relays and the destination for DSITIC space-time
codeword dimensiot, are denoted by?/57¢ (r, L, h®)) and P2STC (r, L, h(®)), respectively. Similarly,
when the instantaneous channel gain vedit? weighted by the instantaneous random mafRixis
defined ash®R, the BER and PER between relays and the destination for RED®ith space-time
codeword dimensiod are denoted a&,; > (r, L,h® R) and P% PP (r, L, h® R), respectively,
for a givenr. When these instantaneous PHY layer error rates are avemge channel fading levels,
the average BER and PER rates can be obtained accordindple Téists all parameters and notation
used in this section. Based upon the analysis of PHY layar eates, rate adaptation optimizes the
transmission parameters for all transmission strategitsam objective to maximize the end-to-end rate

for each station while ensure an end-to-end PER bounded by

A. R-DSTC PHY Layer Per-hop BER Performance

In the suggested two-hop framework, note that the BER forfitisé hop between the source and a
potential relay can be computed using the direct link foatiah. We denote the second hop between
all the relays and the destination as ttwoperative R-DSTC linKThis subsection formulates the BER
performance for both links.

1) BER performance for a direct linktn a direct link with an instantaneous channel gajn along
with rater (corresponding to modulation levél,, assuming square modulation) between statioasd

j, the symbol error rate is given by

PP (r hi) =1 —[1 = Prl?, 1)
with
1 3E||hi;|?
poa =1 e i) @
whereQ(z) = [*° —Le"**/2dz. If Gray coding is used in the constellation, the approxsmBER is
T \2m
(0 hug) = o P ) 3)
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When stationi is the source and station is a relay, Eq. (3) describes the instantaneous BER
performance from the source to a relay, since each relaydescthe source signal independently.
Additionally, Eq. (3) gives the per-hop BER performance éo€oopMAC system [6] for both hops,
when a single relay is employed without combining the firdd aacond hop signal at the receiver.

2) BER performance for the cooperative R-DSTC linkssumingn relays, i.e., stationd ...n,
successfully decode the source signal, each relay forwdrelssignal over thecooperative R-DSTC

link. Suppose the STC used by the relays has a dimensiah »fK [17]. During symbol interval

m, m=1,2,---, K, the forwarded signal from relay is given by
zj(m) = V Esw;X(m), (4)
wherej =1,2,--- ,n, andw; is the random vector at relay as described in Section Il. Her&(m)

is themth column of the STC. The received signal at the destinationing themth symbol interval is
given by,
y(m) = h®Z(m) + w(m) = / E;hPRX (m) + w(m), (5)

wherew(m) denotes the AWGN at theith symbol, andZ(m) = [z(m) z(m) ... z,(m)]T. Hence, the
destination station observes a space-time coded signhlegitivalent channel gain vecttf®?R. The
destination only needs to estimat€’'R for STC decoding. By using the orthogonality of the undertyi
STC [17], the BER of the cooperative R-DSTC link using ratel. and a fixed|h® R||, denoted by
P PSTC(r, L,h™®) R), can be computed by replacinig;|| with [h®R|| in Eq. (3).

Note that for an orthogonal DSTC with a space time codewontgedsionl, each of thel relays is
assigned an antenna index. Hence, there is no randomizaiR = I. Therefore, the BER of DSTC,

denoted byP/57¢ (r, L, h®)), can also be determined from Eq. (3) by replacjig; || with [|h®)|].

B. End-to-End PER Performance for R-DSTC

We derive the average PER by simulations, using the BER flation in Section IV-A along with the
channel code. Each relay adopts a convolutional @@dé&or error correction, for a given rate In our
simulation, for each hop we first produce the coded bits aed tfenerate random errors according to
the computed instantaneous BER. This bit stream is thennfiedtihe convolutional decoder to produce

the decoded bit sequence. The instantaneous PER for bothidten obtained by comparing the output
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bit stream at the destination with the original bit stream.

Let us denote byRS the instantaneous set of relays that correctly decode tineessignal in the first
hop and jointly forward the signal over the second hop. Infitet hop, the instantaneous channel gain
vector is defined a&® including all h;;, j € RS. Consequently, for a given,, r,, L, the end-to-end

instantaneous PER between staticend the destination for the R-DSTC scheme is given by

PR=DSTC(p py [ W) h(®) R)=1- Z P(RS) x (1 — P ST (ry, I, h®), R)), (6)
RSEPS(S,)
where
PRS) = [ (0= Pi(rv.hij)) x [] BZ(ra. by, Y
JERS j¢RS

In Eq. (6), S; denotes all stations excluding the source statioand PS(S;) is the power set of
Si. P(RS) is the probability that an instantaneous relay Bef is recruited. P’ (r1, h;;) denotes the
instantaneous PER between stati@md relay; over the first hop, while?% 57 (r,, L, h(® R) denotes
the instantaneous PER from all relays/®$ to the destination, over the second hop.

Following Eg. (6) for instantaneous end-to-end PER, theame end-to-end PER can be obtained by

averaging over all first and second hop channel gains andatislom weight vectoR, and is given by

PIUR—DSTC(TLTQ’ L)= Ene ne R {PPR—DSTC(TLTQ’ L, h(l), h(2)7 R)} . (8)

C. End-to-End PER Performance for Other Schemes
Below we formulate the end-to-end PER performance for theeroschemes in order to provide
comparison with the proposed R-DSTC scheme. For the dir@esinission scheme, the average end-to-
end PER between the source statiand the destination can be found using the direct-link mtsi@eous
PER, and is given by
deWCt(T) = Ep,, {P;d(ﬁ hid)} ) 9)

where the direct rate is and P*(r, h;;) denotes the instantaneous PER between source siaaiuh the
destination for a giver,, andr.

For CoopMACscheme, the average end-to-end PER performance of soat@mstalso depends on
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the chosen single relay, 7 € S; and is given by
PSP (1,19, §) = Enyyny {1 = (1= PP (r1,hig)) x (1= Pi%(ra, hja)) } (10)

where h;; and h;; denote the instantaneous channel gain for the first and deleops, respectively.
P (ry, hy;) and Pgd(rg, h;4) denote the instantaneous PER for the two hops, for a dgiyeand .
For DSTC, the instantaneous end-to-end PER between sowanme destination/ depends on a fixed

and predefined relay set, denoted7aS;, and is formulated as
PPSTC (19, L, RS;) = Eyay pa { PP (11,72, L, RS;, k™ h®) } . (11)

In Eq. (11), PP5TC(ry, 75, L, RS;,h™M) h(?) denotes the instantaneous end-to-end PER and is given

by
PP ry ry, L, RS;,; bW W) =1~ Y~ (1= P57 (ry, L h®?)) x P(RS)),  (12)
RS'€PS(RS;)
where
P(RS') = H (1- P;j(ﬁ, hi;)) x H P;j(rla hij), (13)
JERS' JERS'

RS’ is an instantaneous subset of relays fr@hs; that participate in relaying ané’57¢ (ry, L, h®)
denotes the instantaneous PER between relays and theatiestifor fixed rater,, STC dimensionL

and channel gaine® based on relays iRS’.

D. Optimizing end-to-end rate and the choice of transmisgiarameters

We now describe how to choose the optimal transmission peteamin order to maximize the end-
to-end transmission rate for each station, while ensuitegend-to-end average PER is boundedyby
Even though our emphasis is on R-DSTC, we also discuss di@tsmissionCoopMACand DSTC
schemes. In our rate adaptation, every scheme relies onlédgevof the average channel statistics rather
than the instantaneous channel gains, thus making it seiifaba WLAN where the average channel
statistics change slowly. Assuming the WLAN channel ispeagal, the source station can estimate the
average channel statistics for direct transmission analyeel transmission by listening beacons from

AP and overhearing transmissions of other stations. For Wisystems are typically a stationary or
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low-mobility environment, the average channel statistics measured and reported every few seconds,
producing only negligible performance loss in throughMié also discuss rate adaptation based only on
number of users in the network.

The set of transmission parameters is different for eackmmehand is discussed below. In this paper,
all transmission parameters are computed at the sourderstas opposed to the protocol in [12] that
conducts the computation at the destination station. Thamman end-to-end rate of statians achieved
by minimizing the end-to-end transmission time for eachesod. In addition, we will also discuss the
channel information assumed by each scheme for rate attaptat

1) Direct transmission schem&Vhen the source statiariransmits to the destination directly, assuming
the source station knows the channel statistics to therde®in, the optimal transmission parameter is

the transmission rate and the optimum rate* is given by
r* =maxr  s.t. Pﬁ”e“(r) <7, (14)

whereP;l"eCt(r) is given by Eq. (9). Note that the optimal transmission rate modified whenever the
source or destination move to a new location, since the geerhannel gain for the direct link changes.
2) Two-hop single-relay (CoopMAC) schem@/e assume there is no signal combining at the des-
tination. A practical MAC protocol for this scheme 3oopMAC([6]. Assuming the source knows the
channel statistics between itself and all other statiomskatween other stations and the destination, the
transmission parameters includg r, and the selected relay. In CoopMAC [6], the optimum relay
information is stored in &oopTableat each source station. The optimum ratgsr; and the best relay

j* are selected by minimizing the end-to-end transmissioe tver two hops, and is formulated by

1 1
(ri,75,J7) = argmin — + —  s.t. Py%(r1,12,7) <7, (15)
rire,y T1o T2

where P5°P(r1, 15, j) is given by Eq.(10). When the network topology changes, ¢h@. source, desti-
nation or any other station move to new locations, the optjpagameters are reselected using Eq. (15).
Hence,CoopMACis more suitable for a stationary environment with low mitilWhen the stations
move rapidly, the demand for collecting the global chanmevidedge leads to a large overhead for the
system. An inaccurate estimation of the channel resultsnaraoptimal rate adaptation scheme and thus

degrades the system performance, as further illustrat&eation V.
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3) DSTC schemeAssuming the available space-time codewords have dimessienoted by’ =
{Ly, Lo, ..., Ly}, DSTC needs to select its relay sRtS; consisting ofL relays, whereL. € T" and
L = |RS;|]. Thus, the transmission parameters are rates,, L and RS;. Similar to CoopMAGC the
source station is assumed to know the average channeltisiatietween itself and each stations and

between other stations and the destination. The optimunsingsion parameters can be obtained by,

1 1
(ri,r5, L",RS;) = argmin — +
ri,r2,L,RS T1 )

s.t. PPDSTC(Tl,TQ,L,RSi) S Y, (16)

whereP”TC (ry, 5, L, RS;) is given by Eq.(11), andk. is the rate of the orthogonal STC with dimension
L. 1t is known that it is only possible to have full rat&(= 1) orthogonal STC for. = 2, otherwise
R. < 1[17]. With N stations in the single-cell WLAN excluding the destinatii®, there are _, - (NL‘I)
possible relay set®S,; containingL relays. An exhaustive search for all possible relayskifi; leads
to a combinatorial complexity, it is prohibitively expemsito solve online.

In order to reduce the complexity of relay selection, we pg#pa greedy algorithm and use it to
evaluate DSTC performance in Section V. The basic idea i®tmentially addL relays to the optimal
relay set. For each step, we find a single relay that, when cwdlwith the relays selected in the previous
steps, will maximize the end-to-end throughput if DSTC isdu$o assist transmissions from the source.
For the first relay, we choose the best relay from Ahéd stations that maximizes the end-to-end rate in a
two-hop manner (single relay based CoopMAC [6]) and addtd the relay set. Then, the second relay
is chosen from the remaininy-2 stations in such a way that it can achieve the maximal erghtl rate
along with the first selected relay, using DSTC. Such a deleds iterated until allL relays are picked
and added to the relay set. Our simulation shows only 5% gimout difference between this greedy
algorithm and exhaustive search when2 and N=10.

Like CoopMAC DSTC need to reselect the transmission parameters whetiev@etwork topology
changes and incurs a large amount of channel estimatiomeagrespecially in a mobile environment.

4) STICMAC schemeOne difficulty of theCoopMACandDSTCstrategies is in choosing the optimal
L* (L* = 1 for CoopMACand L* > 1 for DSTQ relays out of theN — 1 other stations. In contrast,
the R-DSTC base&TiCMACeliminates such a requirement, and thus the transmissi@meders only
include rates-, r,, and the STC sizd., and not the relay set. For tH&TiCMACstrategy, we develop

two classes of rate adaptation algorithms based upon elifferthannel knowledge:
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« TheSTICMAC-CScheme is assumed to have the same channel knowledge oktktatistics as in
DSTC andCoopMAC That is, the source statiaris assumed to know the channel statistics between
itself and other stations and between other stations andiesgnation. The optimal transmission

parametersy, r;, L* are given by

1
(ry,r5, L") = argmin — +
ri,ro,L U1 Rcr2

s.t. PPR_DSTC(Tl,Tg,L) <7, (17)

where the end-to-end PEP for R-DSTC is given by Eq. (8) Andbk the rate of the orthogonal STC
of dimensionL. The rate adaptation scheme B8TICMAC-CSis described in Algorithm. 1. The
optimal set {}, r;, L*) is exhaustively searched over all possible combinati&ash source station
executes this algorithm to find the optimum transmissiompaters whenever any of channel gains
change. Similar to the limitation d€oopMACand DSTC,STICMAC-CSequires a global channel
knowledge and thus is relatively costly in a mobile scenario

« STICMAC-UCscheme provides rate adaptation with minimal channel mé&tion. UnlikeSTICMAC-
CS CoopMACand DSTC, the source statioms only assumed to know the channel statistics between
itself and the destination, together wifi, the number of stations in the WLAN. STICMAC-UC
determines its optimal rate parameters by simply ensuhegaverage PER over all possible spatial
locations of stations, is bounded by assuming all stations are uniformly located using a random

spatial distributiony, as shown in the following equation,

(ry,r5, L") = argmin — + st. E, (PPR_DSTC(rl, ro, L)) < 7. (18)

ri,ro, L 11 RCTQ

STICMAC-UCscheme is described in detail in Algorithm 2 and only depemwighe number of
stations in the WLAN without the need for their specific laoas. SinceSTICMAC-UCrequires
less information, for a specific location of users, it yiesdgoptimal operating parameters compared
to STICMAC-CSHowever,STICMAC-UCeliminates extra signaling for channel measurements and is
suitable for a mobile environment where collecting glodamnel statistics is hard and costly. Note
that DSTC andCoopMACneed to pre-determine the relays before a transmission eanitiated,

hence cannot be based on merely the number of users.

Alternatively, a reasonable assumption is for the souraestimate the statistics of the relays’ links towards itseftiile being unaware
of relays-destination average channel qualities. Theopmidnce of such a scheme would be betw8iCMAC-CSand STICMAC-UC
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For all rate adaptation schemes with full channel staisttamelydirect, CoopMAC DSTC and
STICMAC-CSwe assume optimal parameters are recomputed whenevehémmal statistics change.
For STICMAC-UQC a two-dimensional look-up table can be pre-computed ferdptimal transmission
parameters and saved at each source, corresponding tadhaumber of stationsly, and the distance
from the source to the AP in each cell. Once a station entelgawmes the WLAN cell, the BS will
broadcast such user count information in its beacon framalltstations and each station can update
its optimal transmission parameters. Th&iCMAC-UCdoes not need real-time computation during
network operation. Obviously, in all the relay-assisteldesues, if the end-to-end rate derived by the used
rate adaptation scheme is lower than the direct transmigsite, the source station chooses the direct

transmission mode instead of cooperation.

V. PERFORMANCE EVALUATION

In order to evaluate the performance of the propoSGdCMAC scheme, we developed a detailed
simulation model using OPNET modeler. We comp&BCMACwith direct transmissionCoopMAC
and DSTC MAC for both stationary and mobile environmentsdifidnally, all schemes use the rate
adaptation algorithm described in Section IV. The compariand evaluation was done on a typical

single-cell WLAN.

A. Network Topology and Configuration

We assume that the considered wireless LAN complies withEid= 802.11g standard and the cell
radius is 100 meters. Independent Rayleigh slow fading gneach pair of stations and additive white
Gaussian noise is adopted as the channel model. The sichghagtem consists of one AP at the center of
a cell andN mobile stations. According to [17], both for DSTC and R-DSEJull-rate orthogonal STC
is employed forl. = 2 with R, = 1, while aR. = 3/4 rate orthogonal STC is employed fbr= 3, 4. Each
AP or mobile station is equipped with a single omnidirecébantenna. Our simulations are conducted
on the uplink from the mobile stations to the AP, with the paegers shown in Table. Il. The simulation

results display 90% confidence intervals.

B. Mobility Model
Our simulations are performed for both stationary and neobdenarios. In the stationary scenario, all

stations are uniformly distributed within the cell covegatn the mobile scenario, the stations are assumed
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to move across the cell using thendom walk with reflectiofRWkRI3 model [18]. TheRWKkRIcmodel

is widely adopted to characterize the movement of mobilgasta. TheRWkRIcmodel initially deploys
stations randomly according to a uniform distribution otteg cell. Then, it assigns a random speed to
each station that is uniformly distributed in the rand®,[,, V,...]- Each station picks a random travel
duration uniformly distributed in the rangé€’];,., 7,...] and a uniformly distributed random direction.
Once a station has walked for the selected duration of tilmeay dwell for a random amount of tinig,
based upon a uniform distribution before it reselects a mavet duration, speed and direction. In contrast
to the classidRandom Walkmodel [19], theRWKRIegoverned model include®flectionas an additional
feature. Namely, whenever a station reaches the cell boymtiaing its walk, it will be reflected by the
boundary in a similar way that a ray of light reflects off a mirrThis reflection functionality will ensure
that the random walk is bounded within a given cell coverdgeordingly, theRWkRIcmodel produces

a uniform spatial distribution of all stations across thi aed thus enables us to make a fair comparison

with the static scenario. The typical parameters of RW#kRIcmodel we used are shown in Table II.

C. Simulation Results

Fig. 3 depicts the MAC layer throughput performance of algirggation as a function of its distance
to the AP, assumingvV=48 stations are uniformly distributed in a static wirelegsN. When the station
is close to the AP, all schemes fall back to direct transmissind thus achieve the same throughput.
As the distance to the AP grows, all the two-hop schemes dotpe the direct transmission, since two
high-speed hops provide a higher end-to-end throughputdhlaw-speed direct transmission, especially
as the stations get closer to the cell edge. For large distaB88iCMAC-CSand STICMAC-UCschemes
show the highest per-station throughput gains, followedh®DSTCand CoopMAC

Fig. 4 displays the comparison of the aggregate throughpat stationary environment as a function
of N, the number of stations. When the number of stations is lems 16, the twdSTiCMACschemes,
STICMAC-CSand STICMAC-UCQC provide throughput performance comparableCmopMACandDSTCG
while all the cooperative schemes provide a higher througttpan direct transmission. Note that for a
small number of stationdDSTC performs worse than the other two-hop schemes, due to theaised
overhead for relay recruitment. ComparedoopMAG the extra overhead needed DS TCincludes the
pilot tones (1 time slot for each pilot which is;8&seconds) and relay indices (1 byte for each relay) sent

by the source to the selected relays, as well as the ackngereehts (1 time slot which is @seconds
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for each relay) from all these relays before every packeistrassion is initiated, as is described in [8].
The more relays are recruited BSTC the higher the overhead. As the number of stations incsease
STICMACshows a significant throughput gain over the other schenme$o(0% gain over direct) due
to the following reasons: a) A large number of stations lead targer probability of finding more relays,
which results in higher diversity and power gain over theoselchop. b) Compared to the DSTC MAC
[8], STICMACneeds substantially reduced signaling overhead and hakidsh Also, the overhead of
STICMACIs constant and independent of the number of relays, whéeDX8TC overhead increases as
the number of relays increases. It is also noted that theeggtg throughput o8 TIiCMAC-UCis only
slightly lower thanSTICMAC-CSThis is because a sufficiently large number of stations Isegppnough
potential relays and thus eliminates the need for a globalvkedge of node locations. This validates
our argument thaBTICMACoperates efficiently without a global knowledge of channatistics.

Fig. 5 depicts the throughput performance of all schemesnmhile environment where each station
moves according to theRWkRIcmodel. Under mobility, we assume channel statistics araigadevery 2
seconds. Hence each source station can only perform rapeasida with 2 second intervals. In contrast
to the stationary scenario, the throughput of all schemeg@STICMAC-UCdegrade relative to the
static case as mobility leads to an inaccurate estimatiarthahnel information, resulting in sub-optimal
rate adaptation. For example, @®oopMACandDSTQC the selected relay stations may move away due to
mobility and become unavailable in the forwarding phasentFig. 5, it is clear thaBTICMACschemes
outperform the others in terms of throughput. Under mohiBETICMAC-UCperformance is superior to
that of STICMAC-CS Therefore in a mobile environmerTICMAC-UCscheme is preferable since it
does not rely on the instantaneous spatial distributionlla$tations for rate adaptation, and thus leads
to more robust throughput performance.

Fig. 6 and Fig. 7 demonstrate the medium access delay fortimretey and mobile environment
respectively under full load. This delay is measured from toment that a packet becomes the head-
of-line packet in the MAC transmission buffer to the momdmttthat packet is successfully received
at the MAC layer of the receiver. The figures reveal that adargmber of stations leads to an increase
in medium access delay for all schemes due to the increadegt defore successful access to the
channel. HowevelSTICMACachieves the lowest delay compared to direct transmis§lonpMACand

the DSTC since R-DSTC supports a higher end-to-end rate for eachembion, and therefore decreases
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the end-to-end transmission time.

In addition to throughput and delay performang8djCMACalso reduces the interference generated to
neighboring cells when loaded with traffic at the same levkls is becaus&TICMACsupports a higher
average data rate per packet transmission and thus nead®dedir time to deliver the same amount of
data on an end-to-end basis, as compared to the other sch€oresequently, the average transmission
power emanating from the reference cell is reduced, evengthanore relays have been recruited. Fig.
8 shows the interference in a mobile scenario where the gedrderference power generated by a cell
is calculated assuming N=24 users in each cell. The averdgddrence power is illustrated in Fig. 8
and measured in units of dBm at a distance of (100 - 300 m) avaay the AP of the reference cell.
We observe that botBTICMACschemes generate less interference compar&iSibG CoopMACand
direct transmission. In conclusio§TICMACgenerates less interference at the same MAC layer traffic

load compared to the other schemes.

VI. CONCLUSION

In this paper, we develop a PHY/MAC cross-layer protocol &k 8TICMACby employing R-DSTC
in a WLAN system. TheSTICMAC protocol incorporates randomized cooperative PHY lay&r the
operation of the mandatory DCF MAC of a WLAN to provide robasbperative communications using
multiple relays. The proposed protocol is simple and itireal a significant performance gains in terms
of throughput, delay and interference reduction over veriother single-hop and multi-hop mechanisms
(e.g., CoopMAC and DSTQ. The new MAC is backward compatible with IEEE 802.11. Alilgb
only the infrastructure mode is discussed in this paperjlaindeas also apply to ad hoc WLANS.
Compared to previously known two-hop schemes [6], [8], MAT enables a fullydistributed yet
robustcooperation using multiple relays. The signaling and ckeafeedback overhead is reduced due to
randomized cooperation, resulting in a significant MAC fayeoughput improvement. The robustness of
STICMACtranslates to high gains, even in the more challenging raasliironment. Indeed, the relative

gains are higher foBTICMACin the mobile environment.
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APPENDIX

The operation of IEEE 802.11 MAC is based on carrier sensang, it also employs virtual carrier
sensing (RTS/CTS) to minimize the hidden terminal problé&morder to keep backward compatibility
with the legacy system, the design of STICMAC works with RTE5.

STICMAC also works without using RTS/CTS frames. In suchenseio, the source can directly starts
a data packet transmission and embed transmission parametzssary for the second hop transmission
(using R-DSTC) in a separate shim header field of the first raip gacket. Any relays that decode it
would be able to forward the packet to the destination usisigS_ C.

We conducted simulations to show how STICMAC performs withRTS/CTS protection, and the
results demonstrate that STICMAC still outperforms othransmission schemes. The following figures
illustrate the throughput and delay without using the RTIEGnechanism. It is shown in Fig. 9 that all
schemes display degraded performance as compared to thenpamce using RTS/CTS. This is because
our simulations assume all stations are heavily loaded ¢wvSaturated throughput. Therefore, a large
number of packet collisions occur because of CSMA/CA basethiel access. Additionally, the packet
size of the simulation is 1500 bytes, and thus the systenopeéance degrades when not protected by
RTS/CTS. While RTS/CTS could be less efficient when the trdffad is light, STIMAC continues to
work well without RTS/CTS.

For a network with moderate mobility (1-2 meters/second)shown in in Fig. 10, the throughput
of all schemes is affected. However, STICMAC is still superio all other schemes including direct

transmission, CoopMAC and DSTC.
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TABLE I: Notation Used in the Paper

Notation | Description
N Number of stations in a WLAN excluding the AP
71, T The first and second hop rates
L STC dimension for the underlying space-time code
~ End-to-end PER threshold
M,, C, Modulation, channel coding for rate
E, Symbol energy
Nyl2 Power spectral density of AWGN
hij Instantaneous channel gain between statioasd j
h® Instantaneous channel gain vector between source andsrelay
h(® Instantaneous channel gain vector between relays andatsti
RS; Deterministic relay set of source statiorior DSTC
RS Instantaneous relay set of source statidor R-DSTC
Pb” (r, hij) BER for a direct connection between statiornand j for givenr and h;;.
P (r, hij) PER for a direct connection between statiéremd j for givenr and h;;.
PE-DSTC(r L, h® R) BER for R-DSTC between relays and destination for gived, h? andR.
Pf,jo STC(r, L,h® R) PER for R-DSTC between relays and destination for gived, h(? andR.
PO (r, L, h®)) BER for DSTC between relays and destination for giver, andh®).
PESTC (r, L,h3) PER for DSTC between relays and destination for give andh(2).
P;'d(r, hid) End-to-end PER for a direct transmission for giveand 4.
PPSTC(ry 1y, L,RS;, h™ h®) || End-to-end PER for DSTC for given, r2, L, RS;, h®) andh®.
PR=DSTC(py ry, L, h™) h™ R) || End-to-end PER for R-DSTC for given, ry, L, ™™, h® andR.
P;f“‘ect(r) Average end-to-end PER for a direct transmission for given
PSP (11,12, 5) Average end-to-end PER for CoopMAC for gives), r, and relayj.
PI=DSTC(ry 1y, L) Average end-to-end PER for R-DSTC for given r, and L.
PPSTC(ry,ry, L, RS)) Average end-to-end PER for DSTC for givep, r», L andRS;.
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TABLE II: Simulation Configuration and Mobility Modeling

Parameters | Value

ReceivedE, /N, at edge 1.4

Path loss exponent 3.0

Propagation Model ITU-T Indoor Model and Rayleigh fading
Spectrum bandwidth 20 MHz

PHY layer data rates;

6, 9, 12, 18, 24, 36, 48, 54 Mbps

Modulation, M,

BPSK, QPSK, 16-QAM, 64-QAM

Channel coding(:

Convolutional 1/2, 2/3, 3/4 [15]

Acceptable MAC Layer PER/ 5%

MAC Layer PDU size 1500 bytes
Contention window size 0 -1023
Underlying orthogonal STC dimension, || 2,3,4

Achievable STC code rate®.

1L =2),3/4 =349

Min Speed Vynin)

1 meter/second

Max Speed Vnaz)

2 meter/second

Dwell Time during Walk ) 1 second
Min Travel Duration per StepT(,:») 2 second
Max Travel Duration per Stepl{,q.) 5 second
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Algorithm 1 Rate Adaptation for STICMAC Channel Statistics

1. The available rate set for both the first hapg)(and the second hop+) is {R1, Ro, ..., Rp}, and the set of available
orthogonal STC dimensions for R-DSTC is whereL € {L1, Lo, ..., Lyna. - Initialize R* = 0.
2: for Each possible set of transmission paramefeis r», L} do

3:  Find BE~PSTC(ry o, L) for R-DSTC using Eq.(8).
4 if PI=DSTC (ry 1y, L) < v and m > R* then
5: R-*%W,L*%L,TT%TLTE%TQ

6 end if

7: end for

Algorithm 2 Rate Adaptation for STICMAC User Count

1. The available rate set for both the first hapg)(and the second hop+) is {Ri1, Ro, ..., Rp}, and the set of available
orthogonal STC dimensions for R-DSTC Is where L € {L1, Lo, ..., Ly }. Suppose all stations are located in the
WLAN cell based on a random distribution functign Initialize R* = 0.

2: for Each possible set of transmission paramefeis r», L} do
for All possible locations of other statiort®

Find P*=PSTC (r ry, L) for R-DSTC transmission using Eq. (8) and average over aigtocations using.
end for
if B\ (BF~P5TC(ry, 15, L)) <~ and
R* +
end if
end for

1 *
Trgirms > R* then

1 * * *
71/T1+1/T2,L —L,r] 1, r5 1
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Fig. 1: R-DSTC signal processing in a relay.
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Fig. 4: Throughput comparison for the static environment.
Network aggregrated throughput (mobile
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Fig. 5: Throughput comparison for the mobile environment.
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Fig. 6: Medium access delay in a static environment.
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Fig. 7: Medium access delay in a mobile environment.
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Interference Power(dBm)
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Interference Power Vs Distance (Static)
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Fig. 8: Interference power vs distance (meters) to referersd!.

Network aggregrated throughput w/o RTS/CTS (static)
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Fig. 9: Throughput comparison without RTS/CTS.
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Network aggregrated throughput w/o RTS/CTS (mobile)
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Fig. 10: Throughput comparison for mobile network withodtSRCTS.
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